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ABSTRACT

This paper surveyshe empirical evidence othe link between innovation and economic
growth. Itconsiders a number of different measures of innovation, such as R&D spending,
patenting, and innovatiocounts, aswvell asthe pervasive effect of technological spillovers
betweenfirms, industries, andountries. There are three main conclusions. The fiteats
innovation makes a significaobntribution to growth. The second is that theresageificant
spillovers betweemountries,firms and industries, and to a lesser extent from government-
funded research. Thirdhat thesespilloverstend to be localized, with foreigeconomies
gaining significantly less frordomestic innovation thaother domestic firms. Thisuggests

that althoughtechnological ‘catch-upmay act toequalise productivityacross countries, the
process is likely to be slow and uncertain, and require substantial domestic innovative effort.
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INNOVATION AND ECONOMIC GROWTH
Gavin Cameron

1. Introduction

The theoretical andmpirical study of economigrowth hasproduced asoluminous
and diverse literature. These studsdsesuch a wide variety of approachsat it isdifficult
to summarise theiresults concisely. Thigaper reviewshe empirical evidence onnevery
important aspect of the growth process - the effect of innovation on growth.

Any serious study of the literature ¢echnicalprogress and growth mustart with
the work of Solow (1957) whderived estimates of Uftal factor productivity between
1909 and 1949His startling conclusiowas thatechnical changéhe whole of theso-called
‘residual’ wasattributed totechnical change) was responsifile themajority of economic
growth during the period. However, laterork by researchers ithis growth accounting
tradition, such as Denisof1962) and Jorgenson ar@riliches (1967), who adjusted for



changes in labour quality afor various measuremeetrors, reduced the idsal to around
one third of economic growth.

Uneasy with theneo-classicagrowth accountingassumptiorthat all of total factor
productivity growth is caused by exogendeshnical changether researchers attempted to
augment theneo-classical model by explicitly modellirthe time series oftotal factor
productivity by usinglata onnnovation. There can be no single measure obtteut of the
innovation process. Indicators such as Research and Development (Bgénding,
patenting, technological balance of paymemachineryimports, anddiffusion all jostle for
recognition. Most researchers have chosen to use R&D spending as their meastrecaf
change, usually because R&D spending data are easiest to compile and most reliable.

Studies by researchers suchGadiches andMansfield typicallyderived estimates of
total factor productivity growthusing a Cobb-Douglagroduction function, and then
regressed these estimates against various measures of innovationnanpal]ly R&D
spending (eitheaggregated, or broken down into components suchaag and applied,
private or government). Industry-funded R&D spendingussially found to be most
significant, with government-funded R&D making a smatlentribution. While the majority
of these ‘innovation-augmentegowth accounting studies’ found a strong anduringlink
between R&D capital andutput (typically, a 1% increase ime R&D capitaktock isfound
to lead to a rise in output of between 0.05% @uids),they have usually beeather stronger
on dataanalysisthan on econometric methodology. Thisi® surprising giverthe age of
many of the papers.

Recent theoreticaiork has triedully to endogenise the role ahnovation in the
growth process. These theoretical studies have considerechéukinds of innovation -
learning by doingsee Romer, 1986human capitafLucas, 1988); R&D (Romer, 1990a, and
Aghion and Howitt, 1992); angublicinfrastructure (Barro, 1990). It difficult to generalise
about the empirical approaches taken by the papemxblaitly attempt to test New Growth
Theories. Theyypically attempt to tesivhether theelasticity ofoutputwith respect to broad
capital (measured in one of the fouays mentioned above) is higher than its share in value-
added or gross-outputollowing Romer(1987)many ofthe papers focus on the evidence of
a cross-section of countries both because dateadily availablg(particular theSummers-
Heston, 1988, dataset) and because Romer (1987) atigaekigh-frequencydata is not
suitable for suchanalysis. Empiricaktudies in the endogenous growth tradition tend to
suggest thatechnological spilloverare an important component of the growth process (see
Coe and Helpman, 1993, for example).

There areexternalities in innovation becaulsens are unablefully to appropriate the
gains from theirown innovation. Thexternalitiesoccur in three m@mn ways. First,
technological spilloverseduce the cost afval firms because of knowledge leaks, imperfect
patenting, and movement skilled labour to othefirms.! Second, networkxternalities may
arise because tigmyoffs tothe adoption oinnovationsmay becomplementary. Third, even
if there are no technologicapillovers,the innovator doesot appropriatall the sociabains
from innovation unless she can price discriminate perfecthwab firms (throughlicensing)
and/or to downstream usérs.

The paper is structured as folls. Section 2 reviewke literature on the effect of
R&D, innovation, patents and technologisplllovers atthe firm, industryand nationalevel.
Section 3 discusses whether geogrgphys anmportant role in spillovers. Section 4 draws
conclusions.

2. Spillovers and the Returns to R&D, Innovation, and Patenting
2.1. Studies of the effect of R&D spending
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Serious study of aggregate production functions began withvaoinke of Cobb &
Douglas (1928), but it was nantil Tinbergen (1942p0t published in English until959) and
Stigler (1947)thatideas such amtal factor productivity aneéfficiency were introduced into
the literature. Fabricant (1954) estimatieat about 90% of thmcrease iroutput percapita
in the US between 1871 and 1951 was attributablee¢bnical progress. The work of
Douglas and Tinbergen oaggregate production functionkendrick (1956) on national
accounts dataand also AbramovitZ1956), wassynthesised into eoherentempirical whole
by Solow (1957), who suggested thathnical change was responsilide themajority
(87.5%) of economic growth.

The growth accounting approach was the daminrmethodology foempirical studies
of productivity after Solow’s (1957) groundbreaking papetil the early 1970s. Solow’s
original conclusionthattechnicalprogress accounted for almeadit of economicgrowth, was
graduallywatered down asational accounts statistics and statistical methodology improved.
Nonetheless, even recent studies (such as Jorgenson, 1990, Denison, 1985, and &fatthews
al, 1982)still suggest thatechnicalprogress isesponsible for aignificantpart of economic
growth, usually around one-third. The problem witdl the studies in the strict Solow
tradition, however, is thawhile theyproduce an estimate of thate oftechnicalprogress,
they donot shedany light onthe causes déchnicalprogress. Is itikely that economic
growth would continue in thabsence of increased workforsdall levels,investment in R&D
and public infrastructure, the installation of capital equipment embodying new technologies, or
changes in types and varietiesgolbds? Moremportantly, which ofthese, anananyother
factors, is the most significant cause of growth?

Table 1 (taken from Maddisoh987) presents estimates of thée of growth of GDP
and augmented joirtbtal factor productivity(allowing for labourquality changesyver four
time periods for six major economies.

Dissatisfaction witlthe neo-classicafjrowth theoryassumptiorthattechnicalprogress
is exogenous led thoth theoretical andmpirical challenges from a fairly eadtage. On the
theoretical side, researchers such as Arrow (1962), KaldorvVimi@es (1962), Uzawa
(1967), andConlisk (1969) attempted tmakethe rate otechnicalprogress endogenous. On
the empirical side,researchers attempteskplicitly to modelthe causes of total factor
productivity growth byusingdata oninnovation. Many otheseempiricalstudies usenodels
thatcan be interpreted &®ing within a frameworkhatendogenizes the effect minovation.
However, their distinguishing characteristic is usually their pragmatic approach.

It is difficult to measure thénnovativeoutput of anindustry. A variety ofdata is
available, such as R&D spendimgatenting, technological balance of paymentachinery
imports and diffusion.Most researchers have chosen to R&D spending as their measure
of technical change, oftefor reasons of datavailability and reliability, rather than on
theoretical grounds. Studies by researchers sudBribishes (1980a), Mansfield (1980),
Nadiri (1980a), Scherer (1982) ahdrleckyj(1974)typically derived estimates ¢btal factor
productivity growthusing a Cobb-Douglaapproach, and then regressed these estimates
against various measures of innovation inpotmally research and development spending
(either aggregated, or broken down into components sutiasas and applied, private or
governmenty.

In practice, estimates of the effectiohovation ontotal factor productivitycan be
obtained intwo ways! The first is to use a measure of $teck of R&D capital in a
regression of thkevel of total factor productivity, as shown in equatioh The second is to
use a measure of R&dtensity (relative tooutput) in aregression of thehangein total
factor productivity, as shown in equation 2.
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where RDK is thestock of R&D capital and RD is thibow of R&D. Equation lyields a
measure of theelasticity of output with respect to knowledge (the parameygr while
equation 2yields ameasure of the s@l gross (excess) rate of return knowledge (the
parametep).” The choice between theo approaches hdargely been determined by the
individual researcher’'s access to different kindsdata and areas of interestlthough
equation 2 does not require any assumptions about the R&D capital stock.

There are aumber of obvious problems with thase approaches, both theoretical
and empirical. Orthe theoretical side, it ot clear that knowledge iseparable in the
production function and furthermore, factors of productiomatedways paid theimarginal
products, so the factor-shamssumptions inherent in thealculation of total factor
productivity may be invalitf On the empirical side,there are the usuaheasurement
problems. These arise particularlythie construction of value-added and R&&ta,and also
with adjustments for cyclical utilisation.

A large number of studies in this tradition has been undertaketime devel of
individual firms,industries and countries. Tabls@mmarizeshe results of a largaumber of
variants on equation 1, @fhich Griliches(1980a) is a goodxample. The majority of these
studies found a strong amehduringlink between R&D capital andutput (typically, a 1%
increase in the R&D capitatock isfound to lead to a rise imutput ofbetween 0.05% and
0.1%).

Tables 3a and 3b summaribe results of a larggumber of variants on equation 2, of
which Mansfield(1980) is a goo@xample. These studies have disaoded tofind a strong
andsignificant linkbetween R&D and productivitgrowth, with the social gross (excess)e
of return to R&Dbeing typicallyestimated as between 20% &@6. AsGriliches (1988)
points out, because of knowledge spilloverse would expect estimated rates of return at the
industry level to be highe¢han at thdirm level, but there idittle evidence of this from Tables
3a and 3b.

Given that the apparent returns to R&D to individual firms are so large, it is interesting
that moreR&D is not undertaken so that the returndisven down to its competitivéevel.
Thatthis does not occur isresumablythe result of the large degree of risk and uncertainty in
the innovationprocess, asvell as asymmetries in informatidretween capital markets and
R&D spenders. Three further results of interest emerge from the stusiesarized in
Tables 2, 3a and 3b. The first is that the returns to process R&D are different from the returns
to product R&D with process R&Dusually beingound toyield higherreturns (seériliches
and Lichtenberg, 1984b). The seconthat the returns tbasic R&Daredifferent from the
returns toapplied R&D, withbasic R&D typically yielding higherreturns (seeGriliches,
1986). The third is that the returnsR&D vary significantly between industries, with R&D
in research-intensiveectorsyielding higherreturns, andhat thesanter-industry differences
are moresignificantthan inter-country differencgsee Englander, Evenson, and Hanazaki,
1988).

One of the more important distinctions between the various studies is the extent to
which they haveattempted tomodel knowledge spillovers. The benefits of R&D are
widespread, so that ea@ilm will benefit fromboth its own R&D, asvell asthe research
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results of otherfirms, the domesticcience base and research carmed byforeign
governments and foreign firms.Patents,scientific literature, technology licences, and
technology embodied in capital and intermediate inputs, and persoitacts provide the
meansfor research results thffuse throughout the domestic and workdtonomy. It is,
however, difficult to measure these inter-industry and inter-firm spillover effectthenatore
difficult to incorporate them into TFRnalysis. Furthermore, the results of government-
funded R&D areusually made available at negligidest, and are thereforeertainly not
priced correctly as inputs. Because wendbd knowexactly where and to whaixtent the
spilloversare occurring, researchaypically use some proxy for tHe®ws of spillovers. In
the literature, the matrices used to proxyftoes take four mairforms: input-output tables,
patent concordances, innovation concordances, and proximity analysis.

Firmsalso accrugyains when they import technology frahroad. Foreigfirms are
unlikely to be able t@ppropriateall the (social) returns occurring in the importing country.
This suggests thastimates ofotal factor productivityshould account for foreign knowledge
imports in some way. However, most studiesotdl factor productivity have been for the
US, which is not usually considered to have been a major importer of foreign technology,
although thismay now bechanging. For an opereconomy, however, foreign technology,
bothembodied in new capital and disembodiedikedy to be ofimportance. Fothis reason,
Budd and Hobbis(1989) attempt to use measures such nachinery imports and
technological royalties to proxy theflow of foreignknowledge. See Ledic and Silbertson
(1986) for some discussion of the problems with such data.

Columns 3 and 4 of Tables 3a and 3b present estimated indirect rates of return to R&D
from the studies that attempted fmdel R&D spillovers. The results of these studies,
whether usingpatent matrices or input-output tables to weight imported R&D, sutjupest
spillovers are pervasive and significant.

2.2. Studies of the Effect of Innovation and Patenting

The mainfocus ofempiricalresearch has been the effect of R&D on productivity, and
relatively fewstudies have looked at the rgilayed byothermeasures of innovation. Two
good examples of such studiese Geroski (1989) and Budd aHdbbis (1989). Geroski
(1989)examinedhe effect of entry anithnovation ortotal factor productivity growtlising a
sample of 79 UK firms from 1976 to 1979 and argueditimatvation (measured liie SPRU
significant innovationslatabase) accounted for 50% of total factor productivity growth and
entry for 30%. Buddand Hobbig1989) estimated a long-runodel of UK manufacturing
productivity between 1968Q1 and 1985@d4ing a cointegrating methodology. They found
that patenting by UKirms in the US,and imports ofmachinery from abroaassumed to
embody the latest technology) have a significant and positive effect on productivity. However,
the estimated contribution of importadhchinery is very higlgreater than the contribution of
capitalstock growthand the authors suggebkatthis may bebecause thenachineryimports
variable may be picking up trending effects in output that they do not model explicitly.

A number of researchers hal@ked at therelationship between innovation and
productivity at thefirm level. These studies have met withixed success. Studies such as
Georghiouet al (1986) andBaily and Chakrabati (198%hat used aimterview or descriptive
framework to look at theelationship between innovation and subsequent produdnatyth
have usuallffound that R&D played anmportant role. However, the scope of such studies
has often beehmited to a smalhumber of firms or tgarticular innovationgthe Pilkington
float-glass invention is a frequently cited case).

A number of researchers have disoked at theelationship between innovation and
profitability. This isnot central toour concerns here, but we caaythat it has ofterbeen
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difficult to establish a linkbetween innovation and profitsainly because thevariety of
factorsaffecting profits iggreater than thaffecting productivity. Geroski,Machin and van
Reenan(1993) argue that for sample of721 UKfirms between 1972 and 198iBnovation
has a positive profit effect which is modest in size and thatatt igossible to tell whethehis

is greater than theost of R&D, but thatinnovative firmshad higher profimargins in
downturns, larger market shares, and were dessitive todownturns than non-innovative
firms. Further references to the literature are contained in GeMakhin and van Reenan
(1993).

2.3. Studies of the effect of government-financed R&D

There is aair amount of controversy on the effect of governnfer@nced R&D on
productivity. On the one hand there is some evidence of spillovers between academic research
and some types of government R&D and the prigaetor, although thesspillovers are
typically found to besmallerthan those betwedirms themselves (Grilicheand Lichtenberg,
1984a). Small firms (especiallyhigh-technologystart-ups)may benefit more from these
spillovers (Acs, Audretsch and Feldman, 1993). On the other handniédeecrowding out
of private R&D because the governmduanding displaces privatefforts (the extent of
crowdingout depends on whether the governmientds applied or basiR&D). In addition,
some have argudtiatgovernment projects are oftbadly directed, although they are often
targeted at social goals that privd&®&D wouldnot undertake. Isome sense, however,
critics of government R&D cannot have it botbays - they wouldargue thatwhere
government R&D is directed at market goalsngrely crowds out private R&D, andthat
where it is directed at social goals it is simply misdirecteccgofse, government R&D in
areas such as defenway havdarge payoffehat aredifficult to evaluate in money terff}.

It is beyondthe scope ofhis paper taanalysewhether governments showddpport market-
orientated R&D. There arermimber of possible argumerits doing so - R&D igisky and
uncertain; has publigoodsqualities; andheremay bemarketfailures in financing. That the
government shouldupport projectsvith social goals, othat arefar from the market’, idess

contentious. Howeveagssessinghe payoffs from suclprojects idikely to be difficultsimply

because they are unlikely to have quick and direct effects on productivity.

Overall, the available evidencsuggests that there aspillovers from government-
funded R&D and from academic R&D. Adams(1990)finds that the output of thacademic
science base is a majoontributor to productivitygrowth, but that there g in effect of
roughly twenty years. The invention and applicatiothef laser provides axample. The
basic science underlyirtge laser was formulated Eynstein in1916, but thdirst industrial
uses occurred in the 1960s (see Rosenberg, 19%fe (1989) and Acs, Audretsch and
Feldman(1992 and 1993jind that university R&D can have significant spillovers, with an
elasticity ofcorporate patentwith respect tauniversity R&D ofaround 10%. Nadiri and
Mamuneas(1991) alsofind that government-financed R&D can have an impact on the
productivity of manufacturing industry. Their results suggest a sateabf return tgublic
R&D investment of around 10% for US manufacturing.

3. Geography and Spillovers

From our earlier discussion it would appetiat there arsignificant spillovers in the
innovationprocess, both from the profit-seeking R&D fofns, and also from government
funded R&D and academic research. An important questianarises is whether these
spilloversare constrainegeographically? Ithe spillover mechanism is primarilyatent and
journal publication, then geography is probably unimportaut, if themechanism involves



personal contact and tHiew of skilled labour, then geography probalgiays a significant
role.

There is a large literature on the location of high-technadagyity. Fingleton (1992
and 1994), forexample, showshat high-technology manufacturing the UK is notevenly
spread across the countfy Marshall(1920) provides three reasomby industriesippear to
cluster. First, an industrigentre creates a pooled market for workers wjtecialised skills.
Second, anndustrial centre creates opportunities for a sophisticated intermedaids
industry to arise. Third, an industrigentre creates technologicapillovers because
knowledge flowslocally more eaily than at a distance. In addition to these explanations
based on external economies, Krugn{@@9la and 1991b) argudbkat the presence of
pecuniary externalitiehrough markesize effects, scale economies, érashsport costsill
also tend to cause the emergence of a core-peripiagigrn inmanufacturing? In short,
industry willtend to form clusters because of strategic complementarities, sovhelofarise
by chance (Krugman, 1991c; Kaldor, 1970; and Arthur, 1989).

Krugman (1991a) suggestsnvo reasons thatechnological spilloverare relatively
unimportant. First, because they leave a paperless trail they cannot be measured. Second, that
there is no evidence thaigh-technology industry in the USA is mdagalized than low
technology industry. Krugman arguist there idikely to be alocalizationproductcycle.

At first, production islocalized totake advantage oMarshall's three factors, but as
production is standardised and beconmess | labour intensproduction can spread. If
knowledge spilloverare more important in high-technology industries than in low-technology
ones, we would expect thdbcalization product cycle to be evermore pronounce.
Krugman onstructs ‘locationalGini coefficients’ for a largenumber of US 3-digit
manufacturing industries, and argtiest these show thaigh-technology industry is no more
localized than low-technology industrydowever, anumber ofdataproblems suggesthat

his locational Gini coefficients are not a reliable index of relative localiZtion.

What is the evidece onthelocalization of spillovers?There are foumainstrands of
empirical evidence to beonsidered. The first data on clusters of patents andovations.
The second is survalata onspillovers. The third ismpirical evidence on estimates of R&D
spillovers in production functions. The fourth is the empirical evidence on convergence.

3.1. Clusters of patents and innovations

Krugman(1991a) argues thaechnological spillovers leavao paper trail’ bywhich
they can be measured, and are thereforeessihterest than other factors in producing
localization. However, aumber ofrecent studies have managed to obdiata thaprovides
important insights into the geography of innovation.

Jaffe, Trajtenberg and Henders@d®93) compare the geographic location of patent
citations in the USA withthat of the cited patent8.They findthat citations todomestic
patents are morkkely to bedomestic and morékely to come from thesamestate and
metropolitan area as the cited patents, compared with a ‘cémetgolency’ calculated from
the pre-existing concentration of reseasddtivity in the area.They reach a number of
interesting conclusions. Firshat citations aréocalized. Secondhatlocalization fades over
time (the 1980 citations are motecalized tharthe 1975 citations). Third, théwyd little
evidence that particular pateriassesare mordocalized tharothers?® Fourth,theyfind that
40% of citations daoot come from thesame primarnpatent classwhich is consistent with
Jaffe’s (1986) conclusion that a significant proportion of spillovers arisdfifrosoutside the
receiving firm’s technological area.

Acs, Audretsch anBteldman(1993) use the USmall Businesé&dministration (SBA)
database on innovations in US manufacturing industidOB2. Forty-six stateplus the
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District of Columbiawere the source of somenovative activity, with significant
concentrations of innovative activity @levenstateswhich accounted for 81% of the 4200
innovations. The innovativeutput ofall firms isfound to be positively influenced by R&D
expenditures withirthe state by private indtry and by universities. Lardgem innovations
are particularly influenced bygorporate R&D,while small firminnovationsare particularly
influenced by universitiR&D. Acset al argue thathis suggestshat small firmsareable to
generatesignificant numbers of innovatiotisroughexploiting knowledgereated by R&D in
university laboratories and large corporatitns.

Audretsch andrFeldman (1994) alsoexaminethe SBAinnovation database, and
attempt todetermine whether innovative activity is more localized than productive atfivity.
They calculateGini coefficientsfor the geographic concentrationiohovative activity and
manufacturing value-added in each industry, and estimate regressioespl&n the
concentration of innovation usirtge concentration of value-added,wadl as spending on
corporateand university R&D withirthe stateand the use dfkilled labour in theindustry”>,
After controlling for the effect of concentration of production, their results sutigesiere
is considerable evidendhat industries where spilloverare most important (th&, where
industrial and universitiR&D, andskilled labour, are most important) are more clustered than
industries where spillovers are less important.

These three studies taken together suggest that there are important geographic aspects
to knowledge spillovers. While, Jaffe, Trajtenberg, and Henderson (1998)d that the
distribution of patenting is morecalised tharthe distribution of production, theld not
explicitly model why thishould beso. Indeedthey suggesthat there idittle evidencethat
individual patentclassesare more clustered than otherBhis may be aesult of the rather
arbitrary nature of the patenlassification systemAudretsch and~eldman(1994)find that
the distribution of innovations is more localized than the distribution of produdttuey then
showed that théechnological intensity ahe industries (measured by the ratiosarporate
and university R&D to sales, atige proportion ogkilled labour in the industry) can be used
to explain that part of innovative localization that is not explained by production localfZation.

3.2. Surveys of spillovers

Mansfield (1985) investigated howapidly industrial technology leaksut with a
survey of100 American firms, chosen aandom fromall US firmswith R&D spending over
$1m in1981. Thesurvey was inwo parts. Firstly, to see hoguickly a firms’ decision to
develop a newproduct was known tats rivals, and secondly, to seew quickly after
development the nature and operation of the pr@auct or process was knownite rivals.
The samplesuggests that, on average, thi@rmation concerninghe decision to develop was
in the hands of rivals within 12 to 18 monthafter it was made, with procesmovations
leaking out somewhat slower than produtnovations. Once thé&novation has been
developed, information concerning its operatioqugkly known torival firms. For product
innovationsthelag is 6 to 12 months, aridr process innovations it is 12 to 18 montiis
work supports thergument ofMansfield, Schwartz and Wagner (198t)at about 60% of
innovations were imitatedvithin four years. Most importantly fronour perspective,
Mansfield (1985) also arguethat it takes longer fonnovations to diffuse fronthe USA to
Europe than between Ufims. This accords with Rosenberg’'s (1982) argumémdt
domestic R&D is necessary tmlaptforeign ideas anthatideas diffusemore easily locally,
and the evidence presented by Bernstein and Mdhnen (1994) that Japanese and US R&D are
complements.

3.3. Estimates of international R&D spillovers
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Grossman and Helpm@h991a) argue that the most importhaenhefit to acountry of
participating in internationatrade might be the access that sutiade affords to the
technological knowledge of thest of the world. They argue that although agents in an
economically isolatectountry might acquire information by reading professional journals,
speaking to foreign experts, or inspectimgptotype products, the contacts trddvelop
through commercial exchange play amportant role in thediffusion of knowledge. This
argument can bgustified in a number of waysFirst, the larger th@olume oftrade, the
greater thenumber of personatontacts between domestic afwdeign individuals. These
contactanaylead tothe exchange of information. Second, imporéy embody innovations
that are notvailable inthelocal economy, anthatlocal researchennay gain insights from
these innovations. Third, when logagdods are exportedpreign purchasing agents may
suggestways to improvethe production proceSs. It seemslikely that the extent of
knowledge spillovers will increase witlhe extent of trade (s&€&rossman andHelpman
(1991b) for a formal model of thi§).

Coe anHelpman(1993)investigate the role of internatiorteéhde iNR&D spillovers,
andfind that thebenefits of R&Dare shared acrossitionalborders. Each countiyenefits
from its own R&D aswell asthat ofits trading partners. Coe ahlpman examine the
relationship betweernotal factor productivity andcumulative spending on R&D in 22
advanced economies from 19701@90. They also measurtie amount of R&D imported
from abroad by each country loyeasuringthe cumulative R&D conducted by its trading
partners, weighted according to trading pattefftgey find thatdomestic R&D has a positive
andsignificant effect orproductivity inall 22economies, with the effebeinglargest in the
G7.

They find that small countries tend tdenefitmore from R&D undertaken abroad.
Each 1% increase in trading partners R&D capgitatkleads to @.07%increase in UKdtal
factor productivity, while a 1% increase in UK R&D cap#falickleads to @.23%increase in
UK productivity. In contrast, a 1%icrease in the R&D capitatock ofits trading partners
raises the productivity of thRepublic of Ireland by).15%,while a 1% rise ints own R&D
capital stock raises its productivity bp.07%. All these estimatesply large international
R&D spillovers, with about one-quarter of the benefits of R&D in a G7 country accruing to its
trading partner§’ Furthermore, Coe artdelpmanargue that the countries thgdinthe most
from foreign R&D are those whose economies are most open to foreign trade.

Lichtenberg (1992) uses the Summers-Heslataset and extends it toclude the
effect of private and government-funded R&Dvedl as fixedand human capitalFor a
cross-section of 53 countries, he finds that labour productivity growth between 1960 and 1985
is positively influenced byhe ratio of private R&D to GNP. The estimated saetd of
return to private R&Dinvestment isaboutseven times as large #%e return tghysical
investment, with an elasticity of output with respect to private R&D of aroundf@6¢ and
Helpman, 1993). The socialarginalproduct ofgovernment-funded R&D is found to be
muchlower than that of private R&DLichtenberg also arguelat his findingssuggest that
international spillovers of technical knowledge are neither complete nor instantdneous.

3.4. Evidence on the convergence hypothesis

Neo-classicalgrowth models of closed economies (such as Ramsey, 1R@8w,
1956; and Swan, 1956) suggéisat per capita growth rateshould beinverselyrelated to
initial levels of income. If economiesre similar in their preferences and technology
parameters, poor countries should grow more rapidly than rich onesthddmg is often used
to support the argument tHatelsand growth rates ahcome should convergwrertime for
countries and regions. However, endogenous theories of growth tend to prochucé a
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more complexset of results.Grossman and Helpmdh991a: chapter 8) presentradel of
endogenous specialization archde in a worldeconomy with national spillovers of
knowledge, and concludbat a country that begingith a headstartwill often widen itdead
over time. Exact results depend on preferencegetative sizes othe countriesnvolved,
and whether there is government interventio8imilarly, Boldrin and Rustichini(1994)
present a model of an economy with two sectors of production where a positive external effect
induces a two-dimensional manifold of equilibc@nverging to thesame steadgtate(in the
case of bounded capital accumulation) or tostmaeconstant growth ratén the unbounded
case). For the latter case it psssiblethat persistenfluctuations ingrowth rates are
possible?®

The empirical evidence orconvergence tends to suggest tisaime degree of
convergence does operate but over rdtay periods. De Lon(fl988), Romer (1987), and
Benhabib and Jovanov{d991)find little empirical evidence ofonvergence in regressions
relating therate of growth of GDP to thmitial level of GDP for a cross-section oflarge
number of countriesc{ Dowrick and Nguyen, 1989). However, whBarro (1991) and
Mankiw, Romer and We(1992)include human capital (secondary school enrolments), they
find evidence ottonditional convergence, as Hdevine and Renelfl992). Overall,there is
reasonable evidendbat a group of countries isonverging® Furthermore, the rates of
convergence found by regional studies of the US states, such as Holtz-Eakin (1¥&yand
and Sala-i-Martin (1991, 1992), and of regions of Jagampe,Spain and Canada by Sala-i-
Martin (1994), suggest that regions tend to catch-up somewhat faster than cétintries.

4. Conclusions

In the traditional theory of economic growghpductivity is driven by exogenoyhat
is, unexplained) technicarogress, and productivitgvelsand growth rateshould converge
overtime>? In contrast, new theories e€onomicgrowth argue that the rate ihovation is
the result of therofit-maximising choices of economagents, anthat it is thereforgossible
for there to be permanedifferences in productivitievelsand growth ratesThis paper has
reviewed the evidence on these issues.

Neo-classicalgrowth theory postulates thaéchnical progress is exogenous and
proceeds at a steadgte. This isthe so-calledmanna from heaven’ view of technology.
Early studies othe effect ofinnovation on productivity dichot attempexplicitly to model
technicalprogress, but nonetheless conclutiet it played a significantole in productivity
growth (Solow, 1957). Witlkechnical change apparently beingisportant to growth and
with the assumption that it is exogendeasg so intuitivelyand theoretically untenable, it was
natural that researcheshould attempt tcexamine technicaprogress in an endogenous
framework. At first, the pace @impiricalwork (such as Terleckyfl974) moved faster than
theoreticalwork and researchers foutitat measures of therofit-maximising choices of
agents (such as R&D spending) cohlkelp to explainproductivity growth. Most of the
empiricalwork in the 1970snd earlyl980s was theoretically agnostic in its approach, and it
was not until interest in the theory of economggowth began to revive in the 198G@kkat
researchers began fwoduce modelsthat successfully endogenizettie rate otechnical
change.

There has been a vast amount of research into the efieacbwhtion on productivity.
A consensus has emergbat, whethemeasured by R&D spending, patenting, or innovation
counts,innovation has a significant effect productivity at thdevel ofthe firm, industry and
country. Griliches (1988) suggesisit theelasticity ofoutputwith respect to R&D isisually
found to be between 0.05 and 0.1, and that the social rate of refR&Dtas between 20 and
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50%. Furthermore, attempts rtmodelthe spilloversthat occur in thénnovation proceskave
usually found that these spillovers are large and significant.

Neo-classicajrowth models (such aSolow, 1956) also suggettat levels ofoutput
and growth rates of countries and regishsuld converge over time. Endogenguswth
models (such as Grossman and Helprh@A1a) tend to produce mazemplex results where
convergence doasot occur, or evewhere there is divergence. Tampirical evidence on
this issue is also mixed. D®ng (1988) and Romer (198iihd little empirical evidence of
convergence in regressions relatingrdte of growth of GDP to thiaitial level of GDP for a
cross-section of a large number of countrié¢towever, whenBarro (1991)and Mankiw,
Romer and Weil (1992)nclude human capital (secondary school enrolments), fihdy
evidence of conditional convergence, as ldvine and Renel(1992). Surveying the
evidence, Fagerber@994) argues thawhile ‘catch-up’ growth ispossible, it caronly be
realized by countries that haveudficiently strong‘social capability’ in investmengducation,
and R&D.

Many studies have argued thapillovers are likely to be localized andthat the
adoption of foreign technologyayrequire substantial investments in innovation (Rosenberg,
1982). Furthelight has been shed dine effect of geography apillovers byrecent work by
Jaffeet al (1993),Acs et al (1993), and Audretscét al (1994). Their work suggests that
technologically-intensive industrigend to be moréocalized tharotherindustries, andhat
information flows locallymoreeasilythan at a distance. Thesiggests thgtersonal contacts,
whether at conferences, trade fagmminars, or sales meetingse asignificant transmission
mechanism. Alongimilar lines,Grossman and Helpmdh991a) have argued that one of the
main benefits of international trade is that it creates personal contacts with other countries.

The evidence, therefore, suggetist international technological spillovers, while
important, cannot account for most productivgyowth. It is theinnovative efforts of
domesticfirms and organisatiorieat are most importanand whose effortspill over most
easily to other domestic firms. As we have seen, there are at least three reasons for this. First,
a substantial domestic research effort is necessary to etk@oresults of foreign research.
Second, because of secrecy, geographic, and cultural barriéiffusion, foreign research
results take longer tdiffuse tothe domestic economy, if thelffuse at all,than domestic
research. Third, domestic reseams$pecially in Higher Education, playsiarportant role in
human capital formatiof.
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ENDNOTES

1 Mansfield (1985) shows that knowledge ainovations leaks betweelirms relatively
quickly.

? See David (1985) and Katz and Shapiro (1994).

® Griliches(1991) argues that the extentwbich thisthird effect exists and can be measured
is dependent upon the competitsteucture of thennovating and downstream industries, and
whether the price indices used in the national accounts allow for ‘quality’ changes.

* Hogan (1958) raised early doubts about Solow’s methodology and statistical sources.

® See also Englander and Mittelstadt (1988) wkamineproductivity in twenty one OECD
countries.

® Some studies use a Dual representation of technology, rather than Cobb-Douglas (see
Mohnen, 1994).

" SeeGriliches and Lichtenber@984a) and Cameron amduellbauer(1995) for afuller
exposition.

8 The R&D capitalstock isusually constructed as a perpetuaventory of R&D spending,
with some arbitrary choice of depreciation rate. In practice, aghthiMairesse (1995) point
out, total factor productivity regressions are usually insensitive to the depreciation rate chosen.

° Schankermarf1981) has pointedut thatthe labour and capital components of R&D are
‘double-counted’ in total factor productivity regressions becdlieg appear once in the
traditional measures of labour and capital, and once agtia R&D expenditure inputThis
‘Excess Returns Interpretatiomeans hat thecalculated elasticity of R&D is either a risk
premium or a supra-normpiofit on R&D investment, antthat the rate of return t&&D is a
social gross (excess) rate of return.

19 Total factor productivity isusually calculated by subtracting labour and capital (and
sometimes intermediate inputs) weighted by their sharesutiput, from output. Under
perfect competition, factors of production are paid thmgirginalproducts, and their shares in
output are therefore equal to their exponents in the production function.

" value-added datean be biased in a number of ways, most important afhich arises
because of the use of a grasdput deflator to construceal value-added (see Stoneman and
Francis, 1992). Othgroblems arise becausetbé treatment dist prices andexportprices
(see Muellbauer, 1984). Ré&fata argroblematic because of problems of definition, and the
treatment of time-lags, depreciation, anftation (seeGriliches, 1988, Cameron, 1995a, and
Cameron and Muellbauer, 1995). It is also important to adjust faydteal nature of the
total factor productivity data (see Muellbauer, 1984).
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2 Hartley and Singleton (1990) review tissue of whether defence R&Dowdsout private
R&D. See Poole and Bernard (1992) for a sceptical view of the benefits of defence R&D.

13 Berman (1990) discusses the increasing importance of industrial fliadiegearch carried

out in Universities, and argudbat direct industrfjunding of R&D leads to increases in the
R&D expenditure of industry itself. See Office of Science and Technology (1993) for a survey
of the effects of government-funded R&D.

14 See also Papagni (1992) on patternkigh-technology specializaticacross the European
Union.

* Interestingly, Marshall and Krugman’'s explanations of clusteaigsimilar to Porter’s
(1991) explanations of national competitive advantage.

'® Rauch (1993), among others, applies this analysis to the formation of cities.

" Arrow (1962), among otherbas arguethat spilloversarelikely to bemore important in
high-technology industries than low technology ones.

18 Data confidentiality problems lead the exclusion ofthe aerospace and photographic
equipment industries from tliata,and becausenly 3-digit data arevailable the computing
industry is classified within the ‘electronic component's industry’.

19 A significant point to remember is that the distributionadfie ofpatents iighly skewed -
most patents have almost no economic valdgle a feware of exceptionalalue (see
Schankerman and Pakes, 1986).

29 In contrast,Cantwell (1990)finds evidencehat the geographic concentrationpattenting
in the USA is higher in technologically intensive industries.

21 pavittet al (1987) show that theelationship between innovation afian size is usually
non-linear, being higfor smalland large firmsbut lower formedium sized firms.There is
often thought to be problem withsmall firm innovationdata because there will belaage
number of zero innovation counts, see Blundell, Griffith, and van Reenan (1995).

22 This approach issimilar to that of Jaffe et al (1993), butusing innovationgather than
patents.

23 The measure dkilled labour is the proportion of 1976mploymentaccounted for by
professions and kindred workerglus managers and administrators (except fapho¥
craftsmen and kindrediorkers.Machin (1994) presents @encethat this islikely to be a
good proxy for skilled labour.

24 See Audretsch and Stephan (1995) fadencethat geographigroximity is not amajor

influence onthe transfer of knowledge froumiversity laboratories to companiestire US
biotechnology industry.
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5 See Lucas (1993) for furthetiscussion ofthe connection betwedearning rates and
international trade.

?® This analysiscould apply to geographically distinct regions just as much gsolitically
distinct countries.

2" Bernstein and Méhnen (1994) investigate the effect of US and Japanese R&D investment on
the productivity growth angbhysicaland R&D investment adhe other country.They
conclude that US R&D capital accounts &% of Japanese total factor productivity growth,
while Japanese R&D capital contributes 20% to US productivity growth.

?8 One important problem with Lichtenberg’s resultthisquality of the R&D dataavailable
for the smaller countries.

29 See Lucas (1993) for aexcellent discussion ofthe case of thBhilippinesand South
Korea. Parente andéscott (1994) argue thdifferences in technologgcross countries are
due to variations in barriers to adoption.

% See Quah (1993a and 1993b), Durlauf and Johii$882), Lichtenberg(1994), and
Auerbach, Hassett, and OIlin@994) fordiscussion othe problems of cross-countgrowth
regressions.

%1 Sala-i-Martin(1994) is arexcellent survey of convergence isswespeciallythe difference
betweenf3 convergencgpoor countries tending t@row fasterthan wealthyones) ando
convergence (thdispersion of reaper capitancomeacross countries tending fall over
time).

%2 Although potentially to different steady-states for different countries (conditional
convergence).

% The importance of human capital in the growth process should be stressed. See Lucas

(1988), Romer (1990a and 1990b) and Redding (1995) for theoretical views, and Barro
(1991), O’'Mahony and Wagner (1994), and Jenkins (1995) for empirical evidence.
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TABLE 1

Gross Domestic Product and Augmented Joint Factor Productivity
(annual average compound growth rate)

1870- 1913- 1950- 1973-

1913 1950 | AJFP 1973 AJFP 1984 AJFP

GDP GDP GDP GDP
France 1.7 1.1 0.6 5.1 3.1 2.2 0.9
Germany 2.8 1.3 0.2 5.9 3.6 1.7 1.1
Japan 2.5 2.2 0.0 9.4 4.7 3.8 0.4
Netherlands 2.1 2.4 0.5 4.7 2.4 1.6 0.1
UK 1.9 1.3 0.4 3.0 1.5 1.1 0.6
USA 4.2 2.8 1.2 3.7 1.1 2.3 -0.3
Note: The augmented joirfactor productivity growthrate (AJFP)equalsoutput

growth (GDP)minusthe contributions of the changes in quantity quality of capital and
labour.

Source: Maddison, 1987, tables 1 and 11b.
TABLE 2

Estimates of the Output Elasticity of R&D

Study Elasticity Study Elasticity
us France
Griliches (1980a) 6% f Cuneo-Mairesse (1984) 22%-33% f
Griliches (1980b) 0%-7% i Mairesse-Cuneo (1985) 9%-26% f
Nadiri-Bitros(1980) 26% f Patel-Soete (1988) 13% t
Nadiri (1980a) 6%-10% p West Germany
Nadiri (1980b) 8%-19% m Patel-Soete (1988) 21% t
Griliches (1986) 9%-11% f United Kingdom
Patel-Soete (1988) 6% t Patel-Soete (1988) 7%t
Nadiri-Prucha (1990) 24% i Cameron-Muellbauer (1995) 15% m
Japan Cameron (1995hb) 0%-27% i
Mansfield (1988) 42% i G5
Patel-Soete (1988) 37% t Englandeset al (1988) 0%-50% i
Sassenou (1988) 14%-16% f G7
Nadiri-Prucha (1990) 27% i Coe and Helpman (1993) 23%'t
Summers-Heston Countries
Lichtenberg (1992) 7%t

Notes: Estimates derived from data on: f: firm level; i: industry level; t: total economy; m: total
manufacturing; p: private economy.
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Sources: Griliches (1991), Mairesse and Mohnen (1995), M6hnen (1990 and 1994), Nadiri
(1993).

TABLE 3a

Estimates of the Rate of Return to R&D

Study Direct Rate Indirect Rate User Matrix

of Return of Return
us
Minasian (1969) 54% f
Griliches (1973) 23% t
Terleckyj (1974) 12%-29% i 45%-78% Intermediate Inputs
Link (1978) 19% i
Griliches (1980a) 27% f
Griliches (1980b) 0%-42% i
Mansfield (1980) 28% f
Terleckyj (1980) 0% i 183% Intermediate Inputs
Link (1981) 0% f
Schankerman (1981) 24%-73% f
Sveikausas (1981) 7%-25% i 50% Investment Goods
Scherer (1982, 1984) 29%-43% i 64%-147% Patents
Griliches-Mairesse (1983) 19% f
Link (1983) 0%-5% f
Clark-Griliches (1984) 18%-20% f
Griliches-Lichtenberg (1984a) 3%-5% i
Griliches-Lichtenberg (1984b) 21%-76% i 41%-62% Patents
Griliches-Mairesse (1984) 30% f

Griliches (1986)
Griliches-Mairesse (1986)
Jaffe (1986)
Mohnen-Nadiri-Prucha (1986)
Schankerman-Nadiri (1986)
Wolff-Nadiri (1987)
Bernstein-Nadiri (1988)
Bernstein-Nadiri (1989a)
Bernstein-Nadiri (1989b)
Griliches-Mairesse (1990)
Nadiri-Prucha (1990)
Bernstein-Nadiri (1991)
Lichtenberg-Seigel (1991)
Bernstein-M6hnen (1994)

33%-39% f
25%-41% f
25% f
11% i
10%-15% f
11%-19% i
10%-27% i
9%-20% f
7% f
24%-41% f
24% i
15%-28% i
13% f
68% r

10%-90% Intermediate Inputs
11%-111% Intermediate Inputs

20%-110% Intermediate Inputs

Notes and Sources to Table 3a
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Notes: Estimates derived from data on: f: firm level; i: industry level; t: total economy; m: total

manufacturing; p: private economy; r: R&D-intensive sector.

Sources: Griliches (1991), Mairesse and M6hnen (1995), Mohnen (1990 and 1994), Nadiri
(1993).
TABLE 3b
More Estimates of the Rate of Return to R&D
Study Direct Rate of Indirect Rate User Matrix
Return of Return
Canada
Globerman (1972) 0% i
Hartwick-Ewen (1983) 0% i 0% Intermediate Inputs
Postner-Wesa (1983) 0% i 18% Intermediate Inputs
Longo (1984) 24% f
Bernstein (1988) 12% f
Hanel (1988) 50% i 100% Intermediate Inputs

Mohnen-Lepine (1988)
Bernstein (1989)

Japan

Odagiri (1983)

Odagiri (1985)

Odagiri-lwata (1985)
Griliches-Mairesse (1986)
Mohnen-Nadiri-Prucha (1986)
Goto-Suzuki (1989)

Griliches-Mairesse (1990)
Suzuki (1993)
Bernstein-M6hnen (1994)
France

Griliches-Mairesse (1983)
Hall-Mairesse(1992)

West Germany

Bardy (1974)
Mohnen-Nadiri-Prucha (1986)
O’Mahony-Wagner (1994)
Belgium

Fecher (1989)

UK

Mohnen-Nadiri-Prucha (1986)
Sterlacchini (1989)
Sterlacchini (1989)
O’Mahony (1992)

5%-143% i
24%-47% i

26% f

(669)-24% i

17%-20% f
20%-56% f
15% |

26% i

20%-56% f
25% f
57%r

31% f
22%-34% f

92%-97% f
13% i
0% i

0% f
11% i
12%-20% i

12-20% i
8% i

17

11%-314%
29%-94%

0%

80%

19%-20%
15%-35%

Intermediate Inputs
Intermediate Inputs

Intermediate Inputs

Intermediate

Inputs+Inv.Goods

Intermediate Inputs
Innovation Flows



O’Mahony-Wagner (1994) 0% i
G5
Englanderet al(1988) 0%-50% i 0%-54% Patents

Notes & Sources: as Table 3a.
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