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Abstract

The first chapter sheds light on the impact of data risks on the increasingly digi-

talized financial system by examining the direct and spillover effects of bank data

breaches on deposits. Leveraging a hand-collected novel dataset that identifies

breaches at the bank-state level in the U.S., I find that data breaches reduce

deposits at breached banks. Moreover, within the local deposit market, data

breaches lead to not only a reallocation but also a net drop in deposits. Beyond

the local market, I document negative within-bank, cross-state spillovers, with

smaller banks being more vulnerable than larger ones. Further analysis reveals

that depositor reactions are primarily driven by the demand for privacy and in-

tensify as the scale of the breach increases.

The second chapter examines the impact of digital reporting on the sus-

tainability information environment. Exploiting the staggered implementation of

the SEC’s iXBRL mandate as a quasi-experiment, I find that digital reporting in-

duces firms to expand sustainability disclosure, reduces ESG rating disagreement,

but also incentivizes cheap talk. These results suggest that digital reporting im-

proves the accessibility and comparability of sustainability information but may

undermine its quality. This chapter highlights both the benefits and unintended

consequences of emerging technologies in shaping the non-financial information

environment.

The third chapter, co-authored with Huiyun Li and Qianying Liu, investi-

gates the association between common ownership and corporate sustainability

performance, as well as the moderating role of public attention to environmental

issues. Using data on Chinese A-share listed firms, we show that common own-

ership is positively associated with firms’ sustainability performance, and that

this relationship is positively moderated by public attention to environmental

issues. The underlying channel varies with the level of public attention: the in-

formation transmission channel dominates in regions with high public attention,

whereas the governance channel becomes more pronounced in regions with low

public attention.



Contents

1 Lost Deposits: When Bank Data Security Fails 12

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.2 Data and Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.2.1 Bank Data Breaches . . . . . . . . . . . . . . . . . . . . . 18

1.2.2 Deposits and Bank Assets . . . . . . . . . . . . . . . . . . 21

1.3 Empirical Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.3.1 Stacked Difference-in-Differences . . . . . . . . . . . . . . . 21

1.3.2 Bank-State-Level Data Breaches . . . . . . . . . . . . . . . 22

1.3.3 Baseline Specification . . . . . . . . . . . . . . . . . . . . . 23

1.3.3.1 Endogeneity Issues and Parallel Pre-Trends . . . 24

1.3.4 Spillover Specification . . . . . . . . . . . . . . . . . . . . 25

1.4 Direct Effects of Data Breaches on Deposits . . . . . . . . . . . . 27

1.4.1 Baseline Results . . . . . . . . . . . . . . . . . . . . . . . . 27

1.4.2 Accounting For Spillovers . . . . . . . . . . . . . . . . . . 27

1.4.3 Estimation Bias When Ignoring Spillovers . . . . . . . . . 29

1.5 Local Spillover Effects of Data Breaches . . . . . . . . . . . . . . 29

1.5.1 Regression Specification . . . . . . . . . . . . . . . . . . . 30

1.5.2 Findings and Interpretation . . . . . . . . . . . . . . . . . 31

5



CONTENTS 6

1.6 Within-Bank Spillovers and Heterogeneity Analyses . . . . . . . . 33

1.6.1 Heterogeneity Across Breached Banks of Different Sizes . . 34

1.6.2 Heterogeneity Across Types of Information Compromised . 37

1.6.3 Heterogeneity Across Scale of Breaches . . . . . . . . . . . 39

1.6.4 Banks’ Pricing Responses to Breaches . . . . . . . . . . . . 40

1.7 Assessment of an Alternative Empirical Approach: Bank-Level

Data Breaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

1.9 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2 Digital Reporting and Corporate Sustainability Information 67

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

2.2 Institutional Background: iXBRL and Sustainability Reporting . 75

2.3 Empirical Design . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

2.3.1 Staggered Implementation of SEC’s iXBRL Mandate . . . 77

2.3.2 Exogenous Assignment to Treatment Cohorts . . . . . . . 79

2.3.3 Regression Specification . . . . . . . . . . . . . . . . . . . 80

2.4 Data and Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

2.4.1 Data and Main Variables . . . . . . . . . . . . . . . . . . . 81

2.4.1.1 Filer Status and iXBRL Adoption . . . . . . . . 81

2.4.1.2 The Extent of Sustainability Disclosure . . . . . . 81

2.4.1.3 ESG Rating Disagreement . . . . . . . . . . . . . 82

2.4.1.4 Other Data . . . . . . . . . . . . . . . . . . . . . 82

2.4.2 Sample Construction and Summary Statistics . . . . . . . 82

2.5 Empirical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 83



CONTENTS 7

2.5.1 Effects of Digital Reporting on the Extent of Sustainability

Disclosure . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

2.5.2 Effects of Digital Reporting on ESG Rating Disagreement 85

2.5.3 Effects of Digital Reporting on the Quality of Sustainability

Reporting . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

2.5.3.1 Predictive Power of ESG Ratings . . . . . . . . . 86

2.5.3.2 Evidence of Cheap Talk from Textual Analysis . 88

2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

2.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3 Common Ownership, Public Attention, and Corporate Sustain-

ability Performance 106

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.2 Data and Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.2.1 Data and Variables . . . . . . . . . . . . . . . . . . . . . . 113

3.2.1.1 Independent Variable: Firm Common Ownership 113

3.2.1.2 Dependent Variable: Firms’ Sustainability Per-

formance . . . . . . . . . . . . . . . . . . . . . . 114

3.2.1.3 Moderating Variable: Public Attention to Envi-

ronmental Issues . . . . . . . . . . . . . . . . . . 114

3.2.1.4 Control Variables . . . . . . . . . . . . . . . . . . 115

3.2.2 Sample Construction and Summary Statistics . . . . . . . 115

3.3 Baseline Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

3.3.1 Common Ownership and Firms’ Sustainability Performance 116

3.3.2 The Moderating Role of Public Attention to Environmental

Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

3.3.3 Alternative Explanations . . . . . . . . . . . . . . . . . . . 118



CONTENTS 8

3.3.3.1 Reverse Causality . . . . . . . . . . . . . . . . . . 118

3.3.3.2 Environmental Regulations . . . . . . . . . . . . 118

3.3.4 Robustness Checks . . . . . . . . . . . . . . . . . . . . . . 119

3.3.4.1 Alternative Measure of Common Ownership . . . 119

3.3.4.2 Alternative Measure of Firms’ Sustainability Per-

formance . . . . . . . . . . . . . . . . . . . . . . 120

3.3.4.3 Alternative Measure of Public Attention to Envi-

ronmental Issues . . . . . . . . . . . . . . . . . . 120

3.4 Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.4.1 Information Transmission Channel . . . . . . . . . . . . . 121

3.4.2 Governance Channel . . . . . . . . . . . . . . . . . . . . . 122

3.4.3 Dominant Channel under Different Levels of Public Attention123

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133



List of Tables

1.1 Summary Statistics . . . . . . . . . . . . . . . . . . . . . . . . . 49

1.2 Pre-Breach Bank Characteristics . . . . . . . . . . . . . . . . . . 50

1.3 Direct and Spillover Effects of Data Breaches on Deposits . . . . 51

1.4 Within-County Spillover Effects by Bank Size . . . . . . . . . . . 52

1.5 Within-County Spillover Effects: Mechanism . . . . . . . . . . . 53

1.6 Heterogeneous Effects Across Breached Bank Size . . . . . . . . . 54

1.7 Heterogeneous Effects Across Types of Information Compromised 55

1.8 Heterogeneous Effects Across Scale of Breaches . . . . . . . . . . 56

1.9 Effects of Data Breaches on Bank Deposit Spreads . . . . . . . . 57

A1.1 Data Breach Notification Laws in Sample States . . . . . . . . . 61

A1.2 Definitions and Examples of Breach Types . . . . . . . . . . . . 62

A1.3 Bank-Level Treatment: Within-County Spillover Effects . . . . . 63

A1.4 Robustness: Within-County Spillover Effects . . . . . . . . . . . 64

A1.5 Robustness: Heterogeneous Effects Across Breached Bank Size . 65

A1.6 Robustness: Heterogeneous Effects Across Types of Information

Compromised . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

2.1 Summary Statistics . . . . . . . . . . . . . . . . . . . . . . . . . 94

2.2 iXBRL Adoption and the Extent of Sustainability Disclosure . . 95

9



LIST OF TABLES 10

2.3 iXBRL Adoption and ESG Rating Disagreement . . . . . . . . . 96

2.4 Predictive Power of ESG score for Next Period’s Greenhouse Gas

Emissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

2.5 Predictive Power of ESG score for Next Period’s ESG Risk Incidents 98

2.6 iXBRL Adoption and ESG Commitments . . . . . . . . . . . . . 99

A2.1 Robustness: iXBRL Adoption and the Extent of Sustainability

Disclosure (Including Voluntary Adopters) . . . . . . . . . . . . . 102

A2.2 Robustness: iXBRL Adoption and ESG Rating Disagreement (In-

cluding Voluntary Adopters) . . . . . . . . . . . . . . . . . . . . 103

A2.3 Robustness: iXBRL Adoption and ESG Commitments (Including

Voluntary Adopters) . . . . . . . . . . . . . . . . . . . . . . . . . 104

A2.4 Probability of ESG Risk Incidents by Fiscal Year . . . . . . . . . 105

3.1 Summary Statistics . . . . . . . . . . . . . . . . . . . . . . . . . 126

3.2 Baseline Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

3.3 Alternative Explanations . . . . . . . . . . . . . . . . . . . . . . 128

3.4 Information Transmission Channel . . . . . . . . . . . . . . . . . 129

3.5 Governance Channel . . . . . . . . . . . . . . . . . . . . . . . . . 130

3.6 Dominant Channel under High Public Attention . . . . . . . . . 131

3.7 Dominant Channel under Low Public Attention . . . . . . . . . . 132

A3.1 Variable Definitions . . . . . . . . . . . . . . . . . . . . . . . . . 134

A3.2 Robustness: Alternative Measure of Common Ownership . . . . . 135

A3.3 Robustness: Alternative Measure of Sustainability Performance . 136

A3.4 Robustness: Alternative Measure of Public Attention to Environ-

mental Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137



List of Figures

1.1 Data Breaches by Bank Size . . . . . . . . . . . . . . . . . . . . 44

1.2 Data Breaches by Breach Type . . . . . . . . . . . . . . . . . . . 45

1.3 Types of Information Compromised in Data Breaches . . . . . . 46

1.4 Dynamic Effects of Data Breaches on Deposits . . . . . . . . . . 47

1.5 Graphical Illustration of Baseline and Spillover Specifications . . 48

A1.1 Timeline of Notification Law Adoption . . . . . . . . . . . . . . . 59

A1.2 Examples of State Notices . . . . . . . . . . . . . . . . . . . . . . 60

2.1 Assessment of Manipulation: Distribution of Public Float Around

Mandate Thresholds . . . . . . . . . . . . . . . . . . . . . . . . . 90

2.2 Dynamic Effect of iXBRL on the Extent of Sustainability Disclosure 91

2.3 Dynamic Effect of iXBRL on ESG Rating Disagreement . . . . . 92

2.4 Dynamic Effect of iXBRL on ESG Commitments . . . . . . . . . 93

A2.1 Example - Etsy’s Reporting of Workforce Diversity . . . . . . . . 100

A2.2 Example - Etsy’s Reporting of Impact Strategy . . . . . . . . . . 101

11



Chapter 1

Lost Deposits: When Bank Data

Security Fails

Abstract

This paper examines the economic consequences of data security failures in the

banking sector, focusing on the direct and spillover effects of bank data breaches.

Leveraging a hand-collected novel dataset that identifies breaches at the bank-

state level in the U.S., I find that data breaches not only reduce deposits at

breached banks but also lead to a reallocation and a net drop in deposits within

the local market. There are contrasting spillover effects on small and large non-

breached banks. Specifically, following a data breach in a county, small non-

breached banks in the same county experience deposit losses, while larger non-

breached banks see an increase in deposits. Beyond the local market, I document

negative within-bank, cross-state spillovers, with smaller banks being more vul-

nerable than larger ones. Further analysis reveals that depositor reactions are

primarily driven by the demand for privacy and intensify as the scale of the

breach increases.

12



CHAPTER 1 13

1.1 Introduction

In the digital age, data security has become a pivotal concern for consumers,

financial institutions, and regulators. With financial systems increasingly digital-

ized and interconnected, regulatory bodies, such as the Bank of England and the

SEC, view data security risks as significant threats to financial stability, prompt-

ing new policies that mandate disclosure and strengthen governance standards

around customer data management.1 However, despite this intensified regulatory

focus, we still lack empirical evidence on how data breaches in financial institu-

tions, which are often isolated operational failures at individual entities, might

impact the broader financial system.

This paper sheds light on how data security failures at individual banks af-

fect the banking system by examining the direct and spillover effects of bank

data breaches. Leveraging a novel, hand-collected dataset that identifies data

breaches at the bank-state level in the U.S., I find that data breaches not only re-

duce deposits at breached banks but also lead to a reallocation and a net drop in

deposits within the local market due to contrasting spillover effects on small and

large non-breached banks. Specifically, following a data breach in a county, small

non-breached banks in the same county experience deposit losses, while larger

non-breached banks see an increase in deposits. These findings suggest that the

impact of data breaches extends beyond a simple reallocation of deposits, impos-

ing a net loss on local banking systems.

My bank-state-level breach dataset also allows me to investigate within-

bank, cross-state spillovers, offering insights into how bank data breaches affect

the banking system beyond the local market. I find significant declines in deposits

at breached banks in both breached and non-breached states, with smaller effects

observed in non-breached states. Larger banks demonstrate greater resilience to

these cross-state spillovers compared to small-to-medium sized banks. Further-

more, heterogeneity analysis reveals that depositor reactions to data breaches are

1See, e.g., Bank of England, Financial Stability in Focus: The FPC’s macroprudential ap-
proach to operational resilience, March 2024; Erik Gerding, Cybersecurity Disclosure, Speech
by Director, Division of Corporation Finance, SEC, December, 2023
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primarily driven by their demand for privacy rather than concerns over direct

monetary loss at breached banks. Breaches involving privacy information exhibit

significantly negative direct and within-bank spillover effects, while breaches in-

volving only financial information show no evidence of such effects. Depositors’

reactions become more pronounced as the scale of the breach increases.

I show in this paper that, within an average local deposit market, a $1 de-

crease in deposits at breached banks is associated with a $0.15 decrease in deposits

at small non-breached banks and a $1 increase in deposits at larger non-breached

banks. This indicates that a $1 decrease in deposits at breached banks is asso-

ciated with a net loss of $0.15 in the local deposit market. As for within-bank,

cross-state spillovers, a $1 decrease in deposits at a large breached bank in a

breached state is associated with a $0.3 decrease in deposits in the same bank in

a non-breached state. In contrast, a $1 decrease in deposits at a small-to-medium

breached bank in a breached state is associated with a $0.7 decrease in deposits

in the same bank in a non-breached state.

Bank customers might respond to data breaches in a variety of ways. One

mechanism is a loss of confidence in banks’ data security. In a world with asym-

metric information, depositors have limited knowledge of a bank’s ability to pro-

tect their information and funds (Chen et al., 2022; Dang et al., 2017). As a result,

a bank’s reputation is closely tied to its perceived reliability and security, which

are crucial for attracting and retaining depositors. A data breach can damage

a bank’s reputation by signaling vulnerabilities in its information security. This

perceived weakness erodes depositors’ trust in a bank’s data security, leading to

reduced deposit demand. Alternatively, depositors may interpret a data breach

as a negative signal of the bank’s overall viability rather than its data security,

thereby increasing their perceived risk of the bank’s default and reducing deposit

demand.

These interpretations are consistent with real-world evidence showing that

data breaches cause tangible harm to consumers. I examine consumer complaints

submitted to the Consumer Financial Protection Bureau (CFPB) from 2015 to

2024. Among complaints that explicitly describe data breaches, two forms of
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harm emerge: (i) identity misuse, where stolen personal information is used to

open fraudulent accounts, loans, or credit cards; and (ii) direct monetary loss

resulting from unauthorized transactions or withdrawals on existing accounts.

I identify 24,039 complaints reporting identity misuse and 1,510 complaints in-

volving direct monetary loss. This asymmetry is consistent with the fact that

unauthorized transactions are often reimbursed by banks, whereas identity mis-

use can generate long-lasting and difficult-to-resolve consequences, such as dam-

aged credit records, fraudulent debt collections, and disrupted access to financial

services. These consequences are further illustrated by the following complaint

narratives.

First, many consumers report that fraudulent accounts opened due to iden-

tity misuse have impaired their credit, restricted their access to financial services,

and caused financial or emotional distress. One consumer wrote, “I am in the

process of purchasing a home and this has caused my loan to be halted until this

is remedied. This has caused extreme financial distress...”. Second, several con-

sumers attribute ongoing harms to data breaches that occurred years earlier. For

instance, one wrote, “I am a victim of identity theft. Several years ago my bank,

XXXX, had a data breach. . . my sensitive information including name, social se-

curity number, date of birth and address were sent to over XXXX people.” Such

complaints reveal that consumers’ concerns extend beyond the immediate breach,

because compromised personal information cannot be retracted and exposes con-

sumers to recurring identity-misuse risks. Third, some consumers describe losing

confidence simply after becoming aware of a breach, even without confirmed

harm. One noted, “I have become aware of an ongoing data breach. . . I have

reason to believe that my account records may have been compromised...”. These

cases highlight that awareness of a breach alone can update consumers’ beliefs

about a bank’s reliability and prompt precautionary behavior even among those

not directly affected.

Overall, these complaints indicate that data breaches cause tangible harm

and can trigger concern even among consumers who do not experience direct

monetary loss or are not the immediate victims. They provide anecdotal evi-
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dence consistent with the “loss of confidence in data security” channel.

Empirical results of this paper also align with the “loss of confidence in data

security” channel. Data breaches erode trust in the data security of directly af-

fected bank-state units, leading to reduced deposit demand at these units. For

the negative local spillovers to non-breached small banks, I provide suggestive ev-

idence that when small banks are breached in a county, depositors update their

beliefs about the vulnerabilities of non-breached small banks in the same county,

resulting in lower confidence and reduced deposits. Additionally, my findings on

large banks being more resilient to within-bank spillovers than small-to-medium

banks suggest that depositors are more likely to perceive breaches at smaller

banks as signals of broader institutional vulnerabilities. In contrast, breaches

at large banks tend to be seen as isolated operational issues contained within

the affected state.2 Moreover, I show that depositors react to breaches involving

privacy information but not to those involving only financial information. This

supports the “loss of confidence in data security” channel rather than the “loss

of confidence in viability” channel. If depositor reactions were driven by concerns

over viability, we would observe negative reactions to breaches involving only fi-

nancial information.

This study’s findings are enabled by the unique granularity of my novel

breach dataset, which captures data breaches at the bank-state level using breach

notices reported to state governments. Other studies have relied on commercial

databases that identify breaches at the bank level. The bank-level approach

implicitly assumes that depositors’ responses to breaches are uniform across all

states in which a bank operates. However, my findings on within-bank, cross-

state spillovers indicate that this assumption does not hold in practice. There-

fore, ignoring the heterogeneity in depositor reactions across branches in breached

and non-breached states can lead to substantially biased estimates. I find that

the bank-level treatment approach severely underestimates the negative impact

2I also show in this paper that the observed heterogeneity in spillovers between large and
small banks is not driven by geographic proximity. Geographic proximity: compared to large
banks, small-to-medium banks tend to operate within a more concentrated geographic area,
which may expose depositors in nearby non-breached states to greater local media coverage
and stronger regional connections to the breach.
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of data breaches on the local deposit market. Additionally, I employ a stacked

difference-in-differences method, which mitigates biases arising from time-varying

treatment effects in a staggered treatment setting.

This paper contributes to the growing literature on the real effects of data

security failures. Existing literature mostly studies the effects on firms other than

banks (see, e.g., Akey et al. (2023); Kamiya et al. (2021); Rosati et al. (2019)).

These studies show that data breaches of firms lead to declines in shareholder

value, stock price, risk appetite and profitability, while increasing audit fees.

Other studies focus on consumer reactions to personal information leaks. For

example, Agarwal et al. (2024) find that consumers reduce their use of digital

payments following a large-scale data breach at a food delivery platform. The

effects are transient, indicating that consumers prioritize convenience over secu-

rity concerns. Empirical studies on the impacts of data breaches on banks and

the broader financial systems, however, remain scarce. I add to this literature

by documenting and quantifying that data breaches trigger a reallocation and a

net loss in deposits in the local banking system, as well as negative within-bank,

cross-state spillovers.

This paper is also related to the literature that examines institutions’ opera-

tional resilience and financial stability. An operational failure may transmit across

the financial system through three channels: operational contagion, financial con-

tagion, and loss of confidence.3. Existing studies have predominantly focused on

the financial contagion channel (see, e.g., Eisenbach et al. (2022); Kotidis and

Schreft (2022); Duffie and Younger (2019)), by showing that operational disrup-

tions of payment networks, particularly from cyberattacks, can impair liquidity

flows across financial institutions. My research adds new evidence in support of

the loss of confidence channel.

This paper is among the first to examine the real effects of bank data

breaches. Two closely related papers are Engels et al. (2022) and Gogolin et al.

(2021), both of which rely on a commercial database that identifies data breaches

3Bank of England, Financial Stability in Focus: The FPC’s macroprudential approach to
operational resilience, March 2024
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at the bank level and use propensity score matching. My work differs in sev-

eral aspects. First, my study places an emphasis on understanding the broader

implications of bank data breaches for the banking system, quantifying the net

loss of deposits within affected local markets, and examining within-bank, cross-

state spillovers. These analyses are enabled by my hand-collected bank-state-level

breach dataset. Second, as discussed above, the bank-state-level granularity in

my dataset allows for a more precise estimation of data breach effects. Third,

when estimating the direct effects of data breaches, I explicitly account for po-

tential spillovers. Accounting for spillovers is essential, as they can introduce

complex biases in estimating treatment effects (Berg et al., 2021). Indeed, I find

that ignoring spillovers overestimates the direct effect by about 14% while under-

estimates the persistence of the negative impact.

The rest of this paper is organized as follows. Section 1.2 describes data

sources and summary statistics. Section 1.3 outlines the empirical design. Sec-

tion 1.4 estimates the direct effects of data breaches on deposits. Section 1.5

examines local spillover effects. Section 1.6 presents findings on within-bank,

cross-state spillovers and heterogeneity analyses. Section 1.7 assesses the alter-

native approach of identifying breaches at the bank rather than bank-state level.

Section 1.8 concludes.

1.2 Data and Sample

1.2.1 Bank Data Breaches

I hand-collect data on bank data breaches from breach notices published by state

governments. Since 2003, states across the U.S. have steadily enacted state-level

data breach notification laws. A state notification law requires that, if an entity

experiences a data breach that affects residents of that state, the entity must

promptly notify the affected individuals and the state government. The notice

must include the entity’s name, circumstances of the breach, types of information
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compromised, and date of the breach (if known). Appendix Figure A1.1 shows

the timeline of notification law adoption by state. By the end of 2023, all 50

states and the District of Columbia have enacted data breach notification laws,

and governments of 20 states are publishing notices they receive on their websites.

Appendix Figure A1.2 presents examples of data breach notices. From a breach

notice, I am able to extract the name of the breached bank, type of breach, in-

formation compromised, number of affected state residents, and date reported to

the state government.

My sample covers bank data breaches reported to state governments between

July 2009 and June 2019. By June 2019, 14 states4 had begun publishing each

breach notice on their websites upon receiving it. Appendix Table A1.1 pro-

vides details on breach notification laws in these 14 states. I include only these

14 states in my sample.5 I start with all the notices published by these states’

governments and match the breached entities to banks insured by the Federal De-

posit Insurance Corporation (FDIC). I identify 109 distinct banks that reported

a data breach at least once between July 2009 and June 2019. A bank in a given

state can be affected by multiple data breaches over time. I include in my sample

only the first reported breach for each bank within each state during the period

July 2009–June 2019. That is, once a bank in a state experiences a data breach

between July 2009 and June 2019, I treat that bank in that state as breached

for the remainder of the sample period. Finally, I exclude breaches of banks that

ceased operations in the affected states in the year of the breach, as well as banks

that became inactive at the institutional level within the event window around

their respective breaches. My final sample consists of 99 distinct banks affected

by 144 data breaches.

Figure 1.1 shows the distribution of data breaches in my sample across bank

size groups, where bank size is measured by a bank’s total assets in the year prior

4The 14 states are California, Hawaii, Indiana, Iowa, Maine, Massachusetts, Montana, New
Hampshire, North Carolina, Oregon, South Carolina, Virginia, Washington, and Wisconsin

5For other states, not publishing breach notices does not imply that their residents are
unaware of data breaches occurring in those states. For example, residents may learn about
breaches through local news or by subscribing to state data security alerts. Including those
states as non-breached controls would therefore bias the estimates, so I exclude them from my
analysis.
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to the breach. The group of the smallest banks (with assets below $500 million)

and the group of the largest banks (with assets of $100 billion or more) each

account for 25% of the sampled breaches. Groups of mid-sized banks represent

a slightly lower share of breaches, ranging from 14% to 19%. This distribution

suggests that data breaches target banks across a range of sizes but tend to be

more frequent among both the smallest and largest banks.

Figure 1.2 displays the distribution of data breaches across five mutually

exclusive breach types: external hack/phishing, inadvertent disclosure, employee

misconduct, lost/stolen document/device, and uncategorized paper-based com-

promise. Definitions and examples of each breach type are provided in Appendix

Table A1.2. While external hacks and phishing constitute the largest category,

representing 30% of the 74 breaches with known breach types, bank data breaches

are not limited to cyberattacks. Inadvertent disclosures follow closely at 27%, and

breaches due to employee misconduct and lost/stolen documents or devices to-

gether account for 18%.

A data breach can compromise two types of information: privacy and fi-

nancial. Privacy information includes Social Security numbers, driver’s license

or other government-issued ID numbers, and addresses. Financial information

includes bank account information and credit/debit card details. As shown in

Figure 1.3 and Panel A of Table 1.1, out of the 120 breaches with known types

of compromised information, 90% involve financial information, and 47% involve

privacy information.

Panel A of Table 1.1 also presents summary statistics for the number of af-

fected state residents (“victims”) based on the 131 breaches with a known number

of affected residents. On average, a breach affects 568 state residents. The num-

ber of affected residents shows substantial variation, with a median of 18 and a

standard deviation of 2009.
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1.2.2 Deposits and Bank Assets

I collect branch-level deposits from FDIC’s Summary of Deposits (SOD), which is

a database of annual surveys of branch office deposits as of June 30 for all FDIC-

insured institutions. In addition to deposits, I extract branch office locations and

bank-level assets from the SOD database as well. All these data are annual. For

my analysis, I use SOD data as of June 30 for each year from 2006 to 2022, as my

empirical strategy, which is described in Section 1.3.3, requires a [-4 years, +3

years] event window around data breaches. Branch-level deposits for each bank

are aggregated at the county level in the analysis. Panel B of Table 1.1 reports

summary statistics for bank-county-year-level deposits and bank-year-level assets

for the full sample.

1.3 Empirical Design

1.3.1 Stacked Difference-in-Differences

Data breaches are staggered treatments, as they attack different units in different

states at various points in time. Recent research has highlighted significant chal-

lenges with traditional two-way fixed effects (TWFE) estimators when applied to

staggered treatment settings. The traditional TWFE estimators can lead to sub-

stantially biased estimates of the treatment effect’s direction or magnitude due to

“forbidden comparisons” between already-treated units and newly treated units

(e.g., see Baker et al. (2022); Goodman-Bacon (2021); Callaway and Sant’Anna

(2021); De Chaisemartin and d’Haultfoeuille (2020)). This bias is particularly

pronounced when treatment effects vary over time.

To address this issue, I apply the stacked difference-in-differences (DiD)

(Roth et al., 2023; Wing et al., 2024b; Cengiz et al., 2019; Deshpande and Li, 2019)

method in this paper. The stacked DiD model partitions the sample into sepa-

rate cohorts based on treatment timing, viewing each cohort as a sub-experiment.
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Within each cohort, the units in the treatment group are treated in the same pe-

riod, and the control group consists only of units that get treated late enough or

are never treated. This setup provides estimators robust to time-varying treat-

ment effects as well as shifts in the composition of treated and control groups at

each event time.

1.3.2 Bank-State-Level Data Breaches

Given the granularity of my data breach dataset, I identify data breaches at the

bank-state level. If the government of state s receives a data breach notice from

bank i , then bank i in state s is considered breached by that incident. Bank i

in other states, as well as all other banks, are considered non-breached for that

particular incident.

The treatment date for a data breach can be defined as either the date re-

ported to the state government or the actual date of the breach. I use the former

in this paper because the exact date of a breach is missing for about 30% of the

breaches in my sample. Additionally, depositor reactions and public responses

are more likely to be triggered by the public disclosure of the breach, which aligns

with the reporting date, rather than the actual breach date. The states in my

sample require banks to notify both affected residents and the state government

without delay upon detecting a data breach, and the states promptly publish the

notices received. Hence, the date reported to the state is a close proxy for the

earliest public disclosure, making it an appropriate choice for the treatment date

in my analysis.

Although data breaches are identified at the bank-state level, I conduct re-

gressions at the bank-county-year level, as this approach allows me to control

for confounders at the county level as well as to estimate spillover effects within

a county. I aggregate annual branch-level deposits for each bank at the county

level. When bank i in state s is breached, bank i is considered breached in each

county where it has branches within state s.
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1.3.3 Baseline Specification

I start with a baseline model that does not account for potential spillover effects

of data breaches. My baseline specification is:

log(Depositsi,c,t,h) = β0 + β1Breachedi,s,h × Postt,h

+ γ1Postt,h + γ2BrNumi,c,t,h + FE+ ϵi,c,s,t,h.
(1.1)

I use a [-4 years, +3 years] event window around data breaches. Year t refers

to deposits as of June 30 in calendar year t. Data breaches for year t are those

reported to state governments between July 1 of calendar year t − 1 and June

30 of calendar year t. Stack cohorts are denoted by h, which are defined by

treatment years of data breaches. In stack cohort h, the treatment group con-

sists of bank-state units that were breached in year t = h, and the control group

includes bank-state units that were never breached as well as those breached in

year t > h+ 3.

The dependent variable log(Depositsi,c,t,h) is the natural logarithm of de-

posits (in $millions) of bank i in county c in year t. Breachedi,s,h is a dummy

equal to one if bank i in state s is a breached unit in stack cohort h. Postt,h is a

post-event dummy equal to one for year t ≥ h in stack cohort h. The interaction

term Breachedi,s,h × Postt,h is the variable of interest.

FE is a set of fixed effects. I include county-year fixed effects to control for

time-varying county-level and state-level factors that might influence both the

revelation of data breaches and the local deposit demand. These confounders in-

clude variables such as regional population, income levels, unemployment rates,

and state regulations on data security. Additionally, I incorporate bank-county-

stack fixed effects to account for time-invariant characteristics at the bank-county

level, capturing factors like established customer relationships, local market in-

fluence, and local banking strategies that may affect deposit demand. To further

account for the influence of the bank’s local presence, I also include the number

of branches of bank i in county c in year t, denoted by BrNumi,c,t,h, as a control

variable.
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1.3.3.1 Endogeneity Issues and Parallel Pre-Trends

To recover the effects of data breaches on deposits using the stacked DiD design, a

key underlying assumption is no anticipation. This assumption would be violated

if depositors were able to foresee a data breach and therefore reduce deposits be-

fore the breach occurs. In practice, however, the no anticipation assumption is

likely to hold because the timing of a breach tends to be unpredictable: inten-

tional data breaches are mainly driven by arbitrary personal motivations, such

as financial need or revenge (Kaffenberger and Kopp, 2019), while unintentional

breaches (e.g., inadvertent disclosure of depositors’ information) are the result of

random human error.

Another concern is that breached banks may differ systematically from non-

breached banks in terms of operational and governance weaknesses, which may

increase their likelihood of experiencing a breach while also reducing deposits. To

address this concern, I exclude from my sample any breaches occurring in banks

that ceased operations in the affected states during the year of the breach. Ad-

ditionally, I exclude banks that became inactive at the institutional level within

the event window. Moreover, Table 1.2 compares the pre-breach characteris-

tics of breached and non-breached banks. Prior to a breach, the two groups

are comparable in terms of capital adequacy, asset quality, capital structure, and

profitability: differences in Tier 1 capital ratio, non-performing loan ratio, equity-

to-asset ratio, and return on assets are small in economic magnitude. The main

difference is size, with breached banks holding more assets on average. To address

any remaining concern that breached and non-breached banks differ in system-

atic ways that could confound the analysis, all regression specifications include

bank-county-stack fixed effects, which control for baseline bank characteristics,

including observable factors as shown in Table 1.2 as well as unobservables such

as managerial quality and long-run governance.6

To further validate that the effects of data breaches cannot be attributed to

endogeneity issues and confounders discussed above, I test for parallel pre-trends

6Baseline characteristics are measured at the start of each stack’s event window, so they are
time-invariant within each stack and are absorbed by the bank–county–stack fixed effects.
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using the dynamic DiD model of Equation 1.1 and plot the coefficients in Fig-

ure 1.4. The year prior to a breach serve as the benchmark and is omitted. As

shown in the figure, there is no evidence of differential trends in deposits between

breached and non-breached units before a data breach, while the coefficients in

post-breach periods are significantly negative. This suggests that the relative

drop in deposits following data breaches cannot be explained by anticipation or

impaired bank operations and governance.

1.3.4 Spillover Specification

The point estimates in the baseline model may be biased when potential spillover

effects of data breaches are ignored. For example, suppose bank i in county c

experiences reduced deposit demand after a breach, and depositors reallocate

their funds to non-breached banks within the same county. In this case, the

non-breached banks in county c are subject to positive local spillovers. Including

them in the control group would overestimate the negative direct effects of data

breaches. Similarly, when bank i is breached in state s but remains unaffected in

another state s′, residents in state s′, upon becoming aware of the breach, might

lose confidence in bank i’ and reduce their deposits there. In this case, bank i in

state s′ is subject to negative within-bank, cross-state spillovers, and including

it in the control group would underestimate the negative direct effects of data

breaches. In addition, examining spillovers is essential for understanding the

economic implications of bank data breaches on the banking system. Therefore,

I extend the baseline to the following spillover specification:

log(Depositsi,c,t,h) = β0 + β1Breachedi,s,h × Postt,h

+ β2CountySpilli,c,h × Postt,h

+ β3BankSpilli,s,h × Postt,h

+ γ1Postt,h + γ2BrNumi,c,t,h + γ3Conti,c,h × Postt,h

+ FE+ ϵi,c,s,t,h,

(1.2)
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CountySpilli,c,h is a dummy equal to one if bank i in county c is subject

to within-county spillovers of data breaches in stack cohort h. Bank i in county

c is considered subject to within-county spillovers in stack cohort h if there ex-

ists another bank j (j ̸= i) in county c that is a breached unit in stack cohort

h. BankSpilli,s,h is a dummy equal to one if bank i in state s is subject to

within-bank spillovers in stack cohort h. Bank i in state s is considered sub-

ject to within-bank spillovers in stack cohort h if the same bank i is breached

in another state s′ (s′ ̸= s) in that stack cohort. I assume the direct effects of

data breaches dominate the spillover effects. That is, CountySpilli,c,h = 0 and

BankSpilli,s,h = 0 when Breachedi,s,h = 1. A graphical illustration of these

treatment dummies is provided in Panel (b) of Figure 1.5. The baseline specifi-

cation is illustrated in Panel (a) of Figure 1.5 for comparison.

As illustrated in Panel (b) of Figure 1.5, when bank i in county c is subject

to within-bank spillovers, the non-breached units in county c might be contam-

inated. Simply dropping these potentially contaminated observations can lead

to bias in estimating treatment effects (Berg et al., 2021). Hence, I retain these

observations in the sample and introduce the variable Conti,c,h, a dummy equal

to one if bank i in county c is subject to such contamination in stack cohort h.

All other variables and fixed effects are as in Equation (1.1).

In the spillover specification, units subject to within-county and within-bank

spillovers are also considered treated. To mitigate bias from time-varying treat-

ment effects, as discussed in Section 1.3.1, units subject to earlier spillovers and

those subject to spillovers within the three-year post-breach window, i.e., units

subject to spillovers in year t < h or in the window h < t < h + 3, are excluded

from the control group in stack cohort h.
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1.4 Direct Effects of Data Breaches on Deposits

1.4.1 Baseline Results

To estimate the direct effects of data breaches on deposits, I begin with the

baseline model, which does not account for potential spillover effects. Panel A of

Table 1.3 reports the estimated coefficients of Equation (1.1). The event window

is [-4 years, +1 year] around each treatment year for columns (1) and (2), and is

extended to three years after the breach for columns (3) and (4). Following Wing

et al. (2024a), I weight each stack cohort in my regressions by its share of the

treated sample. I focus on the coefficient estimates from the weighted stacked

DiD regressions (columns (1) and (2)) for the economic interpretation throughout

the paper. Nevertheless, I also show that the results are robust to unweighted

stacked DiD regressions (columns (3) and (4)).

As shown in column (1) of Table 1.3, Panel A, within one year following a

breach, the deposit level in an average breached bank-state unit drops by 7.4%

relative to its non-breached counterparts. The effects are statistically significant

at the 1% level. The effects remain significantly negative when the event window

is extended to three years post-breach, with a 6.8% relative drop in deposits.

This suggests that the effects of data breaches is persistently negative. Figure 1.4

shows dynamic effects, which further confirms the persistence of the impact: the

significant relative drop in deposits remains in each post-breach year up to three

years, with no sign of recovery. The results are similar in the unweighted stacked

DiD regressions.

1.4.2 Accounting For Spillovers

As discussed in Section 1.3.4, point estimates of the baseline model can be bi-

ased because potential spillover effects of data breaches are ignored. To address

this issue, I extend the baseline model to include within-county and within-bank

spillover terms, as specified in Equation (1.2), and report the estimated coeffi-
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cients in Panel B of Table 1.3. Column (1) shows that, in the short term, the

deposit level in an average breached bank-state unit drops by 6.5% relative to its

non-breached counterparts. In the medium term, as shown in column (3), the

deposit level in an average breached bank-state unit experiences a relative drop of

6.8%. Both the short- and medium-term effects are statistically significant at the

1% level. Thus, after taking into account potential spillover effects, the impact

of data breaches on deposits remains persistently negative.

The significant negative impact of bank data breaches on deposits can be

interpreted through the lens of banks’ reputational damage and the loss of depos-

itor confidence. In a world with asymmetric information, depositors have limited

knowledge of a bank’s ability to protect their information and funds (Chen et al.,

2022; Dang et al., 2017). A bank’s reputation is closely tied to its perceived reli-

ability and security, which are crucial for attracting and retaining depositors. As

a result, a data breach damages a bank’s reputation by signaling vulnerabilities

in its information security. This perceived weakness erodes depositors’ trust in

the breached bank, leading to reduced deposit demand.

The results in Panel B of Table 1.3 also provide preliminary evidence of

spillover effects. In an average bank-state unit that is not breached but is sub-

ject to within-bank spillovers, the deposit level drops by about 6% relative to

units that are neither breached nor affected by spillovers. I further show in Sec-

tion 1.6 that the within-bank spillovers exhibit significant variation across bank

sizes, types of information compromised, and scale of breaches. Regarding within-

county spillovers, the results in the table are inconclusive. However, in Section

1.5, I find evidence of significantly negative within-county spillovers on small non-

breached banks, alongside positive spillovers on larger non-breached banks. This

suggests that the inconclusive aggregate results may stem from offsetting spillover

effects across non-breached banks of different sizes.
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1.4.3 Estimation Bias When Ignoring Spillovers

In column (1) of Table 1.3, using an event window up to one year after the data

breach, the estimated coefficient on the interaction term Breachedi,s,h×Postt,h in

the baseline model is 14% (= 0.074−0.065
0.065

) more negative than that in the spillover

model. This difference suggests that the baseline model, by not accounting for

spillover effects, overestimates the negative direct impact of data breaches by 14%

in the short term.

When shifting to the three-year post-breach window, the discrepancy be-

tween the baseline and spillover models narrows as the baseline estimate becomes

less negative (from -0.074 to -0.068) while the spillover model’s estimate be-

comes slightly more negative (from -0.065 to -0.068). This indicates that, over

the medium term, the baseline model may underestimate the persistence of data

breaches’ impact, misleadingly generating a slight reversal pattern.

These findings underscore the importance of accounting for spillovers to avoid

biased estimates of both the magnitude and duration of treatment effects in em-

pirical research.

1.5 Local Spillover Effects of Data Breaches

To understand the implications of data security failures for the stability of the

local banking system, it is essential to examine whether a data breach of some

banks in a local market leads to an overall loss of deposits in the market or merely

a reallocation of deposits from breached to non-breached banks. Therefore, in this

section, I investigate the local spillover effects of bank data breaches in greater

detail. Consistent with the literature, I define the local market as a county.
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1.5.1 Regression Specification

In examining within-county spillover effects, I differentiate small non-breached

banks from large non-breached banks, as depositor responses to breaches might

vary by bank size. Large non-breached banks may be perceived as more trustwor-

thy in terms of data security, leading depositors to reallocate funds toward these

banks when a breach occurs in another bank. In contrast, small non-breached

banks may not experience the same reallocation of funds. Accordingly, I run the

following extended spillover regression:

log(Depositsi,c,t,h) = β0 + β1Breachedi,s,h × Postt,h

+ β2CountySpilli,c,h × Postt,h × Smalli,h

+ β3CountySpilli,c,h × Postt,h ×MedLargi,h

+ β4BankSpilli,s,h × Postt,h + γ1Postt,h

+ γ2BrNumi,c,t,h + γ3Conti,c,h × Postt,h + FE+ ϵi,c,s,t,h.

(1.3)

The dummy variable Smalli,h is equal to one if bank i’s asset value is below

$500 million in the year prior to the breach of stack cohort h. MedLargi,h is a

dummy equal to one if bank i’s asset value is $500 million or more in the year

prior to the breach in stack cohort h. I use $500 million as the threshold because

banks with assets below this level have traditionally been classified as commu-

nity or regional banks and generally operate under lighter regulatory oversight.

Survey evidence indicates that customers tend to express lower trust in data

security at community or regional banks compared to larger institutions.7 All

other variables and fixed effects are as in Equation (1.2). The coefficients β2 and

β3 capture the within-county spillover effects to small and larger non-breached

banks, respectively.

7McKinsey & Company, Consumer Digital Payments: Already Mainstream, Increasingly
Embedded, Still Evolving, 2022. Available at: https://www.mckinsey.com/industries/financial-
services/our-insights/banking-matters/consumer-digital-payments-already-mainstream-
increasingly-embedded-still-evolving.
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1.5.2 Findings and Interpretation

Table 1.4 presents the estimated within-county spillover effects of bank data

breaches. The results indicate that when a data breach occurs in a county, it

has significantly negative spillover effects on small non-breached banks (with as-

sets below $500 million) in the same county, while larger non-breached banks

(with assets of $500 million or more) experience significantly positive spillovers.

These spillover effects persist for at least three years post-breach. Specifically, as

shown in columns (1) and (3), deposits at an average small non-breached bank in

a breached county decrease by 5% within one year of the breach and by 6.8% over

three years, relative to banks that are neither breached nor affected by spillovers.

In contrast, deposits at an average larger non-breached bank in a breached county

increase by 3.6% in the short term and by 2.9% in the medium term. These esti-

mates are statistically significant at the 1% level. Results in columns (1) and (3)

are from weighted stacked DiD regressions. Columns (2) and (4) show that the

results are robust to unweighted stacked DiD specifications.

Economic magnitudes. In an average breached county, over three years

following a breach, a $1 decrease in deposits at breached banks is associated with

an approximately $0.15 decrease in deposits at small non-breached banks8 and

a $1 increase in deposits at larger non-breached banks9. This suggests that, al-

though there is evidence of reallocation of deposits from breached banks to larger

non-breached banks, small non-breached banks experience negative spillover ef-

fects, resulting in an overall net loss of about $0.15 in deposits for each dollar

decreased at the breached banks in the local banking system.

8Back-of-the-envelope calculation: In specifications with a three-year post-breach window,
in an average breached county, an average breached bank has deposits of $1,085.6 million and an
average small non-breached bank has deposits of $103.9 million. There are 1.9 distinct breached
banks and 3.0 distinct small non-breached banks in an average breached county. Given the
estimated coefficients in column (3) of Table 1.4, (103.9× 0.068× 3.0)/(1085.6× 0.067× 1.9) =
$0.15

9Back-of-the-envelope calculation: In specifications with a three-year post-breach window,
in an average breached county, an average breached bank has deposits of $1,085.6 million and an
average non-breached larger bank has deposits of $730.0 million. There are 1.9 distinct breached
banks and 6.5 distinct larger non-breached banks in an average breached county. Given the
estimated coefficients in column (3) of Table 1.4, (730.0× 0.029× 6.5)/(1085.6× 0.067× 1.9) =
$1.0
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Interpretation. The positive within county spillovers to larger non-breached

banks are consistent with the explanation that depositors have more confidence

in the data security of larger institutions. Larger banks tend to invest more in

IT infrastructure(Modi et al., 2022; He et al., 2021), including data security tech-

nologies, and hence might be perceived as having more advanced data protection

measures. Additionally, larger banks are subject to stricter regulatory oversight,

which might reinforce public confidence in their compliance with data security

standards.

A potential mechanism for the negative spillovers to small banks is that,

when a small bank in a county experiences a data breach, local depositors may

update their beliefs about the data security risks of other small banks in the

same area, leading to reduced confidence in small non-breached banks. I test

this mechanism by adding the interaction terms CountySpilli,c,h × Postt,h ×

Smalli,h × NumSmallBreac,h and CountySpilli,c,h × Postt,h × MedLargi,h ×

NumSmallBreac,h to Equation (1.3), where NumSmallBreac,h is the number

of distinct small breached banks in county c in stack cohort h. A breached bank

is small if its asset value in the year prior to the breach is below $500 million.

Results are presented in Table 1.5.

The coefficient estimate on the interaction term CountySpilli,c,h ×Postt,h ×

Smalli,h × NumSmallBreac,h in Table 1.5 is significantly negative, indicating

that the negative spillover effects on small non-breached banks in a county tend

to be stronger when more small banks are breached in that county. This provides

suggestive evidence that local depositors may update their beliefs about the data

security of small banks in general following breaches of other small banks in the

same area.

An alternative explanation for the negative spillover effects on small non-

breached banks is that certain breaches of small banks may not be captured in

my dataset. In some states within my sample, data breach notification laws

require banks to report breaches to the state when a minimum threshold of res-

idents is affected. As a result, breaches of small local banks may go unreported

to the state if they do not meet these thresholds. However, these local banks
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may still hold significant importance in their communities, leading local news to

report on the breach, making depositors aware of it and prompting a reaction.

In this case, some of the small banks classified as non-breached might actually

be affected by breaches, meaning that the observed ”negative spillover” effects

could instead represent the negative direct effects of unobserved breaches.

To rule out this alternative explanation, I utilize the commercial data breach

database from the Privacy Rights Clearinghouse (PRC), a non-profit organiza-

tion that tracks data breaches in the U.S. primarily through media coverage.10

Given that some breaches of small banks might still attract media attention even

if they go unreported to the state, a database that tracks breaches primarily

through media coverage can help identify unobserved breaches relevant to my

sample. The PRC database identifies breaches at the institutional level, which

means I can see which bank was affected but not the specific state. To take a

conservative approach, if a breach recorded by the PRC is not in my dataset and

the breached bank operates in one or more of the states in my sample, I consider

this as a potential unobserved breach. Over my sample period, the PRC recorded

five breaches affecting small banks operating within my sampled states. Of these,

only one breach is not captured in my dataset. Therefore, it is unlikely that my

results are driven by unobserved breaches in small banks.

1.6 Within-Bank Spillovers and Heterogeneity

Analyses

In this section, I investigate within-bank, cross-state spillover effects of bank data

breaches to understand how these events impact the banking system beyond the

local market.

10Existing literature that has used the PRC database includes, e.g., Kamiya et al. (2021),
Akey et al. (2023).
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1.6.1 Heterogeneity Across Breached Banks of Different

Sizes

Depositors might view a data breach of a large bank as an isolated operational

lapse due to the bank’s perceived ability to manage and contain such incidents

effectively, whereas interpret a breach of a small bank as a signal of broader

institutional weaknesses. Hence, I expect that large breached banks are more

resilient to within-bank, cross-state spillovers compared to small breached banks.

To test this, I extend Equation (1.2) as follows:

log(Depositsi,c,t,h) = β0 + β1Breachedi,s,h × Postt,h × LargBreai,h

+ β2Breachedi,s,h × Postt,h × SmallMedBreai,h

+ β3BankSpilli,s,h × Postt,h × LargBreai,h

+ β4BankSpilli,s,h × Postt,h × SmallMedBreai,h

+ β5CountySpilli,c,h × Postt,h + γ1Postt,h

+ γ2BrNumi,c,t,h + γ3Conti,c,h × Postt,h + FE+ ϵi,c,s,t,h.

(1.4)

LargBreai,h is a dummy equal to one if bank i is breached in stack cohort h

and with assets of $100 billion or more (“Too Big To Fail” bank) in the year prior

to the breach. SmallMedBreai,h is a dummy equal to one if bank i is breached in

stack cohort h and with assets below $100 billion in the year prior to the breach.

All other variables and fixed effects are as in Equation (1.2). The coefficients

β1 (β3) and β2 (β4) capture the direct (within-bank, cross-state spillover) effects

of data breaches involving large and small-to-medium banks, respectively. In

this paper, a “breached state” refers to any state where the breached bank has

branches and where the breach was reported to the state government. A “non-

breached state” refers to other states where the same bank operates branches no

breach was reported to the state government.

Results are reported in Panel A of Table 1.6. The results show that both

large and small-to-medium banks experience statistically significant and persis-

tent negative direct effects on deposits following a breach, as well as significant and

persistent negative within-bank spillovers across states. Specifically, columns (1)
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and (3) show that deposits at an average large breached bank in a breached state

decrease by about 8% within one year of the breach and by 7% over three years,

relative to bank-state units that are neither breached nor affected by spillovers.

Meanwhile, deposits at an average large breached bank in a non-breached state

decrease by 5.6% in the short term and by 6.3% over the medium term.

When the size of a breached bank is smaller, deposits at an average small-to-

medium breached bank in a breached state decrease by 5.4% within one year of

the breach and by 6.5% over three years, relative to bank-state units that are nei-

ther breached nor affected by spillovers. Deposits at an average small-to-medium

breached bank in a non-breached state decrease by 5.9% in the short term and

by about 6% over the medium term.

The specifications in columns (1) and (3) are estimated by weighted stacked

DiD regressions. I shown in columns (2) and (4) show that the results are robust

to unweighted stacked DiD specifications.

Economic magnitudes. Over three years following a breach, a $1 de-

crease in deposits at an average large breached bank in a breached state is as-

sociated with an approximately $0.3 decrease in deposits at the same bank in

a non-breached state.11, indicating that within-bank spillover effects for large

breached banks are about 70% smaller than the direct effect. In contrast, over

three years following a breach, a $1 decrease in deposits at an average small-to-

medium breached bank in a breached state is associated with an approximately

$0.7 decrease in deposits in at the same bank in a non-breached state.12, indi-

cating that within-bank spillover effects for small-to-medium breached banks are

only about 30% smaller than the direct effect. These results suggest that com-

pared to small-to-medium banks, large banks tend to be more resilient to negative

11Back-of-the-envelope calculation: In specifications with a three-year post-breach window,
an average large breached bank in a breached state has deposits of $29,258 million and an
average large breached bank in a non-breached state has deposits of $10,569 million. Given the
estimated coefficients in column (3) of Table 1.6, Panel A, (10569 × 0.063)/(29258 × 0.072) =
$0.32

12Back-of-the-envelope calculation: In specifications with a three-year post-breach window,
an average small breached bank in a breached state has deposits of $531.63 million and an
average small breached bank in a non-breached state has deposits of $413.28 million. Given the
estimated coefficients in column (3) of Table 1.6, Panel A, (413.28× 0.059)/(531.63× 0.065) =
$0.71
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within-bank spillovers of data breaches, with the impact of data breaches more

contained in the breached states.

Interpretation. These findings align with the confidence-based interpreta-

tion. The extent of within-bank spillovers should depend on whether depositors in

non-breached states view the breach as an isolated operational lapse or as an in-

dicator of broader institutional weaknesses. As shown in Figure 1.2, a substantial

portion of breaches are caused by inadvertent disclosures, employee misconduct,

and lost/stolen documents or devices. Such incidents may be perceived as opera-

tional failures specific to the breached bank within the breached state, suggesting

that the impact of these incidents should be contained within the affected state.

For larger banks, depositors tend to have greater confidence in their ability

to contain and manage incidents due to their perceived resources and resilience.

Consequently, depositors in non-breached states are more likely to interpret a

breach of a large bank as a contained, localized issue rather than a reflection of

systemic risk across the institution. In contrast, when a data breach occurs at

a small-to-medium bank, depositors might perceive it as a signal of underlying

vulnerabilities within the whole institution. As a result, upon a data breach of

a small-to-medium bank, depositors are more likely to update their beliefs about

the bank’s overall data security strength and governance, and renew their view

on the probability of future data breaches of that bank.

An alternative explanation is geographic proximity. Small-to-medium banks

often operate within a more concentrated geographic area, meaning that deposi-

tors in non-breached states are likely to be geographically closer to the breached

state. Depositors in nearby non-breached states may have more exposure to local

media coverage of the breach and potentially stronger connections to the affected

region. In contrast, large banks typically operate across a wider geographic range,

so their breached and non-breached states are often farther apart, which could

limit the reach of media coverage and weaken the perceived relevance of the breach

for depositors in non-breached states.

To ensure that my findings are not driven by geographic proximity, I re-

run regression (1.4) on a subsample: I exclude observations that are subject to
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within-bank spillovers and are located in non-breached states that are geographi-

cally adjacent to the breached state. If the observed heterogeneity in within-bank

spillovers across bank sizes is due to geographic proximity rather than the loss

of confidence channel, I would expect this heterogeneity to disappear in this

subsample. Panel B of Table 1.6 reports the coefficient estimates. Even after ex-

cluding these geographically proximate observations, the heterogeneity remains.

For example, in the short term13, each $1 decrease in deposits at an average large

breached bank in a breached state is associated with an approximately $0.3 de-

crease in deposits in a non-breached state.14, indicating that within-bank spillover

effects for large breached banks are about 70% smaller than the direct effect in the

breached state. In contrast, each $1 decrease in deposits at an average small-to-

medium breached bank in a breached state is associated with an approximately

$0.9 decrease in deposits in a non-breached state.15, indicating that within-bank

spillover effects for small-to-medium breached banks are only about 10% smaller

than the direct effect in the breached state in the short term.

1.6.2 Heterogeneity Across Types of Information Com-

promised

The negative effects of data breaches on deposits, as documented in the previous

sections, suggest that depositors do value data security in the banking sector. In

this section, I investigate the possible drivers behind this reaction - particularly,

13I use the short-term window here because the estimated coefficient that captures small-
to-medium bank spillovers loses statistical power in the weighted stacked DiD specification
over the three-year post-breach window while remaining statistically significant across all other
specifications. The loss of statistical power is likely due to the loss of observations in the
subsample.

14Back-of-the-envelope calculation: In specifications with a one-year post-breach window, an
average large breached bank in a breached state has deposits of $27,283 million in the subsample,
and an average large breached bank in a non-breached state has deposits of $11,616 million.
Given the estimated coefficients in column (1) of Table 1.6, Panel B, (11616× 0.059)/(27283×
0.081) = $0.31

15Back-of-the-envelope calculation: In specifications with a one-year post-breach window, an
average small-to-medium breached bank in a breached state has deposits of $460.38 million
in the subsample, and an average small breached bank in a non-breached state has deposits
of $360.58 million. Given the estimated coefficients in column (1) of Table 1.6, Panel A,
(360.58× 0.061)/(460.38× 0.053) = $0.90
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whether it is driven by depositors’ demand for privacy or concerns over direct

monetary loss at the breached banks . This analysis also sheds light on whether

depositors lose confidence in bank data security or bank viability following data

breaches. I extend Equation (1.2) as follows:

log(Depositsi,c,t,h) = β0 + β1Breachedi,s,h × Postt,h × Privacyi,h

+ β2Breachedi,s,h × Postt,h × FinOnlyi,h

+ β3BankSpilli,s,h × Postt,h × Privacyi,h

+ β4BankSpilli,s,h × Postt,h × FinOnlyi,h

+ β5CountySpilli,c,h × Postt,h + γ1Postt,h

+ γ2BrNumi,c,t,h + γ3Conti,c,h × Postt,h + FE+ ϵi,c,s,t,h.

(1.5)

Privacyi,h is a dummy equal to one if any personal privacy information

(Social Security number, driver’s license or other government-issued ID number,

address) is compromised in the breach of bank i in stack cohort h. FinOnlyi,h

is a dummy equal to one if only financial information (bank account informa-

tion, debit/credit card details) is compromised in the breach of bank i in stack

cohort h. All other variables and fixed effects are as in Equation (1.4). The co-

efficient β1 (β3) captures the direct (within-bank, cross-state spillover) effects of

data breaches involving any privacy information, and β2 (β4) captures the direct

(within-bank, cross-state spillover) effects of data breaches involving financial in-

formation only. This analysis is based on the subsample with known types of

information compromised. As reported in Table 1.1, this subsample includes 120

data breaches, with 56 breaches involving privacy information and 64 involving

financial information only.

Coefficient estimates are reported in Table 1.7. According to columns (1) and

(3), for breaches involving privacy information, deposits at breached bank-state

units decline by 7.4% within one year of the breach and by 6.7% over three years,

relative to bank-state units that are neither breached nor subject to spillovers.

These effects are statistically significant at the 1% to 5% level. Additionally,

breaches involving privacy information are associated with significantly negative

within-bank spillover effects: deposits drop by 8% in the short term and by 9.4%
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over the medium term, relative to bank-state units that are neither breached nor

subject to spillovers. In contrast, breaches involving only financial information

show no evidence of significant direct effects or within-bank spillovers. These

results suggest that depositors’ responses to bank data breaches are primarily

driven by their demand for privacy. These results also support a “loss of confi-

dence in bank data security” channel rather than a “loss of confidence in bank

viability” channel. If depositor reactions were driven by concerns over viability,

we would observe negative reactions to breaches involving only financial informa-

tion.

My findings are consistent with existing evidence on consumer preferences,

which shows that consumers value privacy and react to privacy leakage due to

concerns about potential identity theft (see, e.g., Acquisti et al. (2020); Armantier

et al. (2021); Bian et al. (2023)). Consumers tend to believe that privacy leakage

poses threats that are far-reaching and difficult to mitigate. In contrast, breaches

that compromise only financial information tend to pose more limited risks, as

consumers can contain the impact by freezing accounts or changing passwords.

1.6.3 Heterogeneity Across Scale of Breaches

To gain deeper insight into depositor reactions to bank data breaches, I examine

how responses vary with the scale of breaches. The scale of a breach is measured

by the number of affected residents in the breached state. I extend Equation (1.2)

as follows:

log(Depositsi,c,t,h) = β0 + β1Breachedi,s,h × Postt,h1[V ictims > q]i,h

+ β2Breachedi,s,h × Postt,h1[V ictims ≤ q]i,h

+ β3BankSpilli,s,h × Postt,h × 1[V ictims > q]i,h

+ β4BankSpilli,s,h × Postt,h × 1[V ictims ≤ q]i,h

+ β5CountySpilli,c,h × Postt,h + γ1Postt,h

+ γ2BrNumi,c,t,h + γ3Conti,c,h × Postt,h + FE+ ϵi,c,s,t,h.

(1.6)
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The dummy variable 1[V ictims > q]i,h (1[V ictims ≤ q]i,h) is equal to one if

the data breach of bank i in stack cohort h affects more than (less than or equal

to) q residents in the breached state. All other variables and fixed effects are as

in Equation (1.4). This analysis is based on the subsample with known number

of affected state residents (131 data breaches).16

Table 1.8 presents the estimated effects over the three-year period following

a data breach. In columns (1) and (2), the threshold q is set to 18 affected

state residents, representing the median of the sample and a relatively small-

scale breach. For breaches affecting up to 18 residents, there is no evidence of

significant direct effects or within-bank, cross-state spillovers. However, when

the threshold is raised to 294 affected residents, which is the 75th percentile of

the sample, both direct effects and within-bank spillovers become significantly

negative. This suggests that depositor responses to data breaches intensify as the

scale of the breach increases.

1.6.4 Banks’ Pricing Responses to Breaches

Having established the within-bank spillover effects, I next examine whether

banks raise deposit rates to retain and attract deposits following a breach. I

construct bank-level deposit spreads for savings deposits, insured time deposits,

and uninsured time deposits using Call Report data. For each product category,

the deposit spread is defined as the difference between the federal funds rate and

the bank’s interest rate on the corresponding deposit product.

I run the following stacked DiD regression over an event window of [-4 years,

+1 year]:

Deposit Spreadi,t,h = β0 + β1Breachedi,h × Postt,h + γ1Postt,h + FE+ ϵi,t,h. (1.7)

16For California and Iowa, of which the state governments do not publish the exact number
of affected residents, a value of 500 is imputed, as these states require reporting if at least 500
state residents are impacted. This should not affect the interpretation of my results, as the
thresholds I use are below 500.
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The outcome variable is deposit spread of bank i in year t. Breachedi,h is a

dummy equal to one if bank i experienced a data breach in any of its operating

states (within the sample) in stack cohort h. FE includes bank-stack and year

fixed effects.

Table 1.9 reports the results. Following a data breach, breached banks in-

crease interest rates (i.e., lower deposit spreads) on savings deposits and uninsured

time deposits relative to non-breached banks. Column (1) shows that breached

banks reduce the spread on savings deposits by 7.6 basis points, and column (3)

shows a reduction of 9.8 basis points in the spread on uninsured time deposits.

In contrast, column (5) shows no statistically significant change in the spread

on insured time deposits. These findings are robust to unweighted stacked DiD

specifications (columns (2), (4), and (6)).

1.7 Assessment of an Alternative Empirical Ap-

proach: Bank-Level Data Breaches

Prior studies have relied on commercial databases of data breaches, which identify

breaches at the institutional level rather than at the more granular bank-state

level provided by my hand-collected dataset. The bank-level approach implic-

itly assumes that depositors’ responses to data breaches are uniform across all

states in which a bank operates. However, my findings in Section 1.6 show that

this assumption does not hold in practice. Depositors in breached and non-

breached states react heterogeneously to the same breach incident. Particularly,

for breaches of large banks, the relative drop in deposits in the non-breached

state is 70% smaller that in the breached state, while it is only 30% smaller for

breaches in small-to-medium sized banks. Therefore, aggregating breaches at the

bank level is likely to lead to biased estimates of data breaches’ impact on the

banking system.

In this section, I estimate the bias that arises from using the bank-level

breach treatment. I repeat the analysis from Section 1.3 with the same data

breach incidents but with bank-level breach treatment. Equation (1.3) is reduced
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to the following specification:

log(Depositsi,c,t,h) = β0 + β1Breachedi,s,h × Postt,h

+ β2CountySpilli,c,h × Postt,h × Smalli,h

+ β3CountySpilli,c,h × Postt,h ×MedLargi,h

+ γ1Postt,h + γ2BrNumi,c,t,h + γ3Conti,c,h × Postt,h

+ FE+ ϵi,c,s,t,h.

(1.8)

Appendix Table A1.3 reports the estimated coefficients. Consistent with my

findings using the bank-state-level treatment, the bank-level approach also shows

significantly negative and persistent direct effects, negative spillovers to small

non-breached banks, and positive spillovers to larger non-breached banks within

a county. However, the economic magnitudes vary notably. Under the bank-

level approach, a $1 relative drop in deposits in a breached bank in a county is

associated with a $0.175 decrease17 in deposits at small non-breached banks and

a $1.15 increase18 at larger non-breached banks within the same county. This

results in a net loss of only $0.025 for the local banking system, which is more

than five times smaller relative to the bank-state-level approach (a net loss of

about $0.15 , as shown in Section 1.5). This finding suggests that, when the

heterogeneity in depositor reactions across breached and non-breached states is

not accounted for, the negative impact of data breaches on local banking system

is severely underestimated.

17Back-of-the-envelope calculation: In specifications with a three-year post-breach window,
in an average breached county, an average breached bank has deposits of $855.2 million and an
average small non-breached bank has deposits of $97.3 million. There are 1.9 distinct breached
banks and 2.9 distinct small non-breached banks in an average breached county. Given the
estimated coefficients in column (3) of Table 1.4, (97.3 × 0.065 × 2.9)/(855.2 × 0.064 × 1.9) =
$0.175

18Back-of-the-envelope calculation: In specifications with a three-year post-breach window,
in an average breached county, an average breached bank has deposits of $855.2 million and an
average large non-breached bank has deposits of $602.8 million. There are 1.9 distinct breached
banks and 6.2 distinct large non-breached banks in an average breached county. Given the
estimated coefficients in column (3) of Table 1.4, (602.8× 0.032× 6.2)/(855.2× 0.064× 1.9) =
$1.15
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1.8 Conclusion

In this paper, I examine the effects of bank data breaches on deposits, leveraging

a novel dataset that identifies data breaches at the bank-state level in the U.S.

I find that data breaches not only reduce deposits at breached banks but also

lead to a net drop in deposits within the local market due to contrasting spillover

effects on small and large non-breached banks. Specifically, over three years af-

ter the breach, the deposit level in an average breached bank-state unit drops

by about 6.8% relative to its non-breached counterparts. Within an average lo-

cal deposit market, a breach that triggers a $1 decrease in deposits at breached

banks is associated with a $0.15 decrease in deposits at small non-breached banks

and a $1 increase in deposits at larger non-breached banks, indicating that a $1

decrease in deposits at breached banks is associated with a net loss of $0.15 in

the local deposit market. I show suggestive evidence that when small banks are

breached in a county, depositors update their beliefs about the vulnerabilities of

non-breached small banks in the same county, resulting in lower confidence and

reduced deposits.

Beyond the local market, I document negative within-bank, cross-state spillovers,

which are larger for smaller banks than larger ones. Over three years following a

breach, a $1 decrease in deposits at an average small-to-medium breached bank

in a breached state is associated with an approximately $0.7 decrease in deposits

at the same bank in a non-breached state, whereas the same deposit loss at an av-

erage large breached bank in a breached state is associated with only a $0.3 drop

in deposits at the same bank in a non-breached state. Further analysis reveals

that depositor reactions are primarily driven by privacy concerns and intensify

as the scale of the breach increases. These findings are consistent with the “loss

of confidence in bank data security” channel.
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Figure 1.1: Data Breaches by Bank Size

Note. This figure shows the distribution of data breaches in my sample across bank size groups,
where bank size is measured by a bank’s total assets in the year prior to the breach. Each bar
represents the number of breaches within each asset size group. The exact number of breaches
is labeled at the top of each bar, with percentages in parentheses indicating each group’s share
of the total sample (144 breaches).
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Figure 1.2: Data Breaches by Breach Type

Note. This figure shows the distribution of data breaches across five mutually exclusive breach
types. “External hack/phishing”: unauthorized access to depositor information through hack-
ing or phishing methods by an outside party. “Inadvertent disclosure”: unintentional expo-
sure of depositor information by bank employees or contractors. “Employee misconduct”:
intentional, unauthorized access to depositor information by bank employees or contractors.
“Lost/Stolen document/device”: loss or theft of physical documents or devices containing de-
positor data. “Uncategorized paper-based compromise”: compromise of depositor information
in physical (non-electronic) form, where detailed nature of the breach is unavailable. This figure
is based on breaches with known breach types (74 breaches). Each bar represents the number
of breaches within each type. The exact number of breaches is labeled at the top of each bar,
with percentages in parentheses indicating each type’s share of breaches in the sample with
known breach types.
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Figure 1.3: Types of Information Compromised in Data Breaches

Note. This figure shows the types of information compromised in data breaches, categorized
as breaches involving both privacy and financial information, only financial information, and
only privacy information. Privacy information includes Social Security numbers, driver’s license
or other government-issued ID numbers, and addresses. Financial information includes bank
account information and credit/debit card details. This figure is based on breaches with known
types of compromised information (120 breaches). Each bar represents the number of breaches
within each category, with the exact number labeled at the top of each bar and percentages
in parentheses indicating each category’s share of breaches in the sample with known types of
compromised information.
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Figure 1.4: Dynamic Effects of Data Breaches on Deposits

Note. This figure plots the coefficient estimates of {βk
1} from the dynamic DiD model of

Equation (1.1), where k denotes the number of years relative to the data breach treatment.
Year -1 serves as the benchmark and is omitted. The bands around the coefficient estimates
represent the 95% confidence intervals. Each stack is weighted by its share of the treated
sample. Standard errors are double-clustered at bank and county levels.
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Figure 1.5: Graphical Illustration of Baseline and Spillover Specifications

(a) Baseline Specification

(b) Spillover Specification

Note. Panel (a) illustrates the baseline specification (Equation (1.1)). Panel (b) illustrates the
spillover specification (Equation (1.2)). In this simplified example, TD Bank operates branches
in County 1 of State s and County 3 of State s′, but has no branches in County 2 of State s or
County 4 of State s′. A data breach occurs at TD Bank in State s (solid red circle), whereas TD
Bank in State s′ remains unaffected (hollow red circle). Other banks in the counties (hollow blue
circles) are not breached. The solid red arrows represent potential within-county spillovers and
within-bank, cross-state spillovers. The dashed red arrow indicates potential contamination.
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Table 1.1: Summary Statistics

Mean P25 Median P75 SD N

Panel A: Data Breach Characteristics

Privacy Breached (1/0) 0.46 0 0 1 0.50 120

Financial Only (1/0) 0.53 0 1 1 0.50 120

Victims (num.) 568.08 2 18 294 2009.10 131

Panel B: Bank Characteristics

Assets ($M, bank×year) 10,653 67.01 342.03 11,098 108,259 16,175

Deposits ($M, bank×county×year) 410.05 8.17 82.94 1,086 2,998 78,194

Note. This table presents the summary statistics for the main variables used in this study. Panel
A summarizes the characteristics of data breach incidents in my sample. “Privacy Breached”
is a dummy equal to one if any personal privacy information (Social Security number, driver’s
license or other government-issued ID number, address) was compromised in a breach. “Finan-
cial Only” is a dummy equal to one if only financial information (bank account information,
debit/credit card details) was compromised. “Victims” is the number of affected state residents
in a breach. Statistics for “Privacy Breached” and “Financial Only” are based on the subsam-
ple with known types of information compromised, and statistics for ”Victims” are based on
the subsample with a known number of affected residents. (For California and Iowa, of which
the state governments do not publish the exact number of affected residents, a value of 500 is
imputed, as these states require reporting if at least 500 state residents are impacted.) Panel
B characterizes deposits and bank assets for the full sample. “Assets” are measured in millions
of dollars at the bank-year level. “Deposits” are measured in millions of U.S. dollars at the
bank-county-year level.
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Table 1.2: Pre-Breach Bank Characteristics

Breached

banks

Non-breached

banks

Difference in means

(1)-(2)
t-test

(1) (2) (3) (4)

Tier 1 Capital Ratio 0.150 0.163 -0.013 -0.620

Non-Performing Loan Ratio 0.011 0.016 -0.005* -1.852

Equity/Assets 0.106 0.114 -0.008 -1.393

ROA 0.003 0.004 -0.001** -2.222

log(Assets $M) 8.157 5.986 2.170*** 14.163

Note. This table compares pre-breach bank characteristics for breached and non-breached
banks. The bank characteristics are Tier 1 capital to risk-weighted assets ratio, non-performing
loan ratio, equity-to-asset ratio, and return on assets (ROA). Pre-breach characteristics are
measured as the four-year average prior to the breach treatment year of each stack cohort.
Columns (1) and (2) report the pre-breach mean values for breached and non-breached banks,
respectively. Column (3) presents the difference in means, and column (4) reports the corre-
sponding t-tests. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels,
respectively.
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Table 1.3: Direct and Spillover Effects of Data Breaches on Deposits

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Panel A: Baseline Model

Breached× Post -0.074*** -0.074*** -0.068*** -0.068***

(0.020) (0.020) (0.021) (0.021)

Post 0.003* 0.004** 0.005*** 0.004***

(0.002) (0.002) (0.002) (0.002)

BrNum 0.100*** 0.101*** 0.102*** 0.104***

(0.024) (0.024) (0.019) (0.020)

Obs. 191,757 191,757 259,269 259,269

R-squared 0.981 0.980 0.977 0.976

Panel B: Spillover Model

Breached× Post -0.065*** -0.067*** -0.068*** -0.070***

(0.018) (0.018) (0.020) (0.020)

CountySpill × Post 0.012** 0.010 0.002 0.000

(0.006) (0.006) (0.007) (0.008)

BankSpill × Post -0.057** -0.058** -0.063** -0.065**

(0.023) (0.023) (0.028) (0.029)

Post 0.003 0.004 0.007** 0.008**

(0.003) (0.003) (0.003) (0.003)

BrNum 0.094*** 0.095*** 0.098*** 0.100***

(0.026) (0.026) (0.021) (0.021)

Obs. 137,235 137,235 185,996 185,996

R-squared 0.980 0.979 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. Panel A of this table presents the estimated coefficients of Equation (1.1). Panel B
shows the estimated coefficients on main variables in Equation (1.2). The dependent variable
across all specifications is log(Depositsi,c,t,h), the natural logarithm of deposits in $000s of
bank i in county c in year t. Breachedi,s,h is a dummy equal to one if bank i in state s is
breached in stack h. CountySpilli,c,h is a dummy equal to one if bank i in county c is subject
to within-county spillovers of data breaches in stack h. BankSpilli,s,h is a dummy equal to
one if bank i in state s is subject to within-bank spillovers in stack h. Postt,h is a post-event
dummy equal to one for year t≥h in stack h. The control variable is BrNumi,c,t,h, the number
of branches of bank i in county c in year t. Specifications (1) and (2) apply an event window
of [-4 years, +1 year] around each treatment year, and specifications (3) and (4) apply an
event window of [-4 years, +3 years]. Specifications (1) and (3) weight each stack cohort by
its share of the treated sample. Specifications (2) and (4) assign no stack cohort weights. All
specifications include bank-county-stack fixed effects and county-year fixed effects. Standard
errors are double-clustered at bank and county levels and are reported in parentheses. ***, **,
and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 1.4: Within-County Spillover Effects by Bank Size

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Breached× Post -0.064*** -0.066*** -0.067*** -0.070***

(0.018) (0.018) (0.020) (0.020)

CountySpill× Post

×MedLarg 0.036*** 0.034*** 0.029*** 0.027**

(0.009) (0.009) (0.010) (0.011)

×Small -0.050*** -0.052*** -0.068*** -0.071***

(0.014) (0.014) (0.017) (0.018)

BankSpill × Post -0.057** -0.058** -0.063** -0.065**

(0.023) (0.023) (0.028) (0.029)

Obs. 137,235 137,235 185,996 185,996

R-squared 0.980 0.979 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. This table reports the estimated coefficients of Equation (1.3). Small is a dummy equal
to one if the bank’s asset value is below $500 million in the year prior to the breach. MedLarg
is a dummy equal to one if the bank’s asset value is $500 million or more in the year prior
to the breach. Specifications (1) and (2) apply an event window of [-4 years, +1 year] around
each treatment year, and specifications (3) and (4) apply an event window of [-4 years, +3
years]. Specifications (1) and (3) weight each stack cohort by its share of the treated sample.
Specifications (2) and (4) assign no stack cohort weights. All specifications include bank-county-
stack fixed effects and county-year fixed effects. Standard errors are double-clustered at bank
and county levels and are reported in parentheses. ***, **, and * indicate statistical significance
at the 1%, 5%, and 10% levels, respectively.
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Table 1.5: Within-County Spillover Effects: Mechanism

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Breached× Post -0.064*** -0.066*** -0.067*** -0.069***

(0.018) (0.018) (0.020) (0.020)

CountySpill × Post

×MedLarg 0.033*** 0.031*** 0.025** 0.023**

(0.009) (0.009) (0.011) (0.011)

×Small -0.044*** -0.046*** -0.059*** -0.063***

(0.015) (0.015) (0.018) (0.019)

CountySpill× Post

×MedLarg ×NumSmallBrea 0.028 0.029 0.041* 0.042*

(0.019) (0.019) (0.022) (0.022)

×Small×NumSmallBrea -0.026* -0.025 -0.034** -0.033**

(0.016) (0.016) (0.016) (0.017)

BankSpill × Post -0.057** -0.059** -0.063** -0.065**

(0.023) (0.023) (0.028) (0.029)

Obs. 137,235 137,235 185,996 185,996

R-squared 0.980 0.979 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. This table reports the estimated coefficients of Equation (1.3) with two additional inter-
action terms: CountySpilli,c,h×Postt,h×Smalli,h×NumSmallBreac,h and CountySpilli,c,h×
Postt,h × MedLargi,h × NumSmallBreac,h, where NumSmallBreac,h is the number of dis-
tinct small breached banks in county c in stack h. A breached bank is small if its asset value
in the year prior to the breach is below $500 million. Specifications (1) and (2) apply an event
window of [-4 years, +1 year] around each treatment year, and specifications (3) and (4) apply
an event window of [-4 years, +3 years]. Specifications (1) and (3) weight each stack cohort by
its share of the treated sample. Specifications (2) and (4) assign no stack cohort weights. All
specifications include bank-county-stack fixed effects and county-year fixed effects. Standard
errors are double-clustered at bank and county levels and are reported in parentheses. ***, **,
and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 1.6: Heterogeneous Effects Across Breached Bank Size

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Panel A: Full Sample

Breached× Post

×LargBrea -0.081*** -0.083*** -0.072*** -0.073***

(0.026) (0.027) (0.027) (0.027)

×SmallMedBrea -0.054** -0.055** -0.065** -0.067**

(0.023) (0.023) (0.027) (0.027)

BankSpill× Post

×LargBrea -0.056** -0.058** -0.063** -0.065**

(0.024) (0.024) (0.029) (0.030)

×SmallMedBrea -0.065** -0.067*** -0.059* -0.061**

(0.026) (0.026) (0.031) (0.030)

CountySpill × Post 0.012** 0.010 0.002 0.000

(0.006) (0.006) (0.007) (0.008)

Obs. 137,235 137,235 185,996 185,996

R-squared 0.980 0.979 0.975 0.974

Panel B: Subsample

Breached× Post

×LargBrea -0.081*** -0.083*** -0.072*** -0.073***

(0.026) (0.027) (0.027) (0.027)

×SmallMedBrea -0.053** -0.055** -0.065** -0.067**

(0.023) (0.023) (0.027) (0.027)

BankSpill× Post

×LargBrea -0.059*** -0.060*** -0.067*** -0.070***

(0.021) (0.020) (0.026) (0.026)

×SmallMedBrea -0.061* -0.065* -0.069 -0.071*

(0.034) (0.034) (0.042) (0.041)

CountySpill × Post 0.012** 0.010 0.002 0.000

(0.006) (0.006) (0.007) (0.008)

Obs. 136,709 136,709 185,290 185,290

R-squared 0.980 0.979 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. This table presents the estimated coefficients of Equation (1.4). Panel A is on the
full sample. Panel B is on the subsample: I exclude observations that are subject to within-
bank spillovers and are located in non-breached states that are geographically adjacent to the
breached state. LargBrea (SmallMedBrea) is a dummy equal to one if the breached bank has
assets≥$100 billion (assets<$100 billion) in the year prior to the breach. Specifications (1) and
(2) apply an event window of [-4 years, +1 year] around each treatment year, and specifications
(3) and (4) apply an event window of [-4 years, +3 years]. Specifications (1) and (3) weight each
stack cohort by its share of the treated sample. Specifications (2) and (4) assign no stack cohort
weights. All specifications include bank-county-stack fixed effects and county-year fixed effects.
Standard errors are double-clustered at bank and county levels and are reported in parentheses.
***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 1.7: Heterogeneous Effects Across Types of Information Compro-
mised

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Breached× Post

×Privacy -0.074*** -0.076*** -0.067** -0.069**

(0.027) (0.028) (0.027) (0.028)

×FinOnly -0.046 -0.048 -0.053 -0.055

(0.034) (0.034) (0.039) (0.039)

BankSpill× Post

×Privacy -0.080*** -0.082*** -0.094*** -0.096***

(0.019) (0.019) (0.020) (0.021)

×FinOnly -0.013 -0.014 0.000 -0.001

(0.033) (0.034) (0.039) (0.039)

CountySpill × Post 0.012** 0.010 0.002 -0.000

(0.006) (0.006) (0.007) (0.008)

Obs. 135,061 135,061 183,225 183,225

R-squared 0.980 0.979 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. This table reports the estimated coefficients of Equation (1.5). Privacy is a dummy
equal to one if any personal privacy information (Social Security number, driver’s license or
other government-issued ID number, address) is compromised in the data breach. FinOnly is
a dummy equal to one if only financial information (bank account information, debit/credit
card details) is compromised in the breach. Specifications (1) and (2) apply an event window
of [-4 years, +1 year] around each treatment year, and specifications (3) and (4) apply an event
window of [-4 years, +3 years]. Specifications (1) and (3) weight each stack cohort by its share of
the treated sample. Specifications (2) and (4) assign no stack cohort weights. All specifications
include bank-county-stack fixed effects and county-year fixed effects. This analysis is based
on the subsample with known types of information compromised. Standard errors are double-
clustered at bank and county levels and are reported in parentheses. ***, **, and * indicate
statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 1.8: Heterogeneous Effects Across Scale of Breaches

Dep. var = log(Deposits)

q = 18 q = 294

(1) (2) (3) (4)

Breached× Post

×1[V ictims > q] -0.081*** -0.083*** -0.083*** -0.085***

(0.025) (0.025) (0.028) (0.029)

×1[V ictims ≤ q] -0.035 -0.036 -0.050* -0.052*

(0.035) (0.035) (0.030) (0.030)

BankSpill× Post

×1[V ictims > q] -0.121*** -0.123*** -0.124*** -0.126***

(0.023) (0.023) (0.026) (0.026)

×1[V ictims ≤ q] -0.038 -0.040 -0.050* -0.052*

(0.033) (0.034) (0.027) (0.028)

CountySpill × Post 0.003 0.001 0.003 0.001

(0.007) (0.008) (0.007) (0.008)

Obs. 184,710 184,710 184,710 184,710

R-squared 0.975 0.974 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. This table presents the estimated coefficients of Equation (1.6) with an event window
of [-4 years, +3 years]. The dummy variable 1[V ictims > q] (1[V ictims ≤ q]) is equal to one
if the data breach affects > 18 (≤ 18) residents in the breached state in specifications (1) and
(2), and > 294 (≤ 294) residents in specifications (3) and (4). Specifications (1) and (3) weight
each stack cohort by its share of the treated sample. Specifications (2) and (4) assign no stack
cohort weights. All specifications include bank-county-stack fixed effects and county-year fixed
effects. This analysis is based on the subsample with a known number of affected residents.
For California and Iowa, of which the state governments do not publish the exact number of
affected residents, a value of 500 is imputed, as these states require reporting if at least 500
state residents are impacted. Standard errors are double-clustered at bank and county levels
and are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%,
and 10% levels, respectively.
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Table 1.9: Effects of Data Breaches on Bank Deposit Spreads

Dep. var = Deposit Spread

Savings Uninsured time Insured time

(1) (2) (3) (4) (5) (6)

Breached× Post -0.076*** -0.078*** -0.098** -0.095** 0.022 0.013

(0.025) (0.024) (0.041) (0.041) (0.085) (0.071)

Post -0.006 -0.002 0.009 0.000 -0.009 -0.082

(0.006) (0.002) (0.010) (0.005) (0.021) (0.080)

Obs. 36,384 36,384 36,372 36,372 36,374 36,374

R-squared 0.955 0.954 0.860 0.840 0.647 0.630

Bank × Stack FE Yes Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes Yes

Stack Weights Yes No Yes No Yes No

Note. This table presents the estimated coefficients of Equation (1.7) with an event window
of [-4 years, +1 year]. The dependent variable is the bank-level deposit spread, defined as the
federal funds rate minus the bank’s interest rate on the corresponding deposit product (savings
deposits, uninsured time deposits, and insured time deposits. Specifications (1), (3), and (5)
weight each stack cohort by its share of the treated sample. Specifications (2), (4), and (6)
assign no stack cohort weights. All specifications include bank-stack fixed effects and year fixed
effects. Standard errors are clustered at the bank level and are reported in parentheses. ***,
**, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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1.9 Appendix

A. Bank Data Breaches

This section provides supplementary information on bank data breaches. Figure

A1.1 shows the timeline of state-level adoption of data breach notification laws

in the U.S. Figure A1.2 presents examples of breach notices published by state

governments. Upon detecting a breach, the breached entity sends a notification

letter to the governments of the affected states. The letter is issued by either the

breached entity itself or a solicitor representing the entity. An example of such

a letter is provides in Panel (a) of Figure A1.2, with the name and address of

the breached entity, number of breached state residents, and types of information

compromised highlighted. Among the states that publish breach notices, some

retain all original letters on their websites, while others only retain recent let-

ters and provide summary reports for historical breaches. Those reports present

information on each historical breach incident. Panel (b) of Figure A1.2 shows

an example of such a report on historical breach notices. Table A1.1 provides

additional details on data breach notification laws in the 14 states in my sample.

Table A1.2 provides definitions and examples of each breach type in my sample.

B. Additional Tests

Alternative empirical approach. In Section 1.7, I assess an alternative em-

pirical approach that identifies data breaches at the bank level rather than the

bank-state level. Table A1.3 presents the results of this alternative approach.

Robustness checks. In my main analysis, standard errors are double-

clustered at the bank and county levels to account for potential correlations in

errors within banks across regions as well as potential correlations in errors within

counties across banks. I show in Table A1.4, Table A1.5, and Table A1.6 that my

main results are robust to a more conservative approach, where standard errors

are double-clustered at the bank and state levels.
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Appendix Figures and Tables

Figure A1.1: Timeline of Notification Law Adoption

Note. This figure shows the timeline of state-level adoption of data breach notification laws.
Panels (a), (b), and (c) display the adoption status by the end of the calendar years 2010, 2016,
and 2023, respectively.
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Figure A1.2: Examples of State Notices

(a) Letter

(b) Report

Note. This figure presents examples of breach notices published by state governments. Panel
(a) shows an example of a notification letter for a specific breach incident. Panel (b) shows an
example of a report summarizing historical breach notices.
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Table A1.1: Data Breach Notification Laws in Sample States

State Initial

Implementation

Year

Notify State Government Publish

Notices

Since

CA 2003 Yes if ≥500 California residents affected 2012

HI 2007 Yes if ≥1000 Hawaii residents affected 2007

IN 2006 Yes if any Indiana resident affected 2014

IA 2008 Yes if ≥500 Iowa residents affected 2011

ME 2006 Yes if any Maine resident affected 2010

MA 2007 Yes if any Massachusetts resident affected 2007

MT 2006 Yes if any Montana resident affected 2015

NH 2007 Yes if any New Hampshire resident affected 2007

NC 2005 Yes if any North Carolina resident affected 2005

OR 2007 Yes if ≥250 Oregon residents affected 2015

SC 2009 Yes if ≥1000 South Carolina residents affected 2015

VA 2008 Yes if any Virginia resident affected 2012

WA 2005 Yes if ≥500 Washington residents affected 2015

WI 2006 Yes if ≥1000 Wisconsin resident affected 2012

Note. This table provides details on data breach notification laws in the sampled states. It
includes the initial implementation year of each state’s notification law, the threshold for noti-
fying the state government based on the number of affected residents, and the year when each
state government began publishing breach notices. A data breach is defined as the unauthorized
access or acquisition of records or data containing personal information. Personal information
includes an individual’s name, Social Security number, driver’s license or other government-
issued ID number, address, bank account information, and credit/debit card details.
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Table A1.2: Definitions and Examples of Breach Types

Breach Type Definition Example

External hack/phishing Unauthorized access to depos-

itor information through hack-

ing or phishing methods by an

outside party

“A single bank employee email

account was compromised on

April 5, 2018, by an un-

known and unauthorized per-

son spoofing the identity of a

different banker at a different

bank.”

Inadvertent disclosure Unintentional exposure of de-

positor information by bank

employees or contractors

“As a service provider for the

University of New Hampshire,

we recently learned that a file

containing student names and

bank account numbers was in-

advertently emailed on Jan-

uary 16th by TD to the Uni-

versity in a way that was in-

consistent with our standard

protocol.”

Employee misconduct Intentional, unauthorized ac-

cess to depositor information

by bank employees or contrac-

tors

“...one of our employees may

have improperly obtained cus-

tomer information and pro-

vided it to an unauthorized

party.”

Lost/Stolen

document/device

Loss or theft of physical doc-

uments or devices containing

depositor data

“... a back-up tape contain-

ing certain of your personal

information including account

number(s), account balances,

taxpayer identification num-

ber, and social security num-

ber was stolen on February 1,

2013. This theft did not in-

volve any of our employees.”

Uncategorized

paper-based compromise

Compromise of depositor in-

formation in physical (non-

electronic) form, where de-

tailed nature of the breach is

unavailable

N/A

Note. This table provides definitions and examples of each breach type in my sample.
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Table A1.3: Bank-Level Treatment: Within-County Spillover Effects

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Breached× Post -0.061*** -0.062*** -0.064*** -0.064***

(0.018) (0.018) (0.020) (0.020)

CountySpill × Post

×MedLarg 0.039*** 0.038*** 0.032*** 0.032***

(0.009) (0.009) (0.009) (0.009)

×Small -0.047*** -0.048*** -0.065*** -0.066***

(0.013) (0.013) (0.017) (0.017)

Obs. 137,235 137,235 185,996 185,996

R-squared 0.980 0.979 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. This table reports the estimated coefficients of Equation (1.8). Small is a dummy equal
to one if the bank’s asset value is below $500 million in the year of breach. MedLarg is a
dummy equal to one if the bank’s asset value is $500 million or more in the year of breach.
Specifications (1) and (2) apply an event window of [-4 years, +1 year] around each treatment
year, and specifications (3) and (4) apply an event window of [-4 years, +3 years]. Specifications
(1) and (3) weight each stack cohort by its share of the treated sample. Specifications (2) and
(4) assume no stack cohort weights. All specifications include bank-county-stack fixed effects
and county-year fixed effects. Standard errors are double-clustered at bank and county levels
and are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%,
and 10% levels, respectively.
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Table A1.4: Robustness: Within-County Spillover Effects

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Breached× Post -0.064*** -0.066*** -0.067*** -0.070***

(0.018) (0.019) (0.020) (0.021)

CountySpill× Post

×MedLarg 0.036*** 0.034*** 0.029** 0.027**

(0.007) (0.007) (0.010) (0.010)

×Small -0.050*** -0.052*** -0.068*** -0.071***

(0.011) (0.011) (0.015) (0.015)

BankSpill × Post -0.057** -0.058** -0.063** -0.065**

(0.019) (0.020) (0.024) (0.024)

Obs. 137,235 137,235 185,996 185,996

R-squared 0.980 0.979 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. This table reports the estimated coefficients of Equation (1.3). Small is a dummy equal
to one if the bank’s asset value is below $500 million in the year of breach. MedLarg is a
dummy equal to one if the bank’s asset value is $500 million or more in the year of breach.
Specifications (1) and (2) apply an event window of [-4 years, +1 year] around each treatment
year, and specifications (3) and (4) apply an event window of [-4 years, +3 years]. Specifications
(1) and (3) weight each stack cohort by its share of the treated sample. Specifications (2) and
(4) assume no stack cohort weights. All specifications include bank-county-stack fixed effects
and county-year fixed effects. Standard errors are double-clustered at bank and state levels and
are reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and
10% levels, respectively.
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Table A1.5: Robustness: Heterogeneous Effects Across Breached Bank Size

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Breached× Post

×LargBrea -0.081** -0.083** -0.072** -0.073**

(0.035) (0.036) (0.029) (0.031)

×SmallMedBrea -0.054*** -0.055*** -0.065*** -0.067***

(0.016) (0.016) (0.021) (0.021)

BankSpill× Post

×LargBrea -0.056** -0.058** -0.063** -0.065**

(0.021) (0.021) (0.025) (0.026)

×SmallMedBrea -0.065** -0.067*** -0.059** -0.061**

(0.027) (0.021) (0.025) (0.023)

CountySpill × Post 0.012** 0.010** 0.002 0.000

(0.005) (0.004) (0.006) (0.005)

Obs. 137,235 137,235 185,996 185,996

R-squared 0.980 0.979 0.975 0.974

Note. This table presents the estimated coefficients of Equation (1.4). This analysis is based on
the full sample. LargBrea (SmallMedBrea) is a dummy equal to one if the breached bank has
assets≥$100 billion (assets<$100 billion) in the year prior to the breach. Specifications (1) and
(2) apply an event window of [-4 years, +1 year] around each treatment year, and specifications
(3) and (4) apply an event window of [-4 years, +3 years]. Specifications (1) and (3) weight
each stack cohort by its share of the treated sample. Specifications (2) and (4) assume no
stack cohort weights. All specifications include bank-county-stack fixed effects and county-year
fixed effects. Standard errors are double-clustered at bank and state levels and are reported
in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels,
respectively.
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Table A1.6: Robustness: Heterogeneous Effects Across Types of Informa-
tion Compromised

Dep. var = log(Deposits)

Up to 1 yr after breach Up to 3 yrs after breach

(1) (2) (3) (4)

Breached× Post

×Privacy -0.074** -0.076** -0.067** -0.069**

(0.026) (0.027) (0.026) (0.027)

×FinOnly -0.046 -0.048 -0.053 -0.055

(0.029) (0.029) (0.039) (0.040)

BankSpill× Post

×Privacy -0.080*** -0.082*** -0.094*** -0.096***

(0.017) (0.017) (0.018) (0.018)

×FinOnly -0.013 -0.014 0.000 -0.001

(0.037) (0.038) (0.042) (0.042)

CountySpill × Post 0.012** 0.010** 0.002 -0.000

(0.004) (0.004) (0.005) (0.005)

Obs. 135,061 135,061 183,225 183,225

R-squared 0.980 0.979 0.975 0.974

Bank × County × Stack FE Yes Yes Yes Yes

County × Year FE Yes Yes Yes Yes

Stack Weights Yes No Yes No

Note. This table reports the estimated coefficients of Equation (1.5). Privacy is a dummy
equal to one if any personal privacy information (Social Security number, driver’s license or
other government-issued ID number, address) is compromised in the data breach. FinOnly is
a dummy equal to one if only financial information (bank account information, debit/credit
card details) is compromised in the breach. Specifications (1) and (2) apply an event window
of [-4 years, +1 year] around each treatment year, and specifications (3) and (4) apply an
event window of [-4 years, +3 years]. Specifications (1) and (3) weight each stack cohort by
its share of the treated sample. Specifications (2) and (4) assume no stack cohort weights.
All specifications include bank-county-stack fixed effects and county-year fixed effects. This
analysis is based on the subsample with known types of information compromised. Standard
errors are double-clustered at bank and state levels and are reported in parentheses.***, **,
and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.



Chapter 2

Digital Reporting and Corporate

Sustainability Information

Abstract

This paper examines the impact of digital reporting on the sustainability in-

formation environment. Exploiting the staggered implementation of the SEC’s

iXBRL mandate as a quasi-experiment, I find that digital reporting induces firms

to expand sustainability disclosure, reduces ESG rating disagreement, but also

incentivizes firms to engage in cheap talk. These findings suggest that digital

reporting enhances the accessibility and comparability of sustainability informa-

tion but may undermine its quality. This paper highlights both the promise and

unintended consequences of emerging technologies in shaping the non-financial

information environment and informs policy debates on how digital tools can

advance, but also complicate, the sustainable finance agenda.

2.1 Introduction

Digital technologies are transforming the global financial systems and hold signifi-

cant potential to accelerate the sustainable finance agenda. A persistent challenge

in sustainability transitions is the limited accessibility, comparability, and relia-

67
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bility of corporate sustainability information, which constrains capital markets

from effectively assessing sustainability risks and allocating capital toward sus-

tainable assets. To overcome these information frictions, regulators increasingly

view digital reporting as a powerful solution. However, concerns remain that dig-

ital reporting may amplify non-substantive disclosure, making firms louder about

sustainability without being more truthful. This paper investigates whether the

digitalization of sustainability reporting genuinely improves the sustainability in-

formation environment in capital markets.

To examine the effects of digital reporting, I exploit the U.S. Securities and

Exchange Commission (SEC)’s mandate on inline eXtensible Business Reporting

Language (iXBRL), which provides an exogenous shock to the digitalization of

sustainability reporting. I find that, following the adoption of iXBRL, firms dis-

close significantly more sustainability information and that disagreement among

environmental, social, and governance (ESG) rating agencies declines. However,

I find no improvement in the ability of ESG ratings to predict firms’ future sus-

tainability outcomes, and textual analysis of company annual reports reveals an

increase in non-substantive disclosure. Taken together, the evidence suggests that

while digital reporting enhances the accessibility and comparability of sustain-

ability information, it can undermine the quality of that information.

On June 28, 2018, the SEC adopted the iXBRL mandate that requires all

U.S. registrants to file annual and quarterly reports in the iXBRL format. In con-

trast to the well-documented 2009 XBRL mandate, which primarily transformed

the reporting of financial information, the iXBRL mandate extends digitalization

to non-financial information, such as sustainability disclosure. By allowing firms

to apply machine-readable tags to sustainability metrics and to structure narra-

tive disclosures in extractable formats, iXBRL is expected to reduce the costs of

extracting and analyzing corporate sustainability information for market partic-

ipants.

The SEC’s iXBRL mandate provides a useful setting to examine the causal

effects of digital reporting on the sustainability information environment. The

mandate was imposed exogenously by the regulator, targeting disclosure format
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rather than content. Moreover, the mandate was implemented in three phases

based on firms’ filer status. Filer status is the SEC’s classification of firms as

large accelerated, accelerated, or non-accelerated filers, based primarily on firms’

public float. This staggered implementation allows for a staggered difference-in-

differences research design. I find no evidence that firms manipulated their filer

status to influence their treatment timing, and show that the parallel pre-trends

assumption is supported. To address potential biases associated with traditional

two-way fixed effects estimators under staggered treatments (e.g., De Chaise-

martin and d’Haultfoeuille (2020), Callaway and Sant’Anna (2021), Goodman-

Bacon (2021), Baker et al. (2022), and Borusyak et al. (2024)), I implement the

doubly robust estimator introduced by Sant’Anna and Zhao (2020) and Callaway

and Sant’Anna (2021).

This paper first examines the impact of digital reporting on the extent of

corporate sustainability disclosure. I hypothesize that the adoption of iXBRL

increases the extent of sustainability disclosure by firms. This hypothesis follows

from the role of information processing costs in shaping disclosure incentives (see

Blankespoor et al. (2020) for a review). The adoption of iXBRL is expected to

reduce information processing costs for market participants, thereby increasing

both the benefits of disclosure and the costs of withholding it.

When investors face lower information processing costs, they incorporate

disclosures into decisions more promptly, which reduces information asymmetry,

improves stock liquidity, and lowers firms’ cost of capital. These capital mar-

ket outcomes represent greater benefits firms gain from disclosure, strengthening

firms’ incentives to provide more information. Meanwhile, lower information pro-

cessing costs strengthen monitoring from regulators over company disclosure.1

Machine-readable and structured reporting formats enable the analysis of larger

quantities of information and peer benchmarking, making omissions or insufficient

disclosure more visible. As a result, firms may expect to face higher regulatory

costs of withholding information.

1For example, machine-readable filings have facilitated SEC’s scrutiny process over corporate
reports(SEC, 2024).
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Consistent with this hypothesis, I find that, following the adoption of iXBRL,

the Bloomberg ESG disclosure score of an average firm increases by 3.15 points,

which is 8% of the sample mean. To verify that this increase is not merely driven

by potential adjustments in Bloomberg’s methodology, I conduct a textual anal-

ysis of corporate annual reports (i.e., Form 10-Ks), where I identify ESG-related

sentences in firms’ 10-K filings using a fine-tuned ESG-BERT model (Schimanski

et al., 2024). The textual analysis shows that the fraction of ESG-related sen-

tences in an average annual report rises by 0.9 percentage points following the

adoption of iXBRL, which is equivalent to 23% of the sample mean. This result

reinforces the conclusion that digital reporting induces firms to expand their sus-

tainability disclosure.

Next, this paper studies whether digital reporting improves the comparabil-

ity of sustainability information. A persistent challenge in sustainable finance is

that sustainability information is mainly qualitative, narrative, non-standardized,

and prone to subjective interpretations, resulting in low comparability across

firms and over time. Such low comparability is reflected in the substantial ESG

rating disagreement, which can arise from divergence in information accessed,

scope of evaluation, measurement, weighting, and subjective judgment (Cookson

and Niessner, 2020; Berg et al., 2022).

Digital reporting may help mitigate ESG rating disagreement. First, machine-

readable reporting improves the discoverability of sustainability content. This

reduces the likelihood that analysts overlook relevant information and, in turn,

enables more uniform access to information across rating agencies. Second, the

structured format and standardized tags reduce ambiguity in sustainability disclo-

sure, improves cross-firm comparability, and promotes more consistent evaluation

criteria among analysts, thereby limiting the scope for subjective judgment.

The impact of digital reporting on ESG rating disagreement is likely to be

heterogeneous across firms’ baseline disclosure levels. Christensen et al. (2022)

shows that greater sustainability disclosure is associated with ESG rating dis-

agreement, as richer information creates more dimensions over which analysts

may disagree. This implies that firms with higher levels of sustainability dis-
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closure prior to the iXBRL mandate faced greater potential for disagreement

reduction, whereas low-disclosure firms provided limited scope for divergence to

begin with. If digital reporting improves comparability through the channels dis-

cussed above, its effect should therefore be most pronounced among firms that

were already disclosing more. Accordingly, I hypothesize that the adoption of

iXBRL reduces ESG rating disagreement more strongly for firms with higher lev-

els of pre-mandate sustainability disclosure.

I test this hypothesis using data from three of the largest ESG rating agen-

cies: MSCI, Refinitiv ASSET4, and S&P Global. I find that, among firms with

higher levels of pre-mandate sustainability disclosure, an average firm experi-

ences a 14.8% drop in social score disagreement and a 19.0% drop in governance

score disagreement following the adoption of iXBRL. By contrast, no significant

changes are observed for low-disclosure firms. I also find no corresponding effect

on environmental score disagreement, which is consistent with the notion that

environmental metrics are already more standardized and less subject to inter-

pretation than social and governance metrics.

Finally, this paper examines the impact of digital reporting on the quality

of corporate sustainability information. The rational inattention model predicts

that market participants pay more attention when information processing costs

are lower (Blankespoor et al., 2020). Firms, in turn, may strategically adjust

their disclosure in response to the higher attention. For instance, Bertomeu et al.

(2023) studies corporate financial information and show that firms increase the

disclosure of favorable information while withholding unfavorable content when

investor attention intensifies. Whether and how firms strategically adjust non-

financial disclosure, however, remains an open question. This paper investigates

this issue in the context of sustainability disclosure and digital reporting, where

the outcome may depend on how firms anticipate their sustainability information

will be interpreted as market participants increasingly rely on algorithmic tools

to parse and analyze corporate reports.2

2A Reuters Events survey (2024) reports that sustainability professionals are increasingly
shifting investments toward AI-powered analytics, particularly AI for use in material-
ity assessments. (Source: https://www.reuters.com/sustainability/sustainable-finance-
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On one hand, digital reporting may improve the quality of sustainability dis-

closure. When market participants pay more attention to corporate reports and

increasingly rely on algorithmic tools, they are more capable of distinguishing sub-

stantive disclosure from cheap talk statements, that is, non-specific or empty sus-

tainability commitments that lack measurable targets or credible follow-through.

Under this heightened scrutiny, firms may expect higher financial, reputational,

and regulatory costs of cheap talk, thereby shifting toward more credible and

verifiable sustainability disclosure.

On the other hand, digital reporting may undermine the quality of sustain-

ability disclosure. Machine-readable and structured formats make it easier for

market participants to benchmark a firm’s sustainability reporting against its

peers, making omissions or insufficient disclosure more visible. In this context,

silence relative to peers can signal lagging sustainability commitment, pressuring

firms to fill disclosure gaps.3 Instead of releasing more substantive information,

which may be either unfavorable or simply exhausted, firms may expand dis-

closure with cheap talk to improve their perceived sustainability image. This

tendency is reinforced when investors and rating agencies increasingly rely on

algorithmic tools that reward the volume of sustainability-related content, key-

words, or superficial signals without fully assessing their substance.

This paper finds evidence consistent with the cheap talk prediction. First,

I find that, following the adoption of iXBRL, none of the MSCI, Refinitiv AS-

SET4, and S&P Global ESG scores becomes more predictive of firms’ future real

sustainability outcomes, such as greenhouse gas emissions, the probability of ex-

periencing an ESG risk incident, or the number of ESG risk incidents. These

results suggest that digital reporting, while expanding disclosure, does not make

ESG ratings more informative about firms’ actual sustainability performance.

To validate that these results reflect firms’ disclosure strategies rather than

being fully driven by methodological changes within ESG rating agencies, I con-

reporting/sustainability-professionals-turning-ai-help-with-materiality-assessments-2024-05-
10)

3Existing evidence suggests that firms do respond to such peer pressure. For example, Bolton
and Kacperczyk (2025) find that a firm is more likely to make decarbonization commitments
when its industry peers have committed.
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duct a textual analysis of 10-K reports, where I measure sustainability cheap

talk as the fraction of non-specific ESG commitments. I identify ESG-related

commitments and their specificity using fine-tuned BERT models based on the

ESG-BERT (Schimanski et al., 2024) and ClimateBERT (Bingler et al., 2024)

models. The textual analysis shows that, out of ESG-related content in an av-

erage 10-K report, the fraction of ESG commitment sentences increases by 3.7

percentage points after iXBRL adoption. Importantly, this increase in commit-

ments is driven by non-specific statements: the fraction of non-specific ESG com-

mitment sentences rises by 3.1 percentage points, while no significant change in

specific ESG commitments.

Taken together, these findings suggest that digital reporting induces firms

to expand sustainability disclosure primarily through cheap talk, thereby un-

dermining the informativeness and quality of corporate sustainability reporting.

This pattern is consistent with recent evidence showing that disclosure has be-

come longer, more boilerplate, and less specific (Lin et al., 2024), and that firms’

decarbonization pledges are often overly optimistic or made without credible eval-

uation (Bolton and Kacperczyk, 2025).

This paper relates to the literature that examines how information tech-

nologies reshape the information environment in capital markets. From the

perspective of investors, electronic dissemination of corporate reports (e.g., the

SEC’s EDGAR system) and machine-readable reporting formats (e.g., XBRL and

iXBRL) reduce investors’ information processing costs, improve price responsive-

ness and informativeness, increase stock liquidity and trading volume, increase

analyst forecast accuracy, and reduce cost of capital for firms, with heterogeneous

effects on retail and institutional investors (e.g., Asthana et al. (2004), Blanke-

spoor et al. (2014), Bhattacharya et al. (2018), Gao and Huang (2020), Luo et al.

(2023), and Call et al. (2023)). An emerging literature studies the underexplored

information supply side. Blankespoor (2019) finds that firms increase quantitative

footnote disclosure following the adoption of XBRL. Cao et al. (2023) documents

that firms strategically adapt disclosure tone to machine readers.

This paper contributes to this supply-side perspective by shifting the focus
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from financial to sustainability information, which is typically qualitative, hard to

verify, and subject to greater scope for managerial discretion. I show that digital

reporting not only expands the volume of sustainability disclosure but also tilts

its composition toward cheap talk. These findings highlight that the impact of

information technologies depends on the nature of the underlying information,

offering new insights for both theory and policy on the unintended consequences

of new technologies.

Second, this paper contributes to the literature on the determinants and eco-

nomic consequences of firms’ sustainability reporting strategies. Prior research

shows that firm size, ownership structure, managerial characteristics, firms’ eco-

nomic activities, and external stakeholder pressure are important drivers of the

extent of voluntary sustainability disclosure, and that the capital-market effects

of such disclosure are mixed (see Christensen et al. (2021) for a detailed review).

Meanwhile, a growing literature examines the quality of sustainability report-

ing. Lin et al. (2024) document that environmental and social disclosure has

become increasingly boilerplate and less specific over time, with reporting qual-

ity deteriorating following disclosure mandates. Müller et al. (2024) show that

firms providing more climate-related disclosure in financial statements tend to

make fewer non-specific climate commitments in their standalone sustainability

reports. This paper adds a new dimension to this literature by identifying digi-

tal reporting technology as a previously underexplored determinant of corporate

sustainability disclosure strategy.

Finally, this paper adds to the literature on ESG rating disagreement. While

existing studies primarily investigate the drivers and market consequences of di-

vergence in ESG ratings (e.g., Chatterji et al. (2016), Gibson Brandon et al.

(2021), Avramov et al. (2022), Berg et al. (2022), Christensen et al. (2022), and

Serafeim and Yoon (2023)), this paper explores a potential solution to the diver-

gence. I provide novel evidence that digital reporting can mitigate ESG rating

disagreement. These findings suggest that reporting technologies play a crucial

role in addressing ESG rating uncertainty, shedding light on the ongoing discus-

sion of the role of digitalization in shaping sustainable finance.
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The remainder of this paper proceeds as follows. Section 2.2 provides in-

stitutional background on the SEC’s iXBRL mandate. Section 2.3 outlines the

empirical design. Section 2.4 describes the data, main variables, and sample.

Section 2.5 presents the results and Section 2.6 concludes.

2.2 Institutional Background: iXBRL and Sus-

tainability Reporting

iXBRL is a digital reporting format that embeds machine-readable tags directly

into the human-readable text of corporate reports. This integration allows a sin-

gle document to simultaneously provide both human-readable information and

structured, machine-readable data.

iXBRL builds on the earlier XBRL format. Under the SEC’s 2009 XBRL

mandate, firms were required to submit their reports in HyperText Markup Lan-

guage (HTML), along with separate XBRL exhibits containing tagged financial

statement numbers and footnotes. While this approach improved the machine

readability of financial data, it had a limited impact on non-financial informa-

tion, such as sustainability disclosure.

In contrast, iXBRL significantly expands the scope of machine-readability

to the entire report. Firms adopting iXBRL are required to submit reports in

Extensible HyperText Markup Language (XHTML), a stricter and more stan-

dardized version of HTML. The XHTML format enhances structural consistency

and enables automated data extraction from both numerical and narrative con-

tent across the entire filing. As shown by Call et al. (2023), iXBRL improves the

machine readability of both textual and numerical content throughout company

quarterly and annual reports.

The mandatory adoption of iXBRL required by the SEC is particularly rel-

evant for the reporting and analysis of sustainability information, which has his-

torically relied on unstructured, narrative disclosure.

The adoption of iXBRL enables firms to apply machine-readable tags to sus-
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tainability metrics in their corporate reports. This allows firms to improve the

visibility and comparability of their sustainability metrics to ESG rating agencies

and investors. Appendix Figure A2.1 illustrates an example from Etsy’s 10-K fil-

ings. Panel (a) shows that prior to iXBRL adoption, Etsy disclosed its workforce

diversity only through narrative text. Such content, while understandable by hu-

man readers, could not be automatically identified or retrieved by algorithms. By

contrast, Panel (b) shows that following iXBRL adoption, Etsy reported the racial

and ethnic composition of its workforce in a structured table with iXBRL tags.

These tags specify data elements such as the reporting concept (e.g., “Percent-

age of Management Who Are Black or African American”), relevant dimensions

(e.g., fiscal period, race/ethnicity category, and employee group), and associated

percentage changes. Using this structured tagging, Etsy’s diversity disclosure

become not only human-readable but also machine-accessible, facilitating more

efficient, consistent, and objective evaluation by both automated systems and

human analysts.

In addition, the mandate encourages firms to present narrative sustainability

content in more structured and extractable formats. Strategically, anticipating

that ESG rating agencies and institutional investors increasingly rely on auto-

mated tools to process and analyze filings, firms may have stronger incentives to

format their sustainability disclosure in ways that are more structured, compara-

ble, and machine-readable. Supporting this view, Cao et al. (2023) document that

firms do respond to the rising machine readership by making their filings more

algorithm-friendly. Meanwhile, the iXBRL mandate reduces the marginal cost of

structuring sustainability disclosure in a machine-readable way. Since firms are

already required to prepare their entire filings in XHTML, often using tagging

software or third-party service providers, extending these formatting practices to

narrative sustainability sections becomes easier and less costly.

Appendix Figure A2.2 presents an example of this. Panel (a) shows that

prior to iXBRL adoption, Etsy disclosed its ”Impact Strategy” using a static

image embedded in its 10-K report. This format was readable by humans but in-

visible to machines. In contrast, Panel (b) shows that after iXBRL adoption, the
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same content was reformatted into structured HTML tables with labeled textual

entries, making it easily extractable by algorithms.

In summary, the SEC’s iXBRL mandate introduces a digital disclosure for-

mat that standardizes sustainability reporting and enhances visibility to machine

readers. These changes are intended to reduce the costs of extracting and analyz-

ing corporate sustainability information for investors, ESG rating agencies, and

other market participants.

2.3 Empirical Design

2.3.1 Staggered Implementation of SEC’s iXBRL Man-

date

To examine the effects of digital reporting on the transparency, comparability,

and credibility of sustainability information in capital markets, I exploit the stag-

gered implementation of the SEC’s iXBRL mandate as a quasi-experiment. The

mandate was adopted on June 28, 2018, and became effective on September 17,

2018.4 The mandate requires all U.S. registrants to prepare and submit annual

and quarterly reports in the iXBRL format.

The mandate is implemented in three phases based on filer status. Large

accelerated filers are required to adopt iXBRL for reports covering fiscal periods

ending on or after June 15, 2019. Accelerated filers follow for fiscal periods ending

on or after June 15, 2020. All remaining filers are required to comply for reports

covering fiscal periods ending on or after June 15, 2021.

This paper defines treatment timing based the adoption of iXBRL in firms’

annual reports (i.e., 10-K filings). While the SEC’s mandate applies to both

quarterly and annual reports, I define treatment timing based on the adoption

of iXBRL in annual reports since the Bloomberg ESG disclosure score and most

ESG ratings used in this study are updated annually to assess firms’ sustainabil-

4SEC final rule: Release No.33-10514
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ity performance for a given fiscal year.

The staggered implementation allows for a difference-in-differences (DiD)

design. A growing literature has highlighted that in staggered DiD settings, the

traditional two-way fixed effects estimator can lead to biased estimates when

treatment effects vary over time or across adoption cohorts (e.g., see De Chaise-

martin and d’Haultfoeuille (2020), Callaway and Sant’Anna (2021), Goodman-

Bacon (2021), Baker et al. (2022), and Borusyak et al. (2024)). In the context

of mandatory iXBRL adoption, treatment effects are likely to vary over time

because both firms and information users may need time to adjust to the new

reporting and processing formats, leading to smaller effects in the first year of

iXBRL adoption. In addition, treatment effects may also differ across adoption

cohorts due to learning effects, where later adopters adjust their reporting strate-

gies based on the behavior of early adopters. Furthermore, adoption cohorts are

defined by filer status, and the treatment effects may vary across filer types—that

is, large accelerated, accelerated, and non-accelerated filers.

To address the potential bias inherent in the traditional two-way fixed ef-

fects estimator, I employ the doubly robust estimator introduced by Sant’Anna

and Zhao (2020) and Callaway and Sant’Anna (2021) (hereafter “CS estima-

tor”). Among alternative estimators developed in recent econometric literature

(e.g., De Chaisemartin and d’Haultfoeuille (2020), Sun and Abraham (2021), and

Wing et al. (2024a)), the CS estimator offers the flexibility that is well suited for

the setting in this study. First, the mandatory iXBRL adoption is irreversible,

which satisfies the assumption of irreversible treatment in the CS estimator. Sec-

ond, as the SEC mandate requires all firms to eventually adopt iXBRL, there

are no never-treated firms but only not-yet-treated ones. The CS estimator ac-

commodates this feature by allowing not-yet-treated units as valid comparison

groups. Third, the CS estimator allows the parallel trends assumption to hold

conditional on covariates.
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2.3.2 Exogenous Assignment to Treatment Cohorts

The identification strategy in this paper relies on the assumption that the as-

signment to treatment cohorts is exogenous to firms’ disclosure strategy. Under

the SEC’s iXBRL mandate, the timing of iXBRL adoption is determined by a

firm’s filer status, which is primarily defined by the firm’s public float. Public

float refers to the market value of a company’s shares held by public shareholders.

Typically, a large accelerated filer, whose required compliance date is June 15,

2019, is a public firm with a public float of $700 million or more. An accelerated

filer, which is required to comply by June 15, 2020, is a public firm with a public

float of $75 million or more but less than $700 million. A non-accelerated filer,

whose compliance date is June 15, 2021, is a public firm with a public float of less

than $75 million. According to the SEC’s final rule, the phase-in schedule was

designed to lower the initial iXBRL transition costs for smaller filers, as these

costs tend to have a greater impact on them. This phase-in approach is expected

to ease the transition burden on smaller filers by allowing filing agents and soft-

ware vendors to accumulate iXBRL expertise and offer more competitive pricing

over time.

Although the accessibility and quality of firm sustainability information is

not directly endogenous to the timing of iXBRL adoption, the public float itself

may be correlated with firms’ sustainability disclosure practices. For example,

larger firms, which tend to have higher public float, are generally subject to

greater investor scrutiny and regulatory oversight. Consequently, they often ex-

hibit more transparent and standardized disclosure practices. This implies that

the accessibility and comparability of sustainability information may be system-

atically higher for firms assigned to earlier adoption cohorts.

Nevertheless, the identifying assumption in a DiD framework does not re-

quire the same baseline levels, but rather that the outcomes of treated and control

groups would have followed similar trends in the absence of treatment. To fur-

ther mitigate concerns about potential confounders, I control for firm fixed effects

and a set of firm characteristics, including firm size, financial performance, and
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capital structure. Consistent with the assumption of parallel trends, the analy-

ses of dynamic effects, which are presented in Section 2.5, show no evidence of

differential trends in the years before the iXBRL adoption.

Another threat to the exogeneity assumption is that if firms manipulated

their public float to alter their filer status and delay compliance with the manda-

tory iXBRL adoption, for example to align compliance timing with their dis-

closure strategies, then the estimates will be biased. To address this concern, I

examine the distribution of public float around the $75 million and $700 million

thresholds. If large accelerated filers attempted to delay the iXBRL adoption by

lowering their public float, we would expect an excess number of firms just below

the $700 million threshold in fiscal year 2019 (i.e., fiscal year ending between June

15, 2019, and June 14, 2020). However, as shown in Panel (a) of Figure 2.1, the

distribution appears smooth around the threshold. Similarly, if accelerated filers

manipulated their public float to delay compliance, we would expect to observe

a spike in the number of firms just below the $75 million threshold in fiscal year

2020 (i.e., fiscal year ending between June 15, 2020, and June 14, 2021). Panel

(b) of Figure 2.1 reveals no noticeable discontinuity at this cutoff. Overall, these

patterns suggest no evidence of manipulation.

2.3.3 Regression Specification

The following difference-in-differences specification is estimated using the CS es-

timator in the main analysis:

yi,t = β0 + β1Post-iXRBLi,t + γ′X + FE + ϵi,t, (2.1)

where yi,t denotes the outcome variable of firm i in fiscal year t. The variable of

interest is Post-iXBRLi,t, which is a dummy equal to one if firm i files its 10-K

report for fiscal year t in iXBRL, and zero otherwise. The coefficient β1 captures

the average treatment effect of iXBRL adoption. The vector X controls for pre-
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treatment covariates,5 which include firm size (= natural logarithm of book value

of total assets), return on assets (= operating income before depreciation divided

by book value of total assets), and leverage (= book value of total debt divided

by book value of total assets). FE includes firm and year fixed effects. Standard

errors are clustered at the firm level.

2.4 Data and Sample

2.4.1 Data and Main Variables

2.4.1.1 Filer Status and iXBRL Adoption

I collect data on firms’ filer status, iXBRL adoption status, fiscal year-end dates,

and 10-K filing dates from the SEC’s EDGAR system. These information are used

to determine the timing of each firm’s compliance with the iXBRL mandate.

2.4.1.2 The Extent of Sustainability Disclosure

I measure the extent of firms’ sustainability disclosure using the Bloomberg ESG

disclosure score, which measures the volume and transparency of a company’s

publicly reported ESG data. The score ranges from 0 to 100, with higher values

indicating more comprehensive disclosure. The score is solely based on the ex-

tent of ESG disclosure, not the firm’s actual ESG performance. Thus, a higher

score does not necessarily imply stronger sustainability outcomes. Bloomberg’s

methodology for calculating this score remained consistent throughout the sample

period used in this study.

5For time-varying covariates, the CS estimator uses values lagged by one period for the
estimation of pre-treatment periods, and values from the last period before treatment begins
for the estimation of post-treatment periods.
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2.4.1.3 ESG Rating Disagreement

I obtain ESG ratings from three major ESG rating providers, namely, MSCI, Re-

finitiv ASSET4, and S&P Global. These rating agencies did not make significant

methodological changes during the sample period of this study. Drawing on the

approach in Avramov et al. (2022), I measure firm-level ESG rating disagree-

ment as the standard deviation of the firm’s percentile ranks across all available

raters in a given year. Specifically, for each rater-year, I sort all firms covered by

the rater within the 6-digit Global Industry Classification Standard (GICS) code

according to the original rating scores and compute the percentile rank (scaled

between 0 and 1) for each firm-rater-year observation. The firm-level ESG rating

disagreement in each year is measured as the standard deviation of the firm’s

percentile ranks across all raters. This measure leverages all available ratings

without requiring common rater coverage.

2.4.1.4 Other Data

I obtain data on company ESG risk incidents from RepRisk and firm-level green-

house gas (GHG) emissions from the Trucost dataset. Firm characteristics, in-

cluding value of total assets, return on assets, and leverage, are extracted from

the Compustat database.

2.4.2 Sample Construction and Summary Statistics

The sample construction begins with all firms covered by Compustat that have

valid 10-K filings submitted to the SEC. The sample period spans fiscal years

2016 to 2020, corresponding to fiscal years ending between June 15, 2016, and

June 14, 2020. I exclude fiscal year 2021 and beyond because valid control units

are no longer available after 2020. The SEC’s iXBRL mandate requires all firms

to comply by fiscal year 2021. As a result, starting in 2021, there are no never-

treated or not-yet-treated firms that can serve as the clean controls required by
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the robust CS estimator, as discussed in Section 2.3.1. Next, I retain firm-year

observations that are covered by Bloomberg’s ESG disclosure score and have ESG

ratings from at least two of the three ESG rating agencies: MSCI, Refinitiv AS-

SET4, and S&P Global. Finally, I drop voluntary iXBRL adopters, restricting

the sample to mandated adopters only.6 The resulting sample consists of 6,562

firm-year observations covering 1,491 unique firms.

Table 2.1 presents summary statistics for the sample. Panel A shows that

73.6% of the 1,491 firms adopted iXBRL in 2019, 23.5% in 2020, and 2.9% in

2021. Panel B reports that the average firm has an ESG disclosure score of 39.5.

Firms in the sample exhibit considerable disagreement across ESG rating agen-

cies, with greater divergence observed in the social and governance performance

scores compared to the environmental performance score. In terms of firm char-

acteristics, the average firm has total assets of $2.95 billion, a return on assets of

0.09, and a leverage ratio of 0.29.

2.5 Empirical Results

2.5.1 Effects of Digital Reporting on the Extent of Sus-

tainability Disclosure

I begin by examining whether digital reporting improves the extent of firms’ sus-

tainability disclosure. Table 2.2 reports the estimates of Equation (2.1), where

the dependent variable is the raw Bloomberg disclosure score. Panel A presents

the average treatment effects over the first two fiscal years following iXBRL adop-

tion. Column (1) shows that the overall ESG disclosure score increases by 3.15

6Firms may voluntarily adopt iXBRL before their assigned compliance date under the SEC’s
exemptive order or by the SEC’s discretion. Since a firm’s decision to accelerate adoption may
be endogenous to its disclosure supply or strategies, I identify and exclude voluntary adopters in
the main analysis. However, excluding them may itself introduce endogenous sample selection,
as firms effectively self-select into or out of the sample. To address this concern, I repeat the
main analysis without excluding voluntary adopters for robustness. As shown in Appendix
Tables A2.1–A2.3, the results remain qualitatively unchanged, and the estimated coefficient of
interest is quantitatively close to that in the main analysis.
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points, which is 8% of the sample mean. Columns (2)–(4) show that the adoption

of iXBRL also results in statistically significant increases in each of the environ-

mental, social, and governance disclosure scores.

Figure 2.2 plots the dynamic effects, and Panel B of 2.2 reports the esti-

mated coefficients for the post-iXBRL periods. The dynamic analysis shows that

the effect of iXBRL adoption materializes gradually over time. This pattern is

consistent with the expectation that firms and information users face an initial

learning curve and implementation costs in adapting to the new reporting format,

which can delay the full impact of digital reporting. As shown in panels (a)–(d)

of Figure 2.2, the coefficients prior to the iXBRL adoption oscillate around zero

and show no evidence of pre-trends.

The observed increase in Bloomberg disclosure scores following iXBRL adop-

tion reflects two potential channels. First, as described in Section 2.2, digital re-

porting enhances the machine readability of sustainability disclosure by tagging

data and making narrative information more structured. This allows Bloomberg

to detect and extract ESG-relevant content more efficiently, even if the actual vol-

ume of sustainability disclosure remains unchanged. Second, firms may respond

to the digital reporting format by expanding the actual scope and detail of their

sustainability disclosure.

To verify that firms indeed disclose more sustainability information in re-

sponse to the digital reporting mandate, I conduct a textual analysis of 10-K

reports as a robustness check. Using a fine-tuned ESG-BERT model (Schimanski

et al., 2024), I identify ESG-related sentences in 10-K reports.7 I then re-estimate

Equation (2.1) with the fraction of ESG-related sentences in each 10-K report as

the dependent variable. The result, shown in column (5) of Table 2.2, indicates

that the fraction of ESG-related sentences increases by 0.9 percentage points fol-

lowing iXBRL adoption, which corresponds to 23% of the sample mean.

Overall, the empirical evidence in this section suggests that digital reporting

7I focus on Item 1 “Business,” Item 1A “Risk Factors,” and Item 7 “Management’s Discussion
and Analysis of Financial Condition and Results of Operations” (MD&A), as sustainability-
related information is most frequently disclosed in these sections.The textual analysis is con-
ducted on 10-K reports whose text was correctly extracted and parsed, resulting in fewer ob-
servations than in the main sample.
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substantially enhances the accessibility and breadth of corporate sustainability

information.

2.5.2 Effects of Digital Reporting on ESG Rating Dis-

agreement

This section examines whether digital reporting improves the comparability of

corporate sustainability information and helps address the long-standing issue of

ESG rating disagreement.

In Section 2.1, I hypothesize that the adoption of iXBRL reduces ESG rating

disagreement more strongly for firms that disclosed more sustainability informa-

tion prior to the mandate. To test this hypothesis, I split the sample based on

firms’ Bloomberg ESG disclosure scores during fiscal years 2016–2018. The high-

disclosure (low-disclosure) group consists of firms whose median ESG disclosure

score over 2016–2018 is above (below) the sample median calculated over the

same period. I then estimate Equation (2.1) separately for each subsample, using

disagreement in the environmental, social, and governance performance scores as

the dependent variables.8 Particularly, I include rater-set fixed effects to account

for systematic disagreement arising from divergence in scope, measurement, and

weight across rating agencies. This ensures that treated firms are compared with

control firms covered by the same set of rating agencies.

Panel A of Table 2.3 presents the static treatment effects. The dynamic ef-

fects are plotted in Figure 2.3, with the corresponding estimates for post-iXBRL

periods reported in Panel B of Table 2.3. The results for the disagreement in

social and governance performance scores are consistent with the hypothesis.

Among high-disclosure firms, the dynamics show that disagreement in the social

and governance performance scores declines significantly in the second year of

iXBRL adoption. As for the static treatment effects, an average high-disclosure

8I focus on pillar-level disagreement rather than overall ESG score disagreement to isolate
iXBRL’s effects from agency-specific weighting schemes used to aggregate pillar scores.
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firm experiences a 14.8%9 drop in social score disagreement and a 19.0%10 drop

in governance score disagreement in the first two fiscal years following the adop-

tion of iXBRL. By contrast, no significant changes are observed for low-disclosure

firms. Moreover, Figure 2.3 shows no evidence of pre-trends.

Nevertheless, I find no similar pattern for environmental score disagreement.

This makes sense, as environmental metrics tend to be more standardized and less

subjective than social and governance dimensions,11 thereby leaving less room for

digital reporting to improve comparability or reduce analyst disagreement.

2.5.3 Effects of Digital Reporting on the Quality of Sus-

tainability Reporting

2.5.3.1 Predictive Power of ESG Ratings

The hypothesis that digital reporting increases cheap talk in sustainability report-

ing can lead to the following testable prediction. If the additional sustainability

information disclosed under digital reporting is substantive, ESG ratings should

become more informative and exhibit stronger predictive power for firms’ real

sustainability outcomes. In contrast, if firms mainly engage in cheap talk, we

expect to observe no significant improvement in the predictive power of ESG rat-

ings following the adoption of digital reporting.

To test this prediction, I estimate the following regression separately for the

periods before and after iXBRL adoption:

yi,t+1 = β0 + β1log(ESG Scorei,t) + γ′Xi,t + FE + ϵi,t, (2.2)

where yi,t+1 represents one of several negative sustainability outcomes of firm i in

fiscal year t+1. I examine whether, relative to pre-iXBRL periods, the coefficient

9 DiD estimate
High-disclosure subsample mean = −0.036

0.244 = 14.8%
10 DiD estimate

High-disclosure subsample mean = −0.047
0.248 = 19.0%

11Consistent with this notion, summary statistics in Table 2.1 show that both the mean and
standard deviation of environmental score disagreement are lower than those for the social and
governance scores.
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β1 becomes significantly more negative (or less positive) after iXBRL adoption.

The vector X stacks control variables, including firm size, return on assets, and

leverage.

The first set of sustainability outcomes I examine are firms’ greenhouse gas

(GHG) emissions, including total, direct (i.e., Scope 1 emissions), and indirect

(i.e., Scope 2 and Scope 3 emissions) emissions.12 Table 2.4 presents the results.

Across all three ESG rating agencies, MSCI, Refinitiv ASSET4, and S&P Global,

there is no statistically significant change in the association between ESG scores

and future GHG emissions following iXBRL adoption. The results are consistent

across total, direct, and indirect emissions.

Next, I analyze the predictive power of ESG scores for future ESG risk inci-

dents and report the results in Table 2.5. Columns (1) and (2) show that, across

all three ESG rating agencies, there is no significant change in the association be-

tween ESG scores and the probability of future ESG risk incidents after iXBRL

adoption. Columns (3) and (4) examine the number of future incidents, restrict-

ing the sample to firms that experience at least one incident in the following

fiscal year. For ASSET4 and S&P Global, the post-iXBRL association between

the number of future incidents and ESG scores does not significantly differ from

the pre-iXBRL periods. For MSCI, while the association between ESG scores and

the number of future incidents becomes more negative after iXBRL adoption, it

is only weakly significant at the 10% level.

Also, as shown in Appendix Table A2.4, the probability of having an ESG risk

incident for an average firm remains between 0.3 and 0.4 throughout 2016–2021.

Therefore, the absence of improvement in predictive power is unlikely to be driven

by a decline in the overall incidence of ESG issues over time.

Overall, these results provide no consistent evidence that the predictive

power of ESG ratings for firms’ future sustainability outcomes improves after

the adoption of digital reporting. Together with the earlier findings that iXBRL

increases in the extent of sustainability disclosure, these results suggest that much

12Scope 1 emissions are direct GHG emissions from sources owned or controlled by the firm.
Scope 2 emissions are from the firm’s consumption of purchased energy. Scope 3 emissions arise
from upstream and downstream activities in the firm’s value chain.
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of the additional information disclosed under digital reporting may be superficial

rather than substantive. To validate that these results are driven by firms’ dis-

closure strategies rather than methodological changes by ESG rating agencies, I

next conduct a textual analysis of firms’ 10-K reports.

2.5.3.2 Evidence of Cheap Talk from Textual Analysis

To examine the textual content of sustainability disclosure in 10-K reports, I

proceed as follows. First, I identify ESG-related sentences in Item 1 “Business,”

Item 1A “Risk Factors,” and Item 7 “Management’s Discussion and Analysis of

Financial Condition and Results of Operations” using a fine-tuned ESG-BERT

model (Schimanski et al., 2024). Second, I classify each ESG-related sentence

into commitment, specific commitment,13 non-specific commitment,14 and non-

commitment categories using a fine-tuned BERT model based on the Climate-

BERT model (Bingler et al., 2024). Third, for each of the commitment, specific

commitment, and non-specific commitment categories, I calculate the fraction of

sentences in that category relative to the total number of ESG-related sentences

in each 10-K report. Finally, I re-estimate Equation (2.1) using these fractions as

the dependent variables. The regressions include rater-coverage fixed effects to

address the concern that changes in a firm’s ESG disclosure strategy may partly

reflect adjustments to specific raters’ methodologies rather than the adoption

of iXBRL. This textual analysis is conducted on 10-K reports whose text was

correctly extracted and parsed, resulting in fewer observations than in the main

sample.

Panel A of Table 2.6 reports the estimated static treatment effects, and

Panel B presents the dynamic effects. Column (1) of Panel A shows that, out

of ESG-related content in an average 10-K report, the fraction of ESG commit-

13Example of a specific ESG commitment: “In February 2019, we began offsetting 100% of
carbon emissions generated by shipping on Etsy.com, which represent 97% of our total measured
emissions.”

14Example of a non-specific ESG commitment: “Our mission is to ‘Keep Commerce Human’,
and we’re committed to using the power of business and technology to strengthen communities
and empower people around the world.”
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ment sentences increases by 3.7 percentage points in the first two years following

iXBRL adoption, which corresponds to 28% of the sample mean. This increase in

commitments is primarily driven by non-specific statements. Specifically, column

(2) of Panel A shows that the fraction of non-specific ESG commitment sentences

rises by 3.1 percentage points, while column (3) indicates no significant change

in specific ESG commitments. Figure 2.4 plots the dynamic effects and shows no

evidence of pre-trends.

The textual analysis reveals that the increase in sustainability disclosure fol-

lowing iXBRL adoption is primarily driven by non-specific commitments rather

than concrete, verifiable actions. This pattern is consistent with the notion of

cheap talk, where firms expand the volume of sustainability-related statements

without providing substantive information about their actual practices.

2.6 Conclusion

This paper examines the impact of digital reporting on the sustainability infor-

mation environment. Exploiting the SEC’s iXBRL mandate as an exogenous

shock, I provide novel evidence on how digital reporting formats affect the ex-

tent, comparability, and quality of corporate sustainability disclosure. The main

findings are threefold. First, digital reporting induces firms to expand the vol-

ume of sustainability disclosure. Second, it mitigates ESG rating disagreement.

Third, while sustainability disclosure becomes more extensive and comparable,

firms engage more in cheap talk. These results suggest that digital reporting im-

proves the accessibility and comparability of corporate sustainability information

but may undermine its quality.

This paper highlights both the promise and unintended consequences of

emerging technologies in shaping the information environment and informs policy

debates on how digital tools can advance, but also complicate, the sustainable

finance agenda.
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Figure 2.1: Assessment of Manipulation: Distribution of Public Float
Around Mandate Thresholds

(a) Around $700 million Threshold, Fiscal Year 2019

(b) Around $75 million Threshold, Fiscal Year 2020

Note. This figure plots the distribution of firm public float around the SEC thresholds that
determine filer status. Panel (a) displays the distribution around the $700 million threshold for
fiscal year 2019 (i.e., fiscal year ending between June 15, 2019, and June 14, 2020). Panel (b)
displays the distribution around the $75 million threshold for fiscal year 2020 (i.e., fiscal year
ending between June 15, 2020, and June 14, 2021).



CHAPTER 2 91

Figure 2.2: Dynamic Effect of iXBRL on the Extent of Sustainability Dis-
closure

(a) ESG (b) Environmental

(c) Social (d) Governance

(e) Textual Measure

Note. This figure plots the Callaway & Sant’Anna estimates of dynamic treatment effects. In
Panels (a)–(d), the dependent variable is the Bloomberg ESG disclosure score, environmental
disclosure score, social disclosure score, and governance disclosure score, respectively. All dis-
closure scores are on a scale from 0 to 100. In panel (e), the dependent variable is the fraction
of ESG-related sentences to the total number of sentences in Item1, Item 1A and Item 7 of
a given firm’s 10-K report. All specifications include firm and year fixed effects and control
for pre-treatment firm characteristics (Firm Size, ROA, and Leverage), as defined in Table 2.1.
The bands around the coefficient estimates represent the 95% confidence intervals. Standard
errors are clustered at the firm level.
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Figure 2.3: Dynamic Effect of iXBRL on ESG Rating Disagreement

(a) Environmental (b) Social

(c) Governance

Note. This figure plots the Callaway & Sant’Anna estimates of dynamic treatment effects. The
dependent variable is the level of disagreement in the environmental, social, and governance
performance scores for a given firm’s performance in a given fiscal year. The construction of
the disagreement measure is described in Section 2.4.1.3. The high-disclosure (low-disclosure)
group consists of firms whose median Bloomberg ESG disclosure score over 2016–2018 is above
(below) the sample median calculated over the same period. All specifications include firm, year,
and rater-set fixed effects and control for pre-treatment firm characteristics (Firm Size, ROA,
and Leverage), as defined in Table 2.1. The bands around the coefficient estimates represent
the 95% confidence intervals. Standard errors are clustered at the firm level.
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Figure 2.4: Dynamic Effect of iXBRL on ESG Commitments

(a) Total Commitments

(b) Non-specific Commitments
(c) Specific Commitments

Note. This figure plots the Callaway & Sant’Anna estimates of dynamic treatment effects.
The dependent variable is the fraction of ESG commitment sentences to the total number of
ESG-related sentences in Item1, Item 1A and Item 7 of a given firm’s 10-K report for a given
fiscal year. Panels (a), (b), and (c) report results for total, non-specific, and specific ESG
commitments, respectively. All specifications include firm, year, and rater-set fixed effects and
control for pre-treatment firm characteristics (Firm Size, ROA, and Leverage), as defined in
Table 2.1. The bands around the coefficient estimates represent the 95% confidence intervals.
Standard errors are clustered at the firm level.
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Table 2.1: Summary Statistics

Panel A: iXBRL Adoption by Fiscal Year

Adoption Year Num. of Firms Percent

2019 1,097 73.57

2020 351 23.54

2021 43 2.88

Panel B: Summary Statistics for Main Variables

N Mean SD P25 P50 P75

Bloomberg Disclosure Score

ESG Disclosure Score 6,562 39.53 10.85 31.98 34.54 44.90

Environmental Disclosure Score 6,562 14.56 19.45 0 2.08 24.80

Social Disclosure Score 6,562 18.22 11.51 11.03 13.60 22.73

Governance Disclosure Score 6,562 85.62 5.18 84.29 84.98 87.48

ESG Rating Disagreement

ESG Disagreement 6,497 0.19 0.14 0.08 0.16 0.27

Environmental Disagreement 6,497 0.17 0.13 0.07 0.14 0.24

Social Disagreement 6,497 0.22 0.15 0.11 0.20 0.32

Governance Disagreement 6,497 0.22 0.15 0.11 0.21 0.32

Sustainability Outcomes

ESG Risk Incidents (1/0) 6,313 0.40 0.49 0 0 1

ESG Risk Incidents (num.) 6,313 6.09 23.35 0 0 3

Total GHG Emissions (log) 6,443 12.57 2.11 11.18 12.60 13.92

Direct GHG Emissions (log) 6,439 10.08 2.45 8.49 10.01 11.45

Indirect GHG Emissions (log) 6,443 12.37 2.05 11.03 12.42 13.66

Firm Characteristics

Firm Size 6,562 7.99 1.69 6.80 7.79 8.98

ROA 6,562 0.09 0.16 0.06 0.11 0.16

Leverage 6,562 0.29 0.25 0.11 0.27 0.42

Note. This table presents summary statistics for the sample. Panel A shows the distribution
of the 1,491 unique firms by the fiscal year of iXBRL adoption. Fiscal year t is defined as the
fiscal year ending between June 15 of calendar year t–1 and June 14 of calendar year t. Panel B
reports summary statistics for firm-year level variables. The Bloomberg ESG, environmental,
social, and governance disclosure scores are on a scale from 0 to 100. The construction of ESG
rating disagreement measures is described in Section 2.4.1.3. The indicator variable ESG Risk
Incidents (1/0) is equal to 1 if a firm experiences at least one ESG risk incident in a given year
and 0 otherwise. ESG Risk Incidents (num.) is the number of ESG risk incidents. Total GHG
Emissions is the natural logarithm of a firm’s total greenhouse emissions in a year (in tCO2e).
Direct GHG Emissions is the natural logarithm of a firm’s Scope 1 greenhouse emissions in
a year (in tCO2e). Indirect GHG Emissions is the natural logarithm of a firm’s Scope 2 and
Scope 3 greenhouse emissions in a year (in tCO2e). Firm Size is the natural logarithm of book
value of assets (in $ million). ROA is return on assets, calculated as the operating income
before depreciation divided by book value of total assets. Leverage is measured as the book
value of total debt divided by book value of total assets.
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Table 2.2: iXBRL Adoption and the Extent of Sustainability Disclosure

Dep. var = Bloomberg Disclosure Score Textual

ESG Env. Soc. Gov. Measure

(1) (2) (3) (4) (5)

Panel A: Static Treatment Effect

Post-iXBRL 3.151*** 6.337*** 2.154*** 0.968*** 0.009**

(0.518) (1.080) (0.805) (0.135) (0.004)

Panel B: Post-iXBRL Dynamic Effect

Post-iXBRL (Rel. Yr = 0) 1.106*** 2.445*** 0.872 0.004 0.002

(0.376) (0.712) (0.614) (0.142) (0.001)

Post-iXBRL (Rel. Yr = 1) 5.815*** 11.408*** 3.824** 2.223*** 0.020**

(1.073) (2.301) (1.647) (0.206) (0.009)

Obs. 6,562 6,562 6,562 6,562 5,100

Controls Yes Yes Yes Yes Yes

Firm FE Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes

Note. This table presents the Callaway & Sant’Anna estimates from the static DiD regression:
yi,t = β0+β1Post-iXRBLi,t+γ′X+FE+ ϵi,t, and from its dynamic specification. The event
window covers [–3, +1] years relative to the first year of iXBRL adoption. Panel A reports
static treatment effect estimates, and Panel B reports dynamic effect estimates for post-iXBRL
periods. In columns (1)-(4), the dependent variable yi,t is the Bloomberg ESG disclosure score,
environmental disclosure score, social disclosure score, and governance disclosure score for fiscal
year t of firm i, respectively. All disclosure scores are on a scale from 0 to 100. Column (5)
applies a textual disclosure measure: yi,t is the fraction of ESG-related sentences to the total
number of sentences in Item1, Item 1A and Item 7 of firm i’s 10-K report for fiscal year t.
Post-iXBRLi,t is a dummy equal to one if firm i files its 10-K report for fiscal year t in iXBRL,
and zero otherwise. All specifications control for pre-treatment firm characteristicsX, including
Firm Size, ROA, and Leverage, as defined in Table 2.1. Standard errors are clustered at the
firm level and are reported in parentheses. ***, **, and * indicate statistical significance at the
1%, 5%, and 10% levels, respectively.
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Table 2.3: iXBRL Adoption and ESG Rating Disagreement

Dep. var = ESG Rating Disagreement

Env. Soc. Gov.

(1) (2) (3) (4) (5) (6)

Panel A: Static Treatment Effect

Post-iXBRL -0.067** -0.007 -0.002 -0.036*** 0.057 -0.047***
(0.031) (0.008) (0.025) (0.011) (0.070) (0.014)

Panel B: Post-iXBRL Dynamic Effect

Post-iXBRL (Rel. Yr = 0) -0.026 -0.000 0.015 0.004 -0.019 0.021
(0.018) (0.011) (0.020) (0.016) (0.031) (0.022)

Post-iXBRL (Rel. Yr = 1) -0.109* -0.016** -0.019 -0.092*** 0.134 -0.145***

(0.060) (0.007) (0.045) (0.008) (0.137) (0.008)

Obs. 2,931 3,127 2,931 3,127 2,931 3,127
Controls Yes Yes Yes Yes Yes Yes

Firm FE Yes Yes Yes Yes Yes Yes
Rater-set FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
Level of ESG disclosure Low High Low High Low High

Note. This table presents the Callaway & Sant’Anna estimates from the static DiD regression:
yi,t = β0+β1Post-iXRBLi,t+γ′X+FE+ ϵi,t, and from its dynamic specification. The event
window covers [–3, +1] years relative to the first year of iXBRL adoption. Panel A reports
static treatment effect estimates, and Panel B reports dynamic effect estimates for post-iXBRL
periods. The dependent variable yi,t is the level of disagreement in the environmental, social,
and governance performance scores for firm i’s performance in fiscal year t. The construction of
the disagreement measure is described in Section 2.4.1.3. The high-disclosure (low-disclosure)
group consists of firms whose median Bloomberg ESG disclosure score over 2016–2018 is above
(below) the sample median calculated over the same period. Post-iXBRLi,t is a dummy
equal to one if firm i files its 10-K report for fiscal year t in iXBRL, and zero otherwise. All
specifications control for pre-treatment firm characteristics X, including Firm Size, ROA, and
Leverage, as defined in Table 2.1. Standard errors are clustered at the firm level and are reported
in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels,
respectively.
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Table 2.4: Predictive Power of ESG score for Next Period’s Greenhouse
Gas Emissions

Dep. var = log(GHG Emissions)

Toal Direct Indirect

After

iXBRL

Before

iXBRL

After

iXBRL

Before

iXBRL

After

iXBRL

Before

iXBRL

(1) (2) (3) (4) (5) (6)

Panel A: MSCI

log(ESG Score) 0.007 -0.036 -0.033 -0.129** 0.019 -0.032

(0.057) (0.024) (0.099) (0.054) (0.060) (0.022)

Difference in Coefficients 0.043 0.096 0.051

p-value 0.460 0.369 0.386

Obs. 5,936 5,936 5931 5931 5,936 5,936

Panel B: Refinitiv ASSET4

log(ESG Score) 0.037 0.070* -0.155 0.032 0.042 0.064*

(0.061) (0.039) (0.123) (0.055) (0.060) (0.037)

Difference in Coefficients -0.033 -0.187 -0.022

p-value 0.651 0.165 0.755

Obs. 6,296 6,296 6291 6291 6,296 6,296

Panel C: S&P Global

log(ESG Score) -0.051 0.037 -0.259 0.008 -0.040 0.025

(0.065) (0.032) (0.158) (0.055) (0.066) (0.031)

Difference in Coefficients -0.088 -0.267 -0.065

p-value 0.218 0.108 0.375

Obs. 4,129 4,129 4,127 4,127 4,129 4,129

Controls Yes Yes Yes Yes Yes Yes

Firm FE Yes Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes Yes

Note. This table reports the estimates from regression: yi,t+1 = β0 + β1log(ESG Scorei,t) +
γ′Xi,t + FE + ϵi,t. The dependent variable yi,t+1 is the natural logarithm of greenhouse gas
emissions of firm i in year t + 1. Total, direct, and indirect emissions are defined in Table
2.1. log(ESG Scorei,t) is the natural logarithm of the ESG score assigned to firm i for its
year t’s performance, provided by MSCI (Panel A), Refinitiv ASSET4 (Panel B), and S&P
Global (Panel C). The regressions are estimated separately for the periods before and after

iXBRL adoption. “Difference in Coefficients” is calculated as βAfter iXBRL
1 − βBefore iXBRL

1 .
All specifications control for firm characteristics X, including Firm Size, ROA, and Leverage,
as defined in Table 2.1. Standard errors are clustered at the firm level and are reported in
parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels,
respectively.
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Table 2.5: Predictive Power of ESG score for Next Period’s ESG Risk
Incidents

Dep. var = ESG Risk Incidents

Indicator (0/1) Number (log)

After

iXBRL

Before

iXBRL

After

iXBRL

Before

iXBRL

(1) (2) (3) (4)

Panel A: MSCI

log(ESG Score) 0.038* 0.005 -0.092 0.053

(0.023) (0.016) (0.071) (0.065)

Difference in Coefficients 0.033 -0.144*

p-value 0.161 0.062

Obs. 5,785 5,785 2,378 2,378

Panel B: Refinitiv ASSET4

log(ESG Score) 0.111*** 0.116*** 0.148 0.288***

(0.027) (0.019) (0.113) (0.077)

Difference in Coefficients -0.005 -0.140

p-value 0.865 0.219

Obs. 6,160 6,160 2,526 2,526

Panel C: S&P Global

log(ESG Score) 0.114*** 0.121*** 0.205* 0.132

(0.034) (0.029) (0.123) (0.096)

Difference in Coefficients -0.007 0.072

p-value 0.871 0.599

Obs. 4,006 4,006 1,603 1,603

Controls Yes Yes Yes Yes

Industry FE Yes Yes Yes Yes

Year FE Yes Yes Yes Yes

Note. This table reports the estimates from regression: yi,t+1 = β0 + β1log(ESG Scorei,t) +
γ′Xi,t + FE + ϵi,t. Columns (1) and (2) are based on the full sample, and the dependent
variable yi,t+1 is an indicator equal to one if firm i experiences at least one ESG risk incident in
year t+ 1. Columns (3) and (4) restrict the sample to firms that experience at least one ESG
risk incident in year t + 1, and the dependent variable yi,t+1 is the natural logarithm of the
number of incidents for firm i in year t+ 1. log(ESG Scorei,t) is the natural logarithm of the
ESG score assigned to firm i for its year t’s performance, provided by MSCI (Panel A), Refinitiv
ASSET4 (Panel B), and S&P Global (Panel C). The regressions are estimated separately for
the periods before and after iXBRL adoption. “Difference in Coefficients” is calculated as
βAfter iXBRL
1 − βBefore iXBRL

1 . All specifications control for firm characteristics X, including
Firm Size, ROA, and Leverage, as defined in Table 2.1. Standard errors are clustered at the
firm level and are reported in parentheses. ***, **, and * indicate statistical significance at the
1%, 5%, and 10% levels, respectively.
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Table 2.6: iXBRL Adoption and ESG Commitments

Dep. var = Fraction of ESG Commitment Sentences

Total Non-specific Specific

(1) (2) (3)

Panel A: Static Treatment Effect

Post-iXBRL 0.037** 0.031** 0.006

(0.016) (0.014) (0.020)

Panel B: Post-iXBRL Dynamic Effect

Post-iXBRL (Rel. Yr = 0) -0.001 -0.006 0.005

(0.014) (0.014) (0.003)

Post-iXBRL (Rel. Yr = 1) 0.086*** 0.078*** 0.008

(0.033) (0.025) (0.046)

Obs. 5,082 5,082 5,082

Controls Yes Yes Yes

Firm FE Yes Yes Yes

Rater-set FE Yes Yes Yes

Year FE Yes Yes Yes

Note. This table presents the Callaway & Sant’Anna estimates from the static DiD regression:
yi,t = β0 + β1Post-iXRBLi,t + γ′X + FE + ϵi,t, and from its dynamic specification. The
event window covers [–3, +1] years relative to the first year of iXBRL adoption. Panel A
reports static treatment effect estimates, and Panel B reports dynamic effect estimates for
post-iXBRL periods. The dependent variable yi,t is the fraction of ESG commitment sentences
to the total number of ESG-related sentences in Item1, Item 1A and Item 7 of firm i’s 10-K
report for fiscal year t. Columns (1), (2), and (3) report results for total, non-specific, and
specific ESG commitments, respectively. Post-iXBRLi,t is a dummy equal to one if firm i files
its 10-K report for fiscal year t in iXBRL, and zero otherwise. All specifications control for
pre-treatment firm characteristics X, including Firm Size, ROA, and Leverage, as defined in
Table 2.1. Standard errors are clustered at the firm level and are reported in parentheses. ***,
**, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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2.7 Appendix

Figure A2.1: Example - Etsy’s Reporting of Workforce Diversity

(a) Pre-iXBRL: Unstructured Narrative Text

(b) Post-iXBRL: Tagged Structured Table

Note. This figure presents another example from Etsy, Inc.’s 10-K filings to illustrate how the
adoption of iXBRL changes the presentation and accessibility of sustainability-related informa-
tion. Panel (a) is a screenshot of Etsy’s form 10-K for the fiscal year ended December 31, 2017.
Prior to iXBRL adoption, the company disclosed its workforce diversity through unstructured
narrative text. Panel (b) displays the corresponding section from Etsy’s form 10-K for the
fiscal year ended December 31, 2020, viewed in an iXBRL viewer. Following iXBRL adoption,
Etsy reported the racial and ethnic composition of its workforce in a structured table with
iXBRL tags. These tags specify data elements such as the reporting concept (e.g., “Percentage
of Management Who Are Black or African American”), relevant dimensions (e.g., fiscal period,
race/ethnicity category, and employee group), and associated percentage changes. This struc-
tured tagging enables efficient and consistent extraction by automated systems and facilitates
comparability across firms and time.
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Figure A2.2: Example - Etsy’s Reporting of Impact Strategy

(a) Pre-iXBRL: Unstructured Image

(b) Post-iXBRL: Structured HTML Table

Note. This figure provides an example from Etsy, Inc.’s 10-K filings to illustrate how the adop-
tion of iXBRL changes the presentation and accessibility of sustainability-related information.
Panel (a) is a screenshot of Etsy’s form 10-K for the fiscal year ended December 31, 2017. Prior
to iXBRL adoption, the company disclosed its impact strategy using a static image, which was
readable by humans but invisible to machines. Panel (b) shows the corresponding section from
Etsy’s form 10-K for the fiscal year ended December 31, 2020. Following iXBRL adoption, the
same content was reformatted into structured HTML tables, making it easily extractable by
algorithms.
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Table A2.1: Robustness: iXBRL Adoption and the Extent of Sustainability
Disclosure (Including Voluntary Adopters)

Dep. var = Bloomberg Disclosure Score Textual

ESG Env. Soc. Gov. Measure

(1) (2) (3) (4) (5)

Post-iXBRL 2.692*** 5.466*** 1.747** 0.866*** 0.008**

(0.485) (0.950) (0.733) (0.141) (0.003)

Obs. 7,718 7,718 7,718 7,718 5,948

Controls Yes Yes Yes Yes Yes

Firm FE Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes

Note. This table replicates the static difference-in-differences analysis in Table 2.2 but includes
firms that voluntarily adopted iXBRL prior to their mandatory compliance date. Standard
errors are clustered at the firm level and are reported in parentheses. ***, **, and * indicate
statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table A2.2: Robustness: iXBRL Adoption and ESG Rating Disagreement
(Including Voluntary Adopters)

Dep. var = ESG Rating Disagreement

Env. Soc. Gov.

(1) (2) (3) (4) (5) (6)

Post-iXBRL -0.059** -0.008 0.005 -0.045*** 0.054 -0.040***

(0.028) (0.007) (0.022) (0.010) (0.063) (0.013)

Obs. 3,339 3,534 3,339 3,534 3,339 3,534

Controls Yes Yes Yes Yes Yes Yes

Firm FE Yes Yes Yes Yes Yes Yes

Rater-set FE Yes Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes Yes

Level of ESG disclosure Low High Low High Low High

Note. This table replicates the static difference-in-differences analysis in Table 2.3 but includes
firms that voluntarily adopted iXBRL prior to their mandatory compliance date. Standard
errors are clustered at the firm level and are reported in parentheses. ***, **, and * indicate
statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table A2.3: Robustness: iXBRL Adoption and ESG Commitments (Includ-
ing Voluntary Adopters)

Dep. var = Fraction of ESG commitment sentences

Total Non-specific Specific

(1) (2) (3)

Post-iXBRL 0.038** 0.031*** 0.007

(0.015) (0.012) (0.018)

Obs. 5,778 5,778 5,778

Controls Yes Yes Yes

Firm FE Yes Yes Yes

Rater-set FE Yes Yes Yes

Year FE Yes Yes Yes

Note. This table replicates the static difference-in-differences analysis in Table 2.6 but includes
firms that voluntarily adopted iXBRL prior to their mandatory compliance date. Standard
errors are clustered at the firm level and are reported in parentheses. ***, **, and * indicate
statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table A2.4: Probability of ESG Risk Incidents by Fiscal Year

Fiscal Year Mean of ESG Risk Incidents (1/0)

2016 0.378

2017 0.399

2018 0.349

2019 0.379

2020 0.340

2021 0.334

Note. This table reports the annual mean of the indicator variable ESG Risk Incidents (1/0),
which is equal to one if a firm experiences at least one ESG risk incident in a given fiscal year
and 0 otherwise. Fiscal year t is defined as the fiscal year ending between June 15 of calendar
year t–1 and June 14 of calendar year t.
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Abstract

This paper investigates the association between common ownership and corporate

sustainability performance, as well as the moderating role of public attention to

environmental issues. Using data on Chinese A-share listed firms, we show that

common ownership is positively associated with firms’ sustainability performance,

and that this relationship is positively moderated by local public attention to en-

vironmental issues. Moreover, the channel through which common ownership is

associated with sustainability performance varies with the level of public atten-

tion: the information transmission channel dominates in regions with high public

attention to environmental issues, whereas the governance channel becomes more

pronounced in regions with low public attention.
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3.1 Introduction

In recent years, the rising focus on sustainability issues has reshaped corporate

behavior and investment practices globally. Investors, regulators, and consumers

are increasingly concerned with how firms manage sustainability-related risks and

responsibilities. This shift has been amplified by information about sustainability

issues and corporate behavior becoming more accessible and visible to the public.

As public awareness and scrutiny grow, investors and firms are under increasing

pressure to align their operations with sustainability principles.

While prior research on firms’ sustainability outcomes has emphasized the

role of either firm ownership structures or societal pressures in isolation, much less

is known about how these two forces interact to influence sustainability outcomes.

Understanding this interaction can have important practical implications. For in-

vestors, it helps better tailor their engagement strategies. For policy makers, it

offers insights into how regulatory interventions and public awareness campaigns

can be more effectively targeted. For firms, it helps guide efficient strategic align-

ment with evolving stakeholder expectations. Motivated by these considerations,

we explore how ownership structures and societal pressures interact and jointly

shape firms’ sustainability outcomes.

Specifically, this paper investigates how common ownership and local public

attention to environmental issues jointly predict the sustainability performance

of Chinese public firms. We first test the association between common ownership

and firms’ sustainability performance, and the moderating role of public atten-

tion to environmental issues. We then explore two potential channels through

which common ownership may predict better sustainability performance: (i) by

facilitating the transmission of sustainability-related knowledge across industry

peers (the information transmission channel), and (ii) by strengthening internal

governance oversight (the governance channel). Furthermore, we assess how the

strength of these channels varies with the level of local public attention.

Using a comprehensive sample of Chinese public firms from 2011 to 2022,

our empirical analysis document three main findings. First, common ownership
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is positively associated with firms’ sustainability performance, and this associa-

tion is strengthened in cities with higher public attention to environmental issues.

Second, we provide evidence consistent with both the information transmission

channel and the governance channel. Third, the relative strength of these two

channels depends on public attention: the information transmission channel dom-

inates in cities with higher public attention to environmental issues, while the

governance channel plays a more prominent role in cities with lower public atten-

tion.

Our findings are consistent with theories of common ownership. These the-

ories suggest that common owners have incentives to maximize the value of their

overall portfolios by reducing negative externalities or increasing positive exter-

nalities across portfolio firms (e.g., Hansen and Lott Jr (1996); López and Vives

(2019)). Since sustainability issues are increasingly recognized as a source of sys-

tematic risk, common owners, who are typically large institutional investors, are

subject to heightened public and regulatory scrutiny. As a result, they may have

incentives to mitigate negative externalities from regulatory interventions and

reputational damage, and generate positive externalities, such as reputational

gains, by promoting stronger sustainability performance among their portfolio

firms. These incentives are likely to be amplified in regions with higher pub-

lic attention to environmental issues. When sustainability issues receive greater

social visibility, the reputational costs of inaction and worse sustainability perfor-

mance increase, while the positive externalities of promoting sustainability perfor-

mance increase. In addition, common owners are often universal owners who hold

highly-diversified and long-term portfolios with significant stakes, which means

that their portfolios are inevitably exposed to systematic risks, such as climate

change. Therefore, they have incentives to internalize exposure to climate change

by improving the sustainability outcomes of their portfolio firms.

An alternative explanation for the observed positive association between

common ownership and firms’ sustainability performance is reverse causality.

That is, firms with stronger sustainability performance might attract more com-

mon owners. While this paper does not aim to provide causal evidence, we at-
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tempt to rule out reverse causality as an alternative explanation by leveraging the

Green Finance Reform and Innovation Pilot Policy, which was launched by the

Chinese government in 2017. This policy promoted green financial instruments,

reduced corporate greenhouse gas emissions, increased firm green innovation and

improved firms’ sustainability-related risk management. If reverse causality were

the primary explanation, we would expect a significant increase in common own-

ership in firms headquartered in pilot provinces. To test this, we conduct a

difference-in-differences analysis and find no significant increase in common own-

ership following the policy. This result suggests that reverse causality is unlikely

to drive our baseline findings.

Turning to the positive moderating role of public attention, a potential con-

founding factor is the intensity of local environmental regulations. A higher

intensity of environmental regulations may induce the local public to pay more

attention to environmental issues. Meanwhile, firms and common owners are

subject to stricter regulatory compliance requirements. We address this concern

by splitting the sample into high- and low-intensity subsamples based on city-

level regulatory intensity, measured using the frequency of keywords related to

environmental regulations in annual reports of city governments. The positive

moderating effect of public attention remains robust in both subsamples, with

no significant difference between them, suggesting that the observed moderating

effect cannot be entirely attributable to local regulatory enforcement.

To further explore the link between common ownership and sustainability

performance, we examine two potential channels: the information transmission

channel and the governance channel.

The information transmission channel emphasizes that common owners fa-

cilitate the diffusion of sustainability-related knowledge and practices across their

portfolio firms. This idea builds on existing studies showing that firms’ disclosure

generates informational spillovers that improve peers’ information environments,

leading to higher liquidity and lower costs of capital for peer firms (Admati and

Pfleiderer, 2000; Bushee and Leuz, 2005; Chen et al., 2013; Shroff et al., 2017).

To internalize these externalities, common owners encourage their portfolio firms
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to provide more voluntary disclosure (Park et al., 2019). Overall, common own-

ership can reduce information frictions and facilitate the spread of sustainability

knowledge and resources across firms, thereby allowing portfolio firms to adopt

industry-leading practices more efficiently and reduce the costs of trial-and-error

in implementing sustainability initiatives.

The governance channel emphasizes the role of common owners in monitor-

ing and influencing their portfolio firms’ decisions. Common owners are typically

large institutional investors who hold significant stakes in their portfolio firms.

They have the capacity to strengthen managerial oversight, discourage short-

termism, and promote long-term investments in sustainability through mecha-

nisms such as active engagement and divestment. For example, Kang et al.

(2018) show that institutional owners holding multiple blocks in the same indus-

try are more likely to perform effective monitoring. Dyck et al. (2019) find that

institutional investors improve firms’ environmental and social performance, par-

ticularly when the investors are from foreign countries with strong sustainability

norms. They also show that institutional investors promote such improvements

primarily through private engagement with firms they already hold.

The relative dominance of the two channels is likely to vary with the level of

public attention to environmental issues. When public attention is high, firms face

greater scrutiny and social pressure from local stakeholders, such as consumers,

media, and policymakers. These external pressures translate into societal ex-

pectations for firms’ sustainability behavior, and firms that fail to respond risk

reputational damage. Heightened reputational concerns therefore increase firms’

incentives to improve their sustainability performance. In such contexts, the pri-

mary constraint for firms is not the willingness to act, but the lack of sufficient

knowledge and resources to implement effective practices. Common owners can

alleviate this constraint by transmitting sustainability-related knowledge and re-

sources, making the information transmission channel particularly effective, while

reducing the need to rely on costly governance interventions.

By contrast, when public attention to environmental issues is low, external

scrutiny and pressure from stakeholders is weaker and firms face limited repu-
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tational consequences for poor sustainability performance. In this setting, firms

have fewer incentives to actively improve their sustainability practices, even when

relevant knowledge or resources are available. As a result, the information trans-

mission channel may not effectively induce significant changes in sustainability

practices. Nevertheless, common owners, and especially universal owners, may

still have incentives to push for improvements in sustainability performance, with

the aim to internalize systematic externalities such as climate change. Common

owners may need to rely more heavily on governance mechanisms to influence

corporate sustainability behavior. Consequently, we expect the governance chan-

nel to dominate under low public attention.

To test the information transmission and governance channels, we conduct

a mediation analysis following the framework of Baron and Kenny (1986) and es-

timate the statistical significance of the mediated effect using the bootstrapping

method. The bootstrapping method is recommended because it does not require

the mediated effects to follow a normal distribution (Shrout and Bolger, 2002).

We proxy the information transmission channel using the natural logarithm

of the average Bloomberg ESG disclosure score of peer firms that are commonly

held with the focal firm. We first show that common ownership predicts greater

ESG disclosure by peer firms. We then show that, when regressing firm ESG per-

formance on common ownership, the coefficient on common ownership becomes

statistically significantly smaller after controlling for the average ESG disclosure

of commonly held peer firms. These results are consistent with the hypothesis

that common ownership is positively associated with firms’ sustainability perfor-

mance, at least partially, via the information transmission channel.

We capture the governance channel using the focal firms’ internal control

quality, measure by China’s Dibo Internal Control Index. The Dibo Internal Con-

trol Index covers multiple dimensions of corporate governance, including compli-

ance with laws and regulations, operational efficiency, reliable financial reporting,

and effective risk management. We first show that common ownership predicts

stronger internal control quality. We then find that, when regressing firm ESG

performance on common ownership, the coefficient on common ownership be-
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comes statistically significantly smaller after controlling for the focal firm’s inter-

nal control quality. These results are consistent with the hypothesis that common

ownership is positively associated with firms’ sustainability performance, at least

partially, through the governance channel.

To test the relative dominance of the two channels under different levels

of public attention to environmental issues, we split the sample based on the

sample mean of city-level public attention. Firms headquartered in cities with

public environmental attention above (below) the sample mean are categorized

into the subsample of high (low) public attention group. We then repeat the

mediation analysis of each channel within these subsamples. Our findings are

consistent with our predictions: the information transmission channel is more

prominent in high-attention regions, whereas the governance channel dominates

in low-attention regions.

This paper contributes to two strands of literature. The first strand examines

the impact of societal pressure on corporate sustainability performance. Scrutiny

from governments and the public has been shown to encourage more voluntary

reporting on corporate social responsibility (e.g., Cho and Patten (2007); Delmas

and Toffel (2008); Reid and Toffel (2009); Marquis and Qian (2014); Cho et al.

(2015)). In addition, higher levels of public attention also incentivize firms to

invest in green innovation, energy efficiency, and emissions reduction (Pan and

He, 2022; Zhou and Ding, 2023). The second strand of literature examines the

role of ownership structure in corporate sustainability. Prior studies suggest that

institutional ownership motivates firms to have more their CSR reporting and

activities (e.g., Dhaliwal et al. (2011); Solomon et al. (2011); Dyck et al. (2019);

Chen et al. (2020)). As for common ownership, existing evidence is mixed regard-

ing whether it promotes or hinders corporate sustainability performance.(e.g., Dai

and Qiu (2021); Cheng et al. (2022); Hirose and Matsumura (2022))

While prior research has examined ownership structure or public pressure in

isolation, this paper highlights their interaction by analyzing how public atten-

tion to environmental issues moderates the association between common owner-

ship and firms’ sustainability performance. In addition, this paper advances the
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understanding of the mechanisms linking common ownership and sustainability

performance. It distinguishes between the information transmission and gover-

nance channels and demonstrates that their relative importance varies with the

level of public attention.

The rest of this paper is organized as follows. Section 3.2 describes the data

sources, variable construction, and sample. Section 3.3 conducts baseline analy-

sis. Section 3.4 examines the information transmission and governance channels.

Section 3.5 concludes.

3.2 Data and Sample

3.2.1 Data and Variables

3.2.1.1 Independent Variable: Firm Common Ownership

We obtain firm ownership data from the CSMAR database. Following He and

Huang (2017), we define a common owner of a firm as a shareholder who holds

at least 5% of the outstanding shares in the focal firm as well as at least 5% of

the outstanding shares in one or more other firms within the same industry. We

measure firm common ownership by the number of common owners. Specifically,

we obtain the number of common owners of each firm on a quarterly basis, and

compute the annual common ownership of a firm (COMMON ) as the natural

logarithm of the average number of common owners across the four quarters in a

year. As discussed by Gerardi et al. (2023), this measure does not depend on firm

market shares or control rights, thereby reducing endogeneity and measurement

validity issues.

We use 5% as the threshold because previous literature has generally noted

that investors with a 5% stake have the motivation and ability to monitor man-

agement behavior (Shleifer and Vishny, 1986). In addition, this threshold aligns

with company laws in China, where a 5% equity holding is frequently recognized
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as a significant stake that grants substantial influence over firm governance. We

show in Section 3.3.4 that our results are robust to alternative measures of com-

mon ownership.

3.2.1.2 Dependent Variable: Firms’ Sustainability Performance

We measure firms’ sustainability performance by the firm’s overall environmen-

tal, social, and governance performance score (ESG) provided by Sino-Securities

Index ESG ratings (hereinafter referred to as SINO). SINO ESG scores are on

a scale of 0 (worst) to 100 (best). Compared with other major ESG rating

agencies, SINO has the most comprehensive coverage of China’s A-share listed

firms. Hence, using SINO ESG scores ensures that our analysis includes the most

complete and representative dataset for China’s A-share market. Nevertheless,

we show in Section 3.3.4 that our results are robust to ESG scores provided by

alternative rating agencies.

3.2.1.3 Moderating Variable: Public Attention to Environmental Is-

sues

Following Pan and He (2022), Zhou and Ding (2023), and Barwick et al. (2024),

we use Baidu Search Index to measure public attention. Baidu Search Index,

which is similar to Google Trends, is a search intensity index provided by China’s

largest search engine service provider, Baidu. Baidu Search Index tracks city-

level frequency of keyword search queries from both desktop and mobile users on

a daily basis. A higher index indicates a higher search frequency. We measure

public attention to environmental issues (ATTN ) in a given city in a given year

by the annual total Baidu Search Index of the keyword “environmental pollution”

in that city.
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3.2.1.4 Control Variables

We control for the following firm characteristics that potentially affect firms’ sus-

tainability performance and common ownership: firm size (SIZE ), age (AGE ),

leverage (LEV ), return on assets (ROA), Tobin’s Q (TOBINQ), whether the firm

is audited by a Big Four accounting firm (BIG4 ), cash flow ratio (CASH ), man-

agement expense ratio (MEXP), management shareholding ratio (MSHARE ), in-

stitutional ownership (INST ), and the degree of industrial concentration (HHI ).

Data for all control variables are obtained from the CSMAR database. All vari-

ables are defined in Appendix Table A3.1.

3.2.2 Sample Construction and Summary Statistics

Our sample begins in 2011, the first year that Baidu Search Index becomes avail-

able, and ends in 2022 based on data availability of SINO ESG scores. We start

with all A-share listed firms in China from 2011 to 2022. After excluding ST

companies, financial institutions, and observations with missing values for main

variables, our final sample consists of 33,043 firm-year observations.

Table 3.1 presents the summary statistics of the entire sample. The ESG

score ranges from 57.9 to 84.1. An average firm has a ESG score of 73.4, which

corresponds to a B rating1, indicating that the sustainability performance of

Chinese firms is relatively poor. The Baidu Search Index of “environmental pol-

lution” ranges from 8.5 to 1,148, with a standard deviation of 216.4, indicating

that significant variation exists in the level of public attention to environmental

pollution across cities. COMMON ranges from 0 to 1.0, indicating that the av-

erage number of common owners in a firm in a given year ranges from 0 to 2 in

our sample.

1SINO ESG ratings: Leaders-AAA, AA, A, BBB; Average-BB, B, CCC; Laggard-CC, C.
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3.3 Baseline Analysis

3.3.1 Common Ownership and Firms’ Sustainability Per-

formance

To examine the association between common ownership and Firms’ Sustainability

Performance, we estimate the following regression:

ESGi,t = β0 + β1COMMONi,t + γ′Xi,t + IND + PROV + Y EAR+ ϵi,t, (3.1)

where ESGi,t is the natural logarithm of firm i’s overall ESG performance score

from SINO in year t. COMMONi,t is common ownership of firm i in year t. The

vectorXi,t stacks all the control variables listed out in Section 3.2.1. All variables

are defined in Appendix Table A3.1. We include industry (IND) and province

(PROV ) fixed effects to account for unobservable industry-specific characteris-

tics and province-level regulations that might influence baseline sustainability

performance and common ownership patterns. We also include year fixed effects

(YEAR) to control for common trends in sustainability, such as policy shifts and

evolving social norms towards sustainable development.

Results are presented in column (1) of Table 3.2. The coefficient on COM-

MON is 0.913 and is significant at the 1% level. This finding indicates that com-

mon ownership is positively associated with firms’ sustainability performance.

The positive association is consistent with theories of common ownership,

which suggest that common owners seek to maximize the value of their over-

all portfolios by reducing negative externalities or fostering positive spillovers

across the firms they hold (e.g., Hansen and Lott Jr (1996); López and Vives

(2019)). As sustainability has become a central concern for policymakers and

the public, common owners, who are typically large institutional investors, are

subject to heightened public and regulatory scrutiny. Such scrutiny increases

common owners’ incentives to mitigate negative externalities from regulatory in-

terventions and reputational damage, and generate positive externalities, such as
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reputational gains, by promoting stronger sustainability performance among their

portfolio firms. In addition, since many common owners are universal investors

who hold highly diversified and long-term portfolios with significant stakes, they

are inevitably exposed to systematic risks. This risk exposure further strength-

ens their incentives to internalize sustainability-related systematic risks, such as

climate change, by improving sustainability outcomes of their portfolio firms.

3.3.2 The Moderating Role of Public Attention to Envi-

ronmental Issues

To test the moderating effect of public attention to environmental issues, we

estimate the following regression:

ESGi,t = β0 + β1COMMONi,t + β2COMMONi,t ×ATTNc,t + β3ATTNc,t

+ γ′Xi,t + IND + PROV + Y EAR+ ϵi,c,t,
(3.2)

where the moderating variable, ATTNc,t, captures public attention to environ-

mental issues in year t in city c where firm i is headquartered. Control variables,

stacked in the vector Xi,t, are the same as in Equation (3.1). The coefficient β2

captures the moderating effect.

Results are reported in column (2) of Table 3.2. The coefficient on the in-

teraction term COMMON×ATTN is 0.476 and is significant at the 1% level.This

result indicates that the positive association between common ownership and

firms’ sustainability performance becomes stronger in cities with higher levels of

public attention to environmental issues. This positive moderating effect of public

attention is consistent with the view that heightened societal scrutiny increases

the reputational and political costs of weak sustainability performance, while

amplifying the benefits of stronger practices. Under such conditions, common

owners have stronger incentives to promote sustainability across their portfolio

firms, thereby reinforcing the positive relationship between common ownership

and firms’ sustainability outcomes.
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3.3.3 Alternative Explanations

3.3.3.1 Reverse Causality

One potential concern is that the positive association between common ownership

and sustainability performance may be driven by reverse causality. While this

paper does not aim to provide causal evidence, we attempt to mitigate reverse

causality as an alternative explanation by leveraging the Green Finance Reform

and Innovation Pilot Policy launched by the Chinese government. This policy

promoted green financial instruments, reduced corporate greenhouse gas emis-

sions, increased firm green innovation and improved firms’ sustainability-related

risk management. If common owners intentionally select firms with outstanding

sustainability performance, we should observe a significant increase in common

ownership in firms located in pilot provinces. To test this, we conduct a difference-

in-differences analysis using the following specification:

COMMONi,t = β0 + β1TREATi × POSTt + γ′Xi,t + FIRM + Y EAR+ ϵi,c,t.

(3.3)

The policy was lunched in 2017, and the dummy variable POSTt is equal to

one for the years 2018-2022 and zero otherwise. The dummy variable TREATi

is equal to one if firm i is headquartered in a pilot province and zero otherwise.

The specification includes firm and year fixed effects. The control variables are

the same as in Equation (3.1) and Equation (3.2).

The results are reported in column (1) of Table 3.3. The estimated coefficient

on the interaction term TREATi×POSTt is not significantly positive, indicating

no significant increase in common ownership in following the policy. This finding

suggests that reverse causality is unlikely to drive our baseline results.

3.3.3.2 Environmental Regulations

The moderating effect of public attention may be confounded by different inten-

sities of environmental regulatory enforcement across cities. Cities with stronger
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environmental regulations may experience both higher levels of public attention

and more sustainable corporate behavior. To address this concern, we split the

sample based on the intensity of city-level environmental regulations and re-

examine the moderation effect within each subsample.

To proxy the intensity of city-level environmental regulations, we take the

proportion of the total counts of 14 keywords2 related to environmental regula-

tions in city government annual reports. We then categorize firms headquartered

in cities with environmental regulation intensity higher (lower) than the sample

median into the strong (weak) environmental regulation subsample. Equation

(3.2) is estimated for each subsample, and the results are reported in columns (2)

and (3) of Table 3.3. The coefficients of the interaction term COMMON×ATTN

are significantly positive in both groups, with no significant difference (p-value of

Chow test = 0.897) between the two groups. These results imply that the moder-

ating effect of public attention holds regardless of the strength of environmental

regulations and cannot be explained by strong local environmental regulations.

3.3.4 Robustness Checks

We next conduct a series of robustness checks to show that our results are robust

to alternative measures of common ownership, firms’ sustainability performance

and public attention to environmental issues.

3.3.4.1 Alternative Measure of Common Ownership

Following He and Huang (2017), we use the total percentage holdings by com-

mon owners in a firm (COMSHARE ) and the natural logarithm of the number

of cross owners holding at least a 10% stake in a firm (COMMON10 ) as two

alternative measures of common ownership. We re-estimate Equations (3.1) and

(3.2) with the alternative measures and report the estimates in Appendix Ta-

2The 14 keywords are: environmental protection, pollution, energy consumption, emission
reduction, sewage discharge, ecological, green, low carbon, air, chemical oxygen demand, sulfur
dioxide, carbon dioxide, PM10, PM2.5.
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ble A3.2. According to columns (1) and (3), the coefficients on COMSHARE

and COMMON10 are both positive and significant the 1% level. According to

columns (2) and (4), the coefficients of the interaction terms between common

ownership and public attention to environmental issues, COMSHARE×ATTN

and COMMON10×ATTN, respectively, are both positive and statistically sig-

nificant. Hence, our results are robust to the alternative measures of common

ownership.

3.3.4.2 Alternative Measure of Firms’ Sustainability Performance

We replace the SINO ESG score with the ESG score provided by another ESG

rating agency in China, WIND. We re-estimate Equations (3.1) and (3.2) with

the alternative measures and report the estimated coefficients in Appendix Table

A3.3. According to column (1), the coefficient on COMMON remains signifi-

cantly positive. According to column (2), the coefficient on the interaction term

COMMON×ATTN is positive and significant at the 1% level. These results sug-

gest that our main findings are robust across different ESG rating methodologies

and agencies.

3.3.4.3 Alternative Measure of Public Attention to Environmental

Issues

In China, haze has been one of the most serious environmental issues and at

the forefront of public concern. Therefore, we use Baidu Search Index of the

keyword “haze” as an alternative proxy for the public attention to environmental

issues (ATTN H). The estimated coefficients of Equations (3.1) and (3.2) are

reported in Appendix Table A3.4. Column (2) shows that the coefficient of the

interaction term COMMON×ATTN H remains positive and significant at the 1%

level, indicating that the moderating effect of public attention to environmental

issues is robust to the alternative measure of the public attention.
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3.4 Channels

This section investigates the channels through which common ownership is pos-

itively associated with firms’ sustainability performance: the information trans-

mission channel and the governance channel.

3.4.1 Information Transmission Channel

As discussed in Section 3.1, common ownership may help reduce information fric-

tions and promotes the diffusion of sustainability knowledge and practices across

firms, enabling portfolio firms to adopt leading practices more effectively and to

lower the costs associated with trial-and-error in implementing sustainability ini-

tiatives. Common owners, by holding stakes in multiple firms within the same

industry, are well-positioned to transfer knowledge from one firm to others. More-

over, information disclosure by one firm tends to generate spillovers of positive

market outcomes, such as higher liquidity and lower cost of capital, to its peer

firms (Admati and Pfleiderer, 2000; Bushee and Leuz, 2005; Shroff et al., 2017).

To internalize these positive externalities, common owners may demand more

public disclosure from their portfolio firms.

This reasoning predicts that common ownership induces firms to provide

more disclosure, and Park et al. (2019) provide evidence consistent with this pre-

diction. Therefore, we capture the information transmission channel using the

natural logarithm of the average Bloomberg ESG disclosure score of commonly

held peer firms within the same industry of firm i (DIS ). The Bloomberg ESG

disclosure score, on a scale from 0 to 100, measures the comprehensiveness of

firms’ ESG disclosure. A higher (lower) score indicates that more (less) ESG

information is disclosed by the given firm.

We then perform a mediation analysis following the framework of Baron and

Kenny (1986) and estimate the statistical significance of the mediated effect using

the bootstrapping method. The bootstrapping method is recommended because

it does not require the mediated effects to follow a normal distribution (Shrout
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and Bolger, 2002). The results are reported in Table 3.4.

The mediation analysis is based on the sample without missing values for

the variable DIS. First, we verify that the baseline positive association between

common ownership and firms’ sustainability performance still holds in this sam-

ple. Column (1) of Table 3.4 shows that the coefficient on COMMON is 0.831

and significant at the 1% level, confirming the baseline result. Then, column (2)

shows that COMMON is positively associated with DIS, validating that common

ownership predicts greater ESG disclosure by commonly held peer firms. Finally,

column (3) re-estimates the specification in column (1) but additionally controls

for DIS. The coefficient on COMMON decreases by 0.01 relative to column (1).

Although the change in magnitude is marginal, the reduction is statistically sig-

nificant at the 1% level. Therefore, we cannot reject the hypothesis that common

ownership is positively associated with firms’ sustainability performance, at least

partially, via the information transmission channel.

3.4.2 Governance Channel

As discussed in Section 3.1, the governance channel highlights how common own-

ers monitor and influence the decisions of the firms in their portfolios. Common

owners are typically large institutional investors with the capacity to strengthen

managerial oversight, discourage short-termism, and promote long-term invest-

ments in sustainability through mechanisms such as active engagement and di-

vestment.

We capture the governance channel using firm-level internal control qual-

ity (INTERNAL), measured by China’s Dibo Internal Control Index. The Dibo

Internal Control Index covers multiple dimensions of corporate governance, in-

cluding compliance with laws and regulations, operational efficiency, reliable fi-

nancial reporting, and effective risk management, with a higher index indicating

stronger internal control quality. This approach builds on the assumption that

if common owners rely heavily on active engagement or divestment to intervene

in firms’ management, such interventions should be reflected in improvements in
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corporate governance. Prior literature provides both theoretical and empirical

support for this assumption. For instance, Edmans et al. (2019) develop a model

showing that common ownership can enhance governance through both voice and

exit, while Dimson et al. (2015), using proprietary data from a single institutional

investor, show that corporate governance improves following successful ESG en-

gagements.

We conduct a mediation analysis and present the results in table 3.5. The

mediation analysis is based on the sample without missing values for the variable

INTERNAL. Column (1) of Table 3.5 shows that the baseline positive associa-

tion between common ownership and firms’ sustainability performance continues

to hold in this sample, with the coefficient on COMMON being positive (0.923)

and significant at the 1% level. Column (2) then shows that COMMON is pos-

itively associated with INTERNAL, validating that common ownership predicts

improvements in corporate governance. Finally, column (3) re-estimates the spec-

ification in column (1) but additionally controls for INTERNAL. The coefficient

on COMMON decreases by 0.038 relative to Column (1), and the reduction is

statistically significant at the 1% level. These results are consistent with the hy-

pothesis that common ownership is positively associated with firms’ sustainability

performance, at least partially, via the governance channel.

3.4.3 Dominant Channel under Different Levels of Public

Attention

This section tests the hypothesis that the relative strength of the two channels

depends on the level of public attention to environmental issues. Specifically, the

information transmission channel is expected to be more effective when public

attention is high, while the governance channel is expected to dominate when

public attention is low. To test these predictions, we split the sample based on

the mean level of city-level public attention. Firms headquartered in cities with

public environmental attention above (below) the sample mean are categorized
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into the subsample of high (low) public attention group.

We first repeat the mediation analysis of the two channels in the high-public-

attention subsample and present the results in Table 3.6. Columns (1) and (2)

report the results for the information transmission channel. Comparing column

(2) to column (1), the coefficient on COMMON decreases by 0.014 after con-

trolling for DIS. Despite that the change in magnitude is small, the reduction

is statistically significant at the 5% level. Columns (3) and (4) show the results

for the governance channel. Comparing column (4) to column (3), the coefficient

on COMMON decreases by 0.027 after controlling for INTERNAL, but the re-

duction is not statistically significant. These results suggest that, relative to the

governance channel, information transmission channel tend to dominantly drive

the positive association between common ownership and firms’ sustainability per-

formance when public attention to environmental issues is high, consistent with

our prediction.

We then repeat the mediation analysis of the two channels in the low-public-

attention subsample and present the results in Table 3.7. Columns (1) and (2)

report the results for the information transmission channel. Comparing column

(2) to column (1), the coefficient on COMMON decreases by only 0.006 after con-

trolling for DIS, and the change is statistically insignificant. Columns (3) and (4)

show the results for the governance channel. Comparing column (4) to column

(3), the coefficient on COMMON decreases by 0.039 after controlling for INTER-

NAL, and the reduction is statistically significant at the 5% level. These results

suggest that, relative to the information transmission channel, the governance

channel primarily drive the positive association between common ownership and

firms’ sustainability performance when public attention to environmental issues

is low, consistent with our prediction.
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3.5 Conclusion

This paper examines the association between common ownership and corporate

sustainability performance, as well as the moderating role of public attention

to environmental issues. Using data on Chinese A-share listed firms, we find

a positive association between common ownership and firms’ sustainability per-

formance. We then provide evidence consistent with the following two chan-

nels. First, common owners facilitate the transmission of sustainability-related

knowledge and resources across their portfolio firms, improving firms’ efficiency

to adopt industry-leading sustainability practices. Second, common owners pro-

moting firms’ sustainability performance by exerting governance forces.

Moreover, we find that the relative importance of these two channels de-

pends on the external social environment: the information transmission channel

dominates in cities with higher public attention to environmental issues, while

the governance channel plays a more prominent role in cities with lower public

attention.

Overall, our findings shed light on the interaction between common owner-

ship and public pressure in shaping firms’ sustainability performance, with prac-

tical implications for investors and policymakers. Recognizing that the dominant

channel varies with the level of public pressure can help investors better tailor

their engagement strategies: in regions with high public attention, facilitating

information sharing and peer learning may be more effective, whereas in low-

attention regions, strengthening direct governance oversight becomes more criti-

cal. Furthermore, policymakers aiming to promote corporate sustainability may

consider enhancing public awareness and scrutiny by increasing public access to

local and firm-level sustainability-related information.
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Table 3.1: Summary Statistics

Variable N Mean SD Min Median Max

ESG (raw) 33,043 73.386 5.018 57.87 73.66 84.15

ATTN (raw) 33,043 224.503 215.742 8.486 171.907 1147.888

COMMON 33,043 0.104 0.255 0 0 1.099

SIZE 33,043 22.188 1.278 19.956 21.988 26.21

AGE 33,043 2.016 0.939 0 2.197 3.367

LEV 33,043 0.409 0.204 0.051 0.399 0.885

ROA 33,043 0.044 0.063 -0.204 0.042 0.227

TOBINQ 33,043 2.008 1.256 0.848 1.6 8.215

BIG4 33,043 0.059 0.236 0 0 1

CASH 33,043 0.048 0.068 -0.152 0.047 0.243

MEXP 33,043 0.086 0.066 0.008 0.069 0.399

MSHARE 33,043 0.148 0.203 0 0.015 0.691

INST 33,043 0.431 0.25 0.002 0.445 0.909

HHI 33,043 0.084 0.089 0.016 0.053 0.59

Note. This table presents the summary statistics for the main variables used in this study. All
variables are defined in Appendix Table A3.1. For ease of interpretation, this table reports the
summary statistics of the raw score value of ESG and the raw index value of ATTN.
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Table 3.2: Baseline Results

Dep. Var = ESG (1) (2)

COMMON 0.913*** -1.524*

(0.188) (0.848)

COMMON×ATTN 0.478***

(0.163)

ATTN -0.063

(0.088)

SIZE 1.325*** 1.323***

(0.062) (0.062)

AGE -0.809*** -0.774***

(0.068) (0.068)

LEV -4.372*** -4.339***

(0.311) (0.310)

ROA 9.590*** 9.527***

(0.761) (0.753)

TOBINQ -0.104*** -0.106***

(0.037) (0.037)

BIG4 0.372* 0.340

(0.210) (0.213)

CASH -0.180 -0.390

(0.536) (0.528)

MEXP -3.387*** -2.910***

(0.769) (0.763)

MSHARE 1.613*** 1.547***

(0.354) (0.353)

INST 0.592** 0.574**

(0.286) (0.283)

HHI 0.513 0.480

(0.732) (0.738)

Constant 46.829*** 47.110***

(1.296) (1.355)

Industry FE Yes Yes

Province FE Yes Yes

Year FE Yes Yes

N 33,043 33,043

Adj. R2 0.206 0.215

Note. This table reports baseline results. Column (1) estimates Equation (3.1). Column (2)
estimates Equation (3.2). Standard errors are clustered at the firm level and are reported in
parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels,
respectively.
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Table 3.3: Alternative Explanations

Dep. Var = COMMON Dep. Var = ESG

Reverse Causality
Environmental Regulations

Strong Weak

(1) (2) (3)

TREAT×POST -0.028*

(0.016)

COMMON -1.588 -1.358

(1.036) (1.071)

COMMON×ATTN 0.461** 0.465**

(0.199) (0.206)

ATTN -0.076 -0.034

(0.102) (0.110)

Controls Yes Yes Yes

Firm FE Yes No No

Industry FE No Yes Yes

Province FE No Yes Yes

Year FE Yes Yes Yes

N 33,043 15,507 17,536

Adj. R2 0.709 0.213 0.218

p-value of Chow Test 0.897

Note. This table tests alternative explanations: reverse causality in Column (1) and environ-
mental regulations in Columns (2) and (3). Column (1) presents the estimates of Equation
(3.3). Columns (2) and (3) report the estimates of Equation (3.2) across subsamples defined
by the intensity of local environmental regulations. Firms headquartered in cities with regula-
tion intensity above (below) the sample median form the strong (weak) regulation subsample.
Standard errors are clustered at the firm level and are reported in parentheses. ***, **, and *
indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 3.4: Information Transmission Channel

Dependent Variable

ESG DIS ESG

(1) (2) (3)

COMMON 0.831*** 0.432** 0.821***

(0.206) (0.196) (0.206)

DIS 0.024**

(0.011)

SIZE 1.271*** 0.083 1.269***

(0.070) (0.060) (0.070)

AGE -0.729*** 0.135* -0.732***

(0.076) (0.072) (0.076)

LEV -4.082*** -0.513* -4.070***

(0.348) (0.310) (0.348)

ROA 9.892*** 0.960 9.870***

(0.870) (0.708) (0.870)

TOBINQ -0.150*** -0.029 -0.149***

(0.040) (0.040) (0.040)

BIG4 0.404* 0.652*** 0.388*

(0.227) (0.238) (0.226)

CASH -0.070 -1.170** -0.042

(0.598) (0.506) (0.597)

MEXP -2.534*** 1.329 -2.565***

(0.884) (0.829) (0.882)

MSHARE 1.999*** 0.369 1.990***

(0.375) (0.340) (0.375)

INST 0.961*** -0.088 0.963***

(0.312) (0.289) (0.312)

HHI 0.040 -0.548 0.053

(0.980) (1.115) (0.980)

Constant 47.628*** 29.712*** 46.928***

(1.462) (1.231) (1.493)

Industry FE Yes Yes Yes

Province FE Yes Yes Yes

Year FE Yes Yes Yes

N 25,839 25,839 25,839

Adj. R2 0.194 0.774 0.194

Difference in Coefficients ((3)-(1)) = -0.010***

Bootstrapped p-value = 0.009

Note. This table presents the test results of the information transmission channel. The dif-
ference in coefficients is calculated as the coefficient on COMMON when controlling for DIS
(Column (3)) minus the coefficient on COMMON without controlling for DIS (Column (1)).
Standard errors are clustered at the firm level and are reported in parentheses. ***, **, and *
indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 3.5: Governance Channel

Dependent Variable

ESG INTERNAL ESG

(1) (2) (3)

COMMON 0.923*** 0.020** 0.885***

(0.196) (0.009) (0.193)

INTERNAL 1.872***

(0.116)

SIZE 1.374*** 0.030*** 1.318***

(0.065) (0.003) (0.064)

AGE -0.790*** -0.027*** -0.739***

(0.086) (0.004) (0.085)

LEV -4.518*** -0.127*** -4.281***

(0.326) (0.021) (0.318)

ROA 9.486*** 1.388*** 6.888***

(0.794) (0.072) (0.790)

TOBINQ -0.089** -0.018*** -0.056

(0.038) (0.003) (0.038)

BIG4 0.429* 0.018* 0.395*

(0.219) (0.009) (0.217)

CASH -0.279 -0.123*** -0.048

(0.568) (0.041) (0.561)

MEXP -3.544*** -0.291*** -3.000***

(0.806) (0.058) (0.796)

MSHARE 1.661*** 0.025 1.614***

(0.391) (0.017) (0.388)

INST 0.674** 0.002 0.670**

(0.303) (0.016) (0.299)

HHI 0.362 0.108** 0.161

(0.777) (0.045) (0.763)

Constant 45.708*** 1.408*** 43.071***

(1.352) (0.066) (1.334)

Industry FE Yes Yes Yes

Province FE Yes Yes Yes

Year FE Yes Yes Yes

N 30,673 30,673 30,673

Adj. R2 0.205 0.127 0.218

Difference in Coefficients ((3)-(1)) = -0.038***

Bootstrapped p-value = 0.007

Note. This table presents the test results of the governance channel. The difference in coef-
ficients is calculated as the coefficient on COMMON when controlling for DIS (Column (3))
minus the coefficient on COMMON without controlling for DIS (Column (1)). Standard errors
are clustered at the firm level and are reported in parentheses. ***, **, and * indicate statistical
significance at the 1%, 5%, and 10% levels, respectively.
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Table 3.6: Dominant Channel under High Public Attention

Information Transmission Governance

Dep. Var = ESG (1) (2) (3) (4)

COMMON 1.179*** 1.165*** 1.150*** 1.123***

(0.285) (0.285) (0.277) (0.275)

DIS 0.028

(0.017)

INTERNAL 1.939***

(0.173)

SIZE 1.343*** 1.342*** 1.452*** 1.395***

(0.085) (0.085) (0.085) (0.084)

AGE -0.594*** -0.597*** -0.642*** -0.590***

(0.097) (0.097) (0.120) (0.119)

LEV -4.086*** -4.069*** -4.288*** -4.082***

(0.451) (0.450) (0.449) (0.443)

ROA 10.473*** 10.409*** 10.182*** 7.685***

(1.135) (1.136) (1.137) (1.134)

TOBINQ -0.125** -0.124** -0.108** -0.084

(0.055) (0.055) (0.054) (0.054)

BIG4 0.475* 0.461* 0.425* 0.363

(0.253) (0.252) (0.251) (0.250)

CASH -1.217 -1.216 -1.080 -0.767

(0.808) (0.808) (0.809) (0.810)

MFEE -1.695* -1.749* -1.951** -1.488

(1.015) (1.014) (0.972) (0.965)

MSHARE 2.277*** 2.269*** 2.087*** 2.080***

(0.511) (0.510) (0.558) (0.554)

INST 1.678*** 1.685*** 1.620*** 1.630***

(0.426) (0.426) (0.441) (0.437)

HHI 0.170 0.243 -0.176 -0.456

(1.323) (1.321) (1.117) (1.101)

Constant 45.405*** 44.513*** 43.205*** 40.471***

(1.780) (1.824) (1.765) (1.752)

Indsutry FE Yes Yes Yes Yes

Year FE Yes Yes Yes Yes

Province FE Yes Yes Yes Yes

N 12,197 12,197 12,560 12,560

Adj. R2 0.234 0.234 0.249 0.260

Difference in Coefficients -0.014** -0.027

Bootstrapped p-value 0.044 0.197

Note. This table presents the results of channel analysis under the high level of public attention
to environmental issues. Firms headquartered in cities with public environmental attention
above the sample mean are categorized into the high-public-attention group. Columns (1) and
(2) test the information transmission channel, and the mediator variable is DIS. Columns (3)
and (4) test the governance channel, and the mediator variable is INTERNAL. For each channel,
the difference in coefficients is calculated as the coefficient on COMMON when controlling for
the mediator minus the coefficient on COMMON without controlling for the mediator. ***,
**, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table 3.7: Dominant Channel under Low Public Attention

Information Transmission Governance

Dep. Var = ESG (1) (2) (3) (4)

COMMON 0.478* 0.472* 0.660*** 0.621**

(0.267) (0.267) (0.253) (0.251)

DIS 0.020

(0.014)

INTERNAL 1.815***

(0.147)

SIZE 1.157*** 1.159*** 1.278*** 1.228***

(0.106) (0.106) (0.089) (0.087)

AGE -0.818*** -0.822*** -0.833*** -0.785***

(0.109) (0.109) (0.113) (0.111)

LEV -4.020*** -4.019*** -4.535*** -4.292***

(0.499) (0.500) (0.436) (0.423)

ROA 9.897*** 9.892*** 9.475*** 6.812***

(1.271) (1.271) (1.065) (1.061)

TOBINQ -0.206*** -0.205*** -0.090* -0.049

(0.056) (0.056) (0.052) (0.050)

BIG4 0.144 0.135 0.227 0.244

(0.381) (0.381) (0.343) (0.338)

CASH 0.980 1.013 0.453 0.627

(0.837) (0.837) (0.754) (0.740)

MFEE -3.673** -3.652** -5.031*** -4.361***

(1.477) (1.478) (1.211) (1.193)

MSHARE 1.659*** 1.662*** 1.479*** 1.420***

(0.514) (0.514) (0.504) (0.497)

INST 0.291 0.292 0.061 0.055

(0.424) (0.424) (0.391) (0.384)

HHI 0.617 0.571 0.755 0.627

(1.467) (1.470) (1.029) (1.008)

Constant 50.655*** 50.009*** 48.187*** 45.535***

(2.201) (2.265) (1.869) (1.841)

Indsutry FE Yes Yes Yes Yes

Year FE Yes Yes Yes Yes

Province FE Yes Yes Yes Yes

N 13,637 13,637 18,114 18,114

Adj. R2 0.168 0.168 0.182 0.195

Difference in Coefficients -0.006 -0.039**

Bootstrapped p-value 0.136 0.041

Note. This table presents the results of channel analysis under the low level of public attention
to environmental issues. Firms headquartered in cities with public environmental attention
below the sample mean are categorized into the high-public-attention group. Columns (1) and
(2) test the information transmission channel, and the mediator variable is DIS. Columns (3)
and (4) test the governance channel, and the mediator variable is INTERNAL. For each channel,
the difference in coefficients is calculated as the coefficient on COMMON when controlling for
the mediator minus the coefficient on COMMON without controlling for the mediator. ***,
**, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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3.6 Appendix
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Table A3.1: Variable Definitions

Variable name Variabe definition

Independent Variables

COMMON Natural logarithm of one plus the average number of common

owners of firm i across the four quarters in year t. A com-

mon owner is defined as a shareholder who hold at least 5%

of the firm’s outstanding shares as well as at least 5% of the

outstanding shares in one or more other firms within the same

industry.

COMSHARE Natural logarithm of one plus the average number of common

owners of firm i across the four quarters in year t. A com-

mon owner is defined as a shareholder who hold at least 5%

of the firm’s outstanding shares as well as at least 5% of the

outstanding shares in one or more other firms within the same

industry.

COMMON10 Natural logarithm of one plus the average number of common

owners of firm i across the four quarters in year t. A common

owner is defined as a shareholder who hold at least 10% of

the firm’s outstanding shares as well as at least 10% of the

outstanding shares in one or more other firms within the same

industry.

Dependent Variables

ESG Natural logarithm of firm i’s overall ESG performance score from

SINO in year t. The SINO ESG score is on a scale of 0 to 100.

WIND Natural logarithm of firm i’s overall ESG performance score from

WIND in year t. The WIND ESG score is on a scale of 0 to

10.

Moderating Variables

ATTN Natural logarithm of annual total Baidu Search Index of the

keyword “environmental pollution” in the city where firm i

is headquartered in year t

ATTN H Natural logarithm of annual total Baidu Search Index of the key-

word “haze” in the city where firm i is headquartered in year

t

Mediating Variables

DIS Natural logarithm of average Bloomberg ESG disclosure score of

commonly held peers firms operating in the same industry as

firm i in year t

INTERNAL Dibo Internal Control Index of firm i in year t

Control Variables

SIZE Natural logarithm of total book value of assets

AGE Natural logarithm of the number of years since the firm’s estab-

lishment

LEV Total book value of debt/Total book value of assets

ROA Return on assets

TOBINQ Tobin’s Q

BIG4 Indicator variable that equals 1 if the firm is audited by a Big

Four accounting firm in a given year, and 0 otherwise

CASH Net cash flow from operating activities/Total assets

MEXP Management expenses/Operating income

MSHARE Management shareholding/Total equity

INST The proportion of institutional investors’ shareholdings

HHI Herfindahl-Hirschman Index
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Table A3.2: Robustness: Alternative Measure of Common Ownership

Dep. Var = ESG (1) (2) (3) (4)

COMSHARE 1.711*** -2.900

(0.460) (1.954)

COMSHARE×ATTN 0.888**

(0.365)

CMMON10 1.101*** -0.775

(0.247) (1.086)

COMMON10×ATTN 0.368*

(0.207)

ATTN -0.045 -0.044

(0.087) (0.087)

SIZE 1.344*** 1.343*** 1.338*** 1.337***

(0.062) (0.062) (0.062) (0.061)

AGE -0.810*** -0.774*** -0.817*** -0.780***

(0.068) (0.068) (0.068) (0.068)

LEV -4.390*** -4.361*** -4.387*** -4.358***

(0.312) (0.311) (0.311) (0.310)

ROA 9.614*** 9.526*** 9.636*** 9.560***

(0.761) (0.754) (0.761) (0.753)

TOBINQ -0.095** -0.096*** -0.094** -0.095**

(0.037) (0.037) (0.037) (0.037)

BIG4 0.393* 0.373* 0.373* 0.354*

(0.210) (0.213) (0.209) (0.212)

CASH -0.171 -0.389 -0.171 -0.389

(0.536) (0.529) (0.535) (0.529)

MEXP -3.377*** -2.922*** -3.414*** -2.962***

(0.769) (0.762) (0.768) (0.760)

MSHARE 1.609*** 1.545*** 1.625*** 1.557***

(0.355) (0.353) (0.354) (0.353)

INST 0.585** 0.569** 0.592** 0.571**

(0.287) (0.284) (0.286) (0.283)

HHI 0.497 0.469 0.472 0.445

(0.732) (0.738) (0.730) (0.737)

Constant 46.443*** 46.590*** 46.567*** 46.724***

(1.290) (1.349) (1.288) (1.349)

Industry FE Yes Yes Yes Yes

Province FE Yes Yes Yes Yes

Year FE Yes Yes Yes Yes

N 33,043 33,043 33,043 33,043

Adj. R2 0.205 0.215 0.205 0.215

Note. This table repeats the baseline analysis with alternative measures of firm common own-
ership. Columns (1) and (2) estimate Equations (3.1) and (3.2), respectively, with COMMON
and COMMON×ATTN replaced by COMSHARE and COMSHARE×ATTN. Columns (3) and
(4) estimate Equations (3.1) and (3.2), respectively, with COMMON and COMMON×ATTN
replaced by COMMON10 and COMMON10×ATTN. All variables are defined in Appendix Ta-
ble A3.1. Standard errors are clustered at the firm level and are reported in parentheses. ***,
**, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Table A3.3: Robustness: Alternative Measure of Sustainability Perfor-
mance

Dep. Var = WIND (1) (2)

COMMON 0.347*** 0.004

(0.040) (0.009)

COMMON×ATTN 0.192***

(0.001)

ATTN -1.128***

(0.013)

SIZE 0.148*** 0.019***

(0.012) (0.004)

AGE -0.097*** -0.013**

(0.013) (0.006)

LEV -0.367*** -0.029**

(0.058) (0.013)

ROA 0.267** -0.037**

(0.130) (0.018)

TOBINQ 0.024*** 0.004***

(0.007) (0.001)

BIG4 0.258*** 0.004

(0.046) (0.014)

CASH 0.208* 0.005

(0.106) (0.014)

MEXP 0.380** -0.007

(0.175) (0.031)

MSHARE 0.175*** 0.001

(0.065) (0.013)

INST 0.107** -0.004

(0.053) (0.013)

HHI 0.128 -0.129***

(0.321) (0.043)

Constant 2.836*** 5.506***

(0.242) (0.114)

Industry FE Yes Yes

Province FE Yes Yes

Year FE Yes Yes

N 17,275 17,275

Adj. R2 0.222 0.989

Note. This table repeats the baseline analysis with an alternative measure of firm sustainability
performance. Columns (1) and (2) estimate Equations (3.1) and (3.2), respectively, with ESG
replaced by WIND. All variables are defined in Appendix Table A3.1. Standard errors are
clustered at the firm level and are reported in parentheses. ***, **, and * indicate statistical
significance at the 1%, 5%, and 10% levels, respectively.
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Table A3.4: Robustness: Alternative Measure of Public Attention to Envi-
ronmental Issues

Dep. Var = ESG (1) (2)

COMMON 0.913*** -0.718

(0.188) (0.688)

COMMON×ATTN H 0.297**

(0.128)

ATTN H 0.173

(0.154)

SIZE 1.325*** 1.162***

(0.062) (0.096)

AGE -0.809*** -1.027***

(0.068) (0.108)

LEV -4.372*** -4.058***

(0.311) (0.325)

ROA 9.590*** 3.232***

(0.761) (0.680)

TOBINQ -0.104*** 0.006

(0.037) (0.034)

BIG4 0.372* 0.159

(0.210) (0.275)

CASH -0.180 -1.883***

(0.536) (0.440)

MEXP -3.387*** -4.456***

(0.769) (0.746)

MSHARE 1.613*** 2.319***

(0.354) (0.430)

INST 0.592** -0.108

(0.286) (0.349)

HHI 0.513 -0.331

(0.732) (0.620)

Constant 46.829*** 50.396***

(1.296) (2.201)

Industry FE Yes Yes

Province FE Yes Yes

Year FE Yes Yes

N 33,043 33,043

Adj. R2 0.206 0.514

Note. This table repeats the baseline analysis with an alternative measure of public attention to
environmental issues. Columns (1) and (2) estimate Equations (3.1) and (3.2), respectively, with
COMMON×ATTN and ATTN replaced by COMMON×ATTN H and ATTN H. All variables
are defined in Appendix Table A3.1. Standard errors are clustered at the firm level and are
reported in parentheses. ***, **, and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively.
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Dimson, E., Karakaş, O., and Li, X. (2015). Active ownership. The Review of

Financial Studies, 28(12):3225–3268.

Duffie, D. and Younger, J. (2019). Cyber runs. Brookings.

Dyck, A., Lins, K. V., Roth, L., and Wagner, H. F. (2019). Do institutional

investors drive corporate social responsibility? international evidence. Journal

of Financial Economics, 131(3):693–714.

Edmans, A., Levit, D., and Reilly, D. (2019). Governance under common owner-

ship. The Review of Financial Studies, 32(7):2673–2719.

Eisenbach, T. M., Kovner, A., and Lee, M. J. (2022). Cyber risk and the us

financial system: A pre-mortem analysis. Journal of Financial Economics,

145(3):802–826.

Engels, C., Francis, B., and Philip, D. (2022). The cost of privacy failures: evi-

dence from bank depositors’ reactions to breaches. Available at SSRN 3625668.

Gao, M. and Huang, J. (2020). Informing the market: The effect of modern

information technologies on information production. The Review of Financial

Studies, 33(4):1367–1411.

Gerardi, K., Lowry, M., and Schenone, C. (2023). A critical review of the common

ownership literature. Annual Review of Financial Economics, 16.



BIBLIOGRAPHY 143

Gibson Brandon, R., Krueger, P., and Schmidt, P. S. (2021). ESG rating dis-

agreement and stock returns. Financial Analysts Journal, 77(4):104–127.

Gogolin, F., Lim, I., and Vallascas, F. (2021). Cyberattacks on small banks and

the impact on local banking markets. Available at SSRN 3823296.

Goodman-Bacon, A. (2021). Difference-in-differences with variation in treatment

timing. Journal of Econometrics, 225(2):254–277.

Hansen, R. G. and Lott Jr, J. R. (1996). Externalities and corporate objectives

in a world with diversified shareholder/consumers. Journal of Financial and

Quantitative Analysis, 31(1):43–68.

He, J. and Huang, J. (2017). Product market competition in a world of cross-

ownership: Evidence from institutional blockholdings. The Review of Financial

Studies, 30(8):2674–2718.

He, Z., Jiang, S., Xu, D., and Yin, X. (2021). Investing in lending technology:

It spending in banking. University of Chicago, Becker Friedman Institute for

Economics Working Paper, (2021-116).

Hirose, K. and Matsumura, T. (2022). Common ownership and environmental

corporate social responsibility. Energy Economics, 114:106269.

Kaffenberger, L. and Kopp, E. (2019). Cyber risk scenarios, the financial system,

and systemic risk assessment. Carnegie Endowment for International Peace.

Kamiya, S., Kang, J.-K., Kim, J., Milidonis, A., and Stulz, R. M. (2021). Risk

management, firm reputation, and the impact of successful cyberattacks on

target firms. Journal of Financial Economics, 139(3):719–749.

Kang, J.-K., Luo, J., and Na, H. S. (2018). Are institutional investors with

multiple blockholdings effective monitors? Journal of Financial Economics,

128(3):576–602.

Kotidis, A. and Schreft, S. (2022). Cyberattacks and financial stability: Evidence

from a natural experiment.



BIBLIOGRAPHY 144

Lin, Y., Shen, R., Wang, J., and Julia Yu, Y. (2024). Global evolution of environ-

mental and social disclosure in annual reports. Journal of Accounting Research,

62(5):1941–1988.
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