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Abstract

This thesis examines how domestic outsourcing and automation shape labour
market outcomes, and how the philosophy of John Rawls can inform normative
economics and economic policy. It is structured around three distinct essays.

The first essay provides the first empirical analysis of the impact of domestic
outsourcing on workers in the UK, using matched worker-firm data and focus-
ing on cleaners and security guards. I estimate wage penalties of 2.8% and 5.6%
respectively, and show that contractor firms pay systematically lower AKM
wage premiums than in-house employers. These differences reflect both lower
rents per worker and, for security workers, weaker rent-sharing—highlighting
the role of firm-level practices in driving wage inequality.

The second essay uses a novel proprietary survey of UK manufacturing
sites between 2005 and 2023 to examine the employment effects of CNC ma-
chine tools and industrial robots. I show that both technologies are associated
with significant increases in employment at adopting plants — between 6% and
9% after four years — compared to a control group of non-adopting plants. I
also find positive spillovers on employment among industry competitors and a
positive aggregate impact on industry-level employment, challenging the view
that automation necessarily displaces workers.

The final essay argues that the standard economic interpretation of John
Rawls—as an advocate of redistribution justified by a maximin social welfare
function—misrepresents the spirit and substance of his theory. I argue that
Rawls offers a richer conception of justice, grounded in reciprocity and focused
on access to economic power and the social bases of self-respect. I outline the
core features of a Rawlsian normative economics—plural in values, grounded
in measurable primary goods, and psychologically realistic; and propose a pol-
icy agenda centred on predistribution and meaningful work.

Together, these essays contribute new evidence on how firms and technolo-
gies shape labour market inequality, and offer a rich non-welfarist framework
for rethinking the goals and design of economic policy.
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Chapter 1

Where You Work or What You Do? Domestic
Outsourcing and the Wages of Low-Skilled
Service Workers in the UK

ABSTRACT

Recent decades have seen a growing tendency across advanced
economies for firms to “outsource” parts of their production process to
specialised third-party companies. This paper uses matched worker-firm
data to provide the first empirical analysis of the impact of domestic out-
sourcing on workers in the UK, focusing on two of the occupations most
widely associated with this change: cleaners and security guards. First,
using my preferred (fixed effects) specification, I estimate a wage penalty
of 2.8% for cleaners and 5.6% for security workers. Second, I show that
contractor companies pay systematically lower AKM wage premiums
than companies that employ cleaners and security workers in-house. Fi-
nally, I argue that these low wage premiums reflect the fact that contractor
firms have significantly lower rents per worker and, for security workers,

a lower propensity to share rents with their employees.

Keywords: domestic outsourcing; inequality; wage determination; rent-

sharing.



1.1 Introduction

Recent decades have seen a growing tendency across advanced economies for
firms to “outsource” parts of their production process to specialised third-party
contractors (Zwysen, 2024). While the process of international outsourcing (or
“offshoring”) has been widely studied by trade economists, until recently rel-
atively little attention has been paid to domestic outsourcing — the purchase
of business services from firms within the same country — even though it ac-
counts for the lion’s share of total trade in intermediate inputs.! This paper
uses matched worker-firm data to provide the first empirical analysis of the
impact of domestic outsourcing on workers in the UK, focusing on two of the
occupations most widely associated with this change: cleaners and security
guards. 2

In the text-book model of the competitive labour market, domestic out-
sourcing should have no impact on wages. In this framework, wages are deter-
mined by the aggregate supply and demand for workers with a particular set
of skills; and since outsourcing simply reallocates workers from one firm to an-
other, it should not affect their wages. However, there is now a large literature
documenting the important role that firms play in setting wages (Card et al.,
2018). If anything, which company you work for is becoming more important
over time: recent decades have seen a large increase in differences in average
pay between firms, which in turn has been an important force increasing over-
all earnings inequality (Card et al., 2018; Song et al., 2019).> In a world where
firms frequently share rents with their employees in the form of wage premi-
ums, profitable companies may be able to cut costs by outsourcing non-core
activities to contractors who often operate in fiercely competitive markets, and
pay lower wages.

There are two key challenges in assessing the impact of domestic outsourc-
ing on wages, both of which can be overcome using matched worker-firm
panel data, as in this study. The first is simply to identify both in-house and

! Around 85% of UK intermediate service inputs are purchased domestically. See Abramovsky
and Griffith (2006), and UK Supply and Use Tables: 2022 Edition. London: Office for National
Statistics, 2025.

2 Abramovsky and Griffith (2006) look at the effect of ICT on UK firms’ choices over whether to
produce in-house or to outsource services, and over the location of the activity (domestic or
foreign). They do not examine the impact of these choices on wages.

3Song et al. (2019) find that two-thirds of the rise in earnings inequality in the USA between
1979 and 2013 was due to the growing dispersion of average earnings between firms.
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outsourced workers within a given occupation. Following Dube and Kaplan
(2010), I define outsourced workers using a combination of individual occupa-
tion and firm industry codes: outsourced cleaners are cleaners whose employer
is classified as a “cleaning services” firm, while in-house cleaners are defined
as cleaners employed in other industries. The second challenge is to isolate
the impact of working for a specialised contractor from other differences in
skills and productivity between in-house and outsourced workers. This is pos-
sible thanks to the availability of panel data on workers, allowing me to follow
workers who move from being in-house to outsourced (and vice versa) while
remaining within the same narrow occupational category.

This paper makes four contributions. First, I document an increase in the
share of both cleaners and security workers who are outsourced: the proportion
of cleaners employed by cleaning services firms increased from 18% in the late
1990s to around 32% in 2015, while the share of security guards employed by
security services firms grew from 36% to 50% over the same period.

Second, I show that outsourced cleaners and security workers experience a
wage penalty relative to their in-house counterparts that cannot be attributed to
differences in worker-level characteristics. In my preferred specification with
worker-level fixed effects, I estimate an average wage penalty of 2.8% for clean-
ers and 5.6% for security workers. I show that the overall wage penalty for
cleaners and security workers can be broken down into a part that reflects the
loss of public sector wage premiums, and a further penalty associated with
working for a private contractor compared to being in-house within another
private sector firm.

These wage penalties are prima facie evidence of firm-level differences in
pay. My third contribution is to examine this directly by estimating firm-
specific wage premiums using the framework developed by Abowd et al.
(1999) (henceforth AKM). I show that the average wage premium in cleaning
services firms is 11% lower than for firms that employ cleaners in-house, and
14% lower for firms that employ outsourced security workers. While the stan-
dard AKM framework assumes that companies pay the same premium to all
their workers, I test this assumption by estimating wage premiums separately
using just cleaners and security workers. I find that the wage premium paid to
these workers is lower than the premium paid to employees as a whole, sug-
gesting that companies are able to offer less favourable terms to certain groups

12



of workers even when they are employed in-house.

Finally, I match worker data on wages and outsourcing status to firm-level
financial data to shed light on why contractors pay systematically lower wages.
One hypothesis is that these companies are less inclined to share profits with
their workers reflecting, for example, lower unionisation rates. Alternatively,
contractor companies may simply have fewer profits to share, since they sell
generic services for which competition is fierce and typically based on price.
Using Gross Value Added per employee as a proxy for firm-level rents, I find
that both explanations have some role to play: contractor firms have signif-
icantly lower rents per worker than companies that employ cleaners and se-
curity workers in-house; while security contractors also have lower estimated

rent-sharing elasticities.

1.1.1 Conceptual framework

The starting point for this paper is that —in contrast to the textbook model of the
competitive labour market — firms play an important role in wage-setting. This
claim is supported by a large empirical literature which shows that workers
with similar observable characteristics, and indeed even the same individuals,
often have very different earnings depending on where they work (Card et al,,
2018; Song et al., 2019). This in turn gives rise to the possibility that domestic
outsourcing, which reallocates workers from one type of firm to another, may
affect wages.

The idea that firms matter for wages is consistent with several related theo-
retical frameworks in which labour markets are characterised by frictions such
as search costs, heterogeneous preferences and imperfect information, which
prevent perfect competition and give rise to rents in the employment relation-
ship (Manning, 2011). Different models offer competing accounts of how those
rents are allocated, including bargaining models, where wages are the outcome
of explicit or implicit negotiations between workers (or unions) and firms over
the division of rents into profits and wage mark-ups (Booth, 1994); monop-
sony models, in which firms face an upward-sloping labour supply curve —
for example, due to limited worker mobility — which gives them wage-setting
power and allows them to pay wages below the marginal product of labour
(Manning, 2003); and efficiency wage and incentive pay models, where compa-

nies voluntarily pay above-market wages to elicit greater effort, reduce shirk-
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ing, or lower turnover (Akerlof and Yellen, 1990; Shapiro and Stiglitz, 1984).
While these models rest on different mechanisms and assumptions, they all
imply that wages reflect firm-level characteristics, and specifically a positive
relationship between wages and firm-level rents (Bell et al., 2024).

With this in mind, we can distinguish two broad mechanisms through
which outsourcing might affect pay. First, contractor firms may be less likely
to share rents with their workers. This could reflect weaker collective bargain-
ing institutions, different wage-setting norms, or greater monopsony power.
Second, contractor firms may simply generate less surplus to begin with, since
they often operate in highly competitive, low-margin sectors, providing stan-
dardised services at scale with limited pricing power (Weil, 2014). Bilal and
Lhuillier (2021) develop a structural model designed to capture both mecha-
nisms: contractor firms are less productive, and hence have lower rent levels;
and they have greater monopsony power, and therefore a lower propensity to
share rents with workers. Their empirical results confirm that both forces are
at play. I approach the same question in a more direct, reduced-form way, find-
ing that differences in rent levels appear to be the main explanation for lower
wages among outsourced workers.

While my focus is on the effects of outsourcing, it is worth briefly reflect-
ing on why outsourcing has become more prevalent. The decision to outsource
is ultimately a “make-or-buy” choice: firms internalise production when con-
tracting is costly, and outsource when markets can provide the same service
more efficiently (Williamson, 1985; Abraham and Taylor, 1996). There is some
evidence that the recent increase in outsourcing reflects the diffusion of infor-
mation and communication technologies (ICT), which make it easier to coordi-
nate and monitor tasks performed outside the firm (Bergeaud et al., 2024); as
well as growing competitive pressure to reduce costs, coupled with the diffu-
sion of business strategies focused on core competencies (Weil, 2014). Although
I do not attempt to adjudicate among these explanations, they provide impor-

tant context for understanding the recent increase in domestic outsourcing.

1.1.2 Relation to existing literature

This paper contributes to a small but growing empirical literature that docu-
ments the rise of domestic outsourcing across a range of advanced economies,

and estimates the impact on the wages of low-skilled service workers.
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Early papers on this topic include Abraham (1990), which found that low-
skilled outsourced workers tend to have lower wages than their in-house coun-
terparts; and Segal and Sullivan (1997), who found that temp agency workers
have lower wages, fewer benefits, and lower rates of unionisation. Dube and
Kaplan (2010) is the first paper to estimate wage penalties using panel data,
focusing on cleaners and security guards in the US. In the specification closest
to this paper, focusing on within-occupation switchers, they estimate a wage
penalty of around 6.5% for cleaners and 11.5% for security guards. Other re-
cent papers have followed a broadly similar approach in different contexts:
Goldschmidt and Schmieder (2017) estimate an average wage penalty of 9%
for food, cleaners, security guards and logistics (FCSL) workers in Germany;
Bergeaud et al. (2024) find a 4% wage penalty for a similar group of occupa-
tions in France; Bilal and Lhuillier (2021), also using French data, estimate that
contractor firms providing FCSL services pay 12% lower AKM wage premi-
ums on average; while Drenik et al. (2023) estimate a 14% wage penalty for
temp agency workers in Argentina. While most studies focus on wages, Gold-
schmidt and Schmieder (2017) find that outsourced workers also have higher
rates of job separation than otherwise similar in-house employees; while Bilal
and Lhuillier (2021) find that contractor firms have higher rates of separation in
general, suggesting that outsourcing is associated with lower job quality more
broadly.

As in this study, most papers have used fixed effects designs to estimate
the average difference in wages between in-house and outsourced workers.
Goldschmidt and Schmieder (2017) combine this with an event-study follow-
ing workers who experience an “on-site” outsourcing event, where a large em-
ployer spins out a group of workers providing a particular service such as
cleaning to a legally separate business in roughly the same location.* This
design allows for a cleaner identification of the impact of outsourcing, since
in addition to following the same individuals over time, these individuals are
(presumably) doing almost exactly the same jobs. However, they may not be
representative of the wider impact of domestic outsourcing, since most peo-
ple working for contractor companies will have joined those companies di-

rectly rather than as the result of an on-site outsourcing event. In practice,

4Deibler (2022) uses the same German events on workers who remain at the lead firm, and
finds that remaining workers see an increase in wages, and a lower probability of separation,
albeit only in companies covered by a collective bargaining agreement.
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Goldschmidt and Schmieder find that the wages of outsourced workers fall by
about 10% in the ten years following an on-site outsourcing event, relative to a
matched control group who were not outsourced — strikingly similar to the 9%
wage penalty which they estimate using the approach adopted in this paper.®

My contribution to this literature is threefold. First, I confirm the central
finding that outsourced workers suffer a wage penalty in the UK context; and
that this wage penalty is associated with a loss of firm-specific (AKM) wage
premiums. While previous studies have focused exclusively on wages, I show
that outsourced workers also receive substantially lower pension contributions,
meaning other studies are likely to have underestimated overall negative im-
pact on compensation. Second, I decompose the aggregate wage penalty into
a component that reflects the loss of public sector wage premiums, and a com-
ponent associated with working for a contractor firm compared to other pri-
vate sector employers, something not previously studied. Finally, mine is the
first paper to directly examine the relationship between the outsourcing wage
penalty and firm-level rents.

This paper also contributes to a wider literature on the growing impor-
tance of firms in setting wages, and how this can help explain recent aggre-
gate trends in inequality. Studies in countries including the USA (Barth et al.,
2016; Song et al., 2019) and Germany (Card et al., 2018) have shown that an
increasing share of wage inequality reflects differences between firms rather
than within them; alongside an increase in assortative matching, where low
wage workers are increasingly concentrated into low-wage firms. In the UK
context, Loecker et al. (2024) document rising dispersion in firm productivity,
wages, and markups, especially in the upper tail of the distribution. The rise
of domestic outsourcing is likely to be a key driver of increasing occupational
segregation and assortative matching (Handwerker, 2023), and hence may help
explain rising between-firm inequality.

Sitting behind these results about firms and inequality are recent devel-
opments in the estimation of firm-specific (AKM) wage premiums and rent-

sharing elasticities (Kline, 2024), which have shaped the empirical approach in

Daruich et al. (2024) also follow individual workers who are contracted out, using Italian data
that records whether job separations are the result of outsourcing. They estimate a relatively
small impact on wages, alongside a much larger impact on employment: outsourced workers
are 22 percentage points less likely to be employed in the year after being outsourced, and this
negative effect remains significant at almost 8 percentage points five years later.
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this paper and which I will come back to in Section 6. Early papers using this
framework tended to focus on summarising the overall importance of firms
in explaining wage inequality, using the canonical variance decomposition of
log wages into parts attributable to firm effects, worker effects and the sorting
of high wage workers into high wage firms. More recently, a growing num-
ber of papers have sought to explore the relationship between estimated firm
fixed effects and firm-level characteristics including productivity, firm size and
workplace amenities (Card et al., 2016; Bloom et al., 2018; Sorkin, 2018). These
studies have identified positive hockey-stick shaped relationship between firm
wage premiums and log value added per worker in a range of countries includ-
ing Portugal (Card et al., 2016), Germany (Bruns, 2019), France (Coudin et al,,
2018) and Canada (Li et al., 2023). I contribute to this literature by showing that
contractor firms pay systematically lower wage premiums, and that this likely

reflects the fact that these firms have low value added per worker.

1.2 Data

1.2.1 Worker-level data

This paper uses the Annual Survey of Hours and Earnings (ASHE) between
2002 and 2015.° ASHE is a longitudinal 1% sample of UK employees based on
the final two digits of an individual’s National Insurance (NI) number (self-
employed individuals are not included). Compliance with ASHE is a legal re-
quirement. Since information is provided by employers rather than employees
ASHE suffers from less measurement error than the major alternative worker-
level survey for the UK, the Labour Force Survey.

Relevant variables available in ASHE include: various measures of earn-
ings, pension contributions, hours of work, whether an individual is on a
temporary contract, detailed industry and occupation classifications, region
of work, whether an individual works in the public sector, whether they are
covered by a collective agreement and a unique identifier for each firm. I use
hourly wages (excluding overtime) as my measure of earnings throughout this

®Office for National Statistics. (2025). Annual Survey of Hours and Earnings, 1997-2024: Secure
Access. [data collection]. 26th Edition. UK Data Service. SN: 6689, DOI: http://doi.org/10.5
255/UKDA-SN-6689-25. Note that although earnings data is available from 1997, firm-level
identifiers are only available from 2002 and hence I restrict all my analysis to this sub-sample.
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paper, adjusted to 2016 prices using the Consumer Prices Index. The main lim-
itation of ASHE is that other than age and sex, it has no further information

about individual characteristics.

1.2.2 Firm-level data

I match ASHE to the Annual Respondents Database X (ARDx), which is a rep-
resentative annual survey of UK firms in the non-financial business sector (i.e.
excluding the financial sector and public sector organisations), covering the pe-
riod 1998 to 2014.” Although the ARDx is compiled from a number of underly-
ing datasets that have changed over time, the variables have been harmonised
over the entire period.

The ARDx is a stratified random sample of UK firms. All firms with more
than 250 employees are sampled each year. Firms with between 10 and 250
employees that are selected are typically surveyed for two consecutive years
and then exempt for a further two years. Firms with fewer than 10 employees
are only sampled for a single year at a time, and then not resampled for at least
three years. The implication of this sampling design is that workers in ASHE
are more likely to find a match in the ARDx if they work in larger firms.?

The ARDx contains both employment and financial information. Employ-
ment information is limited but includes the overall number of employees and
how this breaks down by full- and part-time status, and by gender. The finan-
cial variables are much more detailed. Of particular importance for my analysis
are measures of Gross Value Added which I use as a proxy for firm rents.

1.2.3 Identifying outsourced workers

Conceptually, I define an outsourced worker as someone who is employed by
a “contractor” (businesses services) firm to provide intermediate services to a
“lead” company; and when, at least in principle, that person could provide the

7Office for National Statistics (ONS). (2024). Annual Respondents Database X, 1997-2020: Secure
Access. [data collection]. 5th Edition. Office for National Statistics, [original data producer(s)].
Office for National Statistics. SN: 7989, DOLI: http:/ /doi.org/10.5255/UKDA-SN-7989-5.

8The unit of observation in the ARDx is the reporting unit (RU). An RU is the smallest collection
of establishments (known as local units, or LUs) able to provide the financial information
required by the underlying surveys. In practice, around 95% of RUs contain only one LU i.e.
they are single-site businesses. A business or enterprise can in principle include a number of
RUs, but in practice for all but the largest businesses, the RU is the same as the enterprise.
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same service as a direct employee of the lead firm (Dube and Kaplan, 2010).
In practice, I identify outsourced workers using a combination of industry and
occupation codes, an approach first developed by Abraham (1990), and now
widely used in the literature.

The first step is to identify all workers in a particular occupation, say clean-
ers, using detailed occupation codes. Outsourced cleaners are then defined as
cleaners employed by firms whose primary activity is “cleaning services” ac-
cording to the company’s industry code. Cleaners who are employed by firms
in other industries (e.g. retail) are defined as “in-house” workers.” A similar
procedure allows us to identify security workers who work for firms specialis-
ing in the provision of business security services. I exclude workers employed
by temp agencies form my analysis on the basis that I want to isolate the im-
pact of outsourcing from the impact of engaging workers on a temporary basis.
A full list of the industry and occupation codes which are used to identify in-
house and outsourced cleaners and security workers is provided in Table A.4
of the appendix.'’

In the analysis that follows, I distinguish between workers in the public and
private sectors. This distinction relates to the identity of an individual’s em-
ployer, rather than the identity of the company or sector where they ultimately
perform their work. Unfortunately, my data contains no information about
where outsourced workers actually provide their services. This means, for ex-
ample, that it is not possible to compare the wages of in-house public sector
workers with the wages of outsourced workers who provide contracted ser-
vices specifically to public sector organisations. Note also that while in-house
workers may be employed by public or private sector companies, outsourced
workers are, by definition, in the private sector, since firms which sell cleaning

and/or security services are exclusively private sector firms.

9Conceptually, my definition of outsourcing excludes the provision of cleaning and other ser-
vices to final consumers. However, the occupation and industry codes for cleaning and secu-
rity services do not distinguish individuals or companies that provide services to other firms
from those that work for private individuals or households. In other words, my measure
of outsourced cleaners may include some individuals who supply services to private house-
holds rather than to other businesses. In practice this is unlikely to be a major concern: the
vast majority of security services are presumably provided to companies; and although many
cleaners work for private households, most domestic cleaners are self-employed and therefore
excluded from ASHE by construction.
The period covered in this study (2002-2015) spans a number of changes in occupation and
industry codes. Fortunately, these changes in classification did not have a substantial effect
on any of the occupations or industries included in this study.
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1.3 Descriptive statistics

In 2015 cleaners accounted for around 3% of UK employees, while security
workers accounted for around 0.75%. Figure 1 shows that the size of these
occupation as a percentage of the overall workforce has been broadly stable
since 1997, while Figure 2 shows that the proportion of cleaners and security
guards who are outsourced has grown substantially: the share of cleaners who
are outsourced has grown from 18% in the late 1990s to around 32% in 2015,
while the share of outsourced security guards has grown from around 36% to
50% (though this measure is noisier, likely reflecting the smaller sample size for
security workers).

Table 1.1 compares the characteristics of outsourced versus in-house clean-
ers and security guards, pooled over the period from 2002 to 2015 with financial
values uprated to 2016 prices.! As expected, outsourced workers have lower
hourly wages than their in-house counterparts: the raw wage penalty is 5.4%
for outsourced cleaners and 22.5% for outsourced security workers. In-house
and outsourced workers differ across a range of characteristics which are cor-
related with wages. In-house workers tend to be older, are more likely to have
been in the same job for more than a year, work in larger firms, and are more
likely to have their wages set by reference to a collective agreement — factors
that may help explain their higher wages. A large minority of in-house clean-
ers and security workers (43% and 37% respectively) are public sector employ-
ees, who are generally paid significantly higher wages (see Table A2). In house
cleaners are more likely to work full-time than their outsourced counterparts,
though the reverse is (marginally) true for outsourced security workers. In-
house workers are more likely to be female, which in general is correlated with
lower wages. Interestingly, in-house cleaners and security guards are more
likely to be on a temporary contracts, suggesting that outsourcing is not neces-

sarily associated with more insecure or contingent employment.'?

11 As explained in Section 3.1, firm identifiers, which are necessary for estimating firm wage-
premiums, are only available from 2002. I restrict the descriptive statistics to the same sample.

12Recent interest in domestic outsourcing is connected to a wider literature on the rise of “alter-
native” employment relationships and the “gig economy” (Polivka, 1996; Katz and Krueger,
2016; Mas and Pallais, 2016). It is important here to distinguish between two dimensions of al-
ternative work: outsourcing and contingent work. Outsourcing encompasses arrangements
where workers are employees of one firm (or self-employed), but provide services to another
firm. Contingent work refers to arrangements where workers are on short-term, fixed-term
or flexible employment contracts. While outsourcing and contingent work may go together,
this is not necessarily the case.
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Figure 1.1: Cleaners and Security Workers as Share of UK Employees
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Source: ASHE.
Notes: Cleaners and security workers defined using occupation codes, as described in
Appendix Table Al.

Figure 1.2: Share of Cleaners and Security Workers who are Outsourced
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Notes: Cleaners and security workers defined using occupation codes, as described in
Appendix Table Al.
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Table 1.1: Characteristics of In-House and Outsourced Workers

Cleaners Security Workers

In-house  Outsourced Diff. In-house  Outsourced Diff.
Compensation
Mean hourly earnings (£2016) 8.00 7.57 -0.43*** 11.31 8.76 -2.54%%*
Fraction with employer pension contribution 0.19 0.03 -0.16%** 0.39 0.07 -0.32%**
Mean weekly employer pension contrib (£2016) 9.17 0.97 -8.19%** 37.84 1.65 -36.20%**
Individual characteristics
Mean age 45.13 42.81 -2.32%%% 43.06 42.48 -0.58**
Fraction female 0.76 0.62 -0.13*** 0.21 0.08 -0.13%*
Fraction full time 0.31 0.28 -0.03*** 0.86 0.86 0.01
Fraction in same job >1 year 0.80 0.68 0120 0.83 0.76 -0.07%%*
Fraction temporary 0.06 0.03 -0.03*** 0.05 0.03 -0.02%**
Firm characteristics
Mean firm size (employees) 10,778 6,965 -3,814%** 26,063 7272 -18,791***
Fraction public sector' 0.43 - - 0.37 - -
Fraction collective agreement 0.56 0.18 -0.38%** 0.63 0.25 -0.38***
Observations 37,393 19,041 8,269 8,249

Source: ASHE, 1997-2015.
Notes: * Significant at 5% level, ** at 1% level, *** at 0.1% level (two-tailed t-test).

T As explained in Section 3.2, outsourced workers are private sector employees by definition.



1.4 The impact of outsourcing on wages and com-

pensation

1.4.1 Empirical strategy

Although outsourced cleaners and security workers are clearly paid less than
their in-house counterparts, this might simply reflect differences in worker-
level skills and other characteristics: in-house security guards might, for exam-
ple, have more experience or training than those working for contractor com-
panies. To isolate the impact of outsourcing on wages, I use models that exploit
within-worker variation, comparing the wages of the same individuals when
employed in-house and when employed by contractor firms. I do this by esti-
mating the following regression:

In (wy) = a; + x;tﬁ + 6, + yOutsourced;; + [0Public;| + €, (1.1)

where In (w;;) is the log hourly wages of individual i at time ¢, z;, is a vector
of time-varying individual characteristics, «; is an individual fixed effect, 6, is
a time fixed effect capturing macroeconomic conditions that affect wages for
all workers in a given period, and ¢;; is an error term capturing other factors
associated with wages. Outsourced; is a dummy variable indicating whether
an individual is outsourced (employed by a business services firm) in period
t, and Public;, indicates whether an individual is employed by a public sec-
tor organisation. I estimate this equation separately for cleaners and security
workers, since impact of being outsourced is likely to differ from one occupa-
tion to the next.

The coefficient on the outsourcing dummy () is the primary object of in-
terest. In specifications without the public sector dummy, 7 can be interpreted
as the average percentage wage penalty associated with being an outsourced
worker in each occupation, relative to all in-house employees. Including a pub-
lic sector dummy allow us to distinguish the impact of working for an out-
sourcing (business services) firm, relative to other private companies, from the
impact of being employed in the public versus private sector. Since outsourced
workers are (by definition) private sector employees, 0 can be interpreted as
the average percentage wage premium associated with working in the public

sector, relative to other in-house workers. When this dummy is included, vy cap-
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tures the wage penalty associated with being an outsourced worker compared
to in-house workers doing the same job in the private sector.

I begin by estimating a pooled OLS specification to establish a baseline, be-
fore turning to my preferred fixed effects (within) estimator, which controls for
unobserved individual heterogeneity. I include controls for sex, age, region of
work, year, temporary contract and full-time status as standard; but not for
firm-level characteristics such as firm size or collective pay agreements, since
differences along these dimensions may be outcomes of outsourcing, the ef-
fects of which I want to capture when estimating the overall outsourcing wage
penalty. Given the panel nature of my data, I cluster standard errors at the
individual level.

The key advantage of the fixed effects estimator is that it controls for time-
invariant worker characteristics, whether observed or unobserved — including
factors such as education, ability, and work ethic — which might otherwise
bias OLS estimates if they are correlated with outsourcing status. Identification
using this estimator comes from cleaners and security workers who change
their outsourcing status while remaining in the same occupation either side of
the transition. The estimated coefficients capture the average within-worker
change in wages associated with moving between in-house employment and
employment at a contractor firm.

One potential concern is that in-house and outsourced workers might per-
form systematically different tasks, in which case wage differences could partly
reflect differences in job content rather than the pure effect of outsourcing. A
key advantage of focusing on cleaners and security workers is that they rep-
resent narrow occupational categories with relatively little variation in tasks
across jobs, meaning we can be reasonably confident that we are estimating

differences in pay for workers doing otherwise similar jobs.

1.4.2 Results: wages

The first two columns of Table 1.2 display the results of estimating equation
1.1 using pooled OLS. The estimated wage penalty is 6.4% for cleaners and
24.2% for security workers. Including a public sector dummy (column (2)) re-
veals a substantial public sector wage premium: wages for in-house cleaners in
the public sector are 10.5% higher wages that for in-house cleaners in the pri-

vate sector; while the equivalent public sector premium for security workers is
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17.6%. In this specification, the coefficient on the outsourcing dummy can be
interpreted at the wage penalty associated with being outsourced among pri-
vate sector workers. For cleaners this penalty is 2.5%, suggesting that about
half of the overall wage penalty of 6.4% reflects the loss of public sector wage
premiums. For security workers, the wage penalty from working for a contrac-
tor firm compared to being in-house in the private sector is 18.3%.

Table 1.2: Effect of Outsourcing on Log Hourly Wages

Pooled OLS Within
@) 2) 3) 4
Panel A: Cleaners
Outsourced -0.064***  -0.025***  -0.028***  -0.009*
(0.003) (0.004) (0.004) (0.005)
Public sector 0.105*** 0.072%**
(0.004) (0.006)
Observations 54,959 54,959 54,959 54,959
Panel B: Security Workers
Outsourced -0.242%**  -0.183***  -0.056***  -0.051***
(0.008) (0.010) (0.007) (0.007)
Public sector 0.176*** 0.055**
(0.013) (0.014)
Observations 16,157 16,157 16,157 16,157

Notes: Standard errors in parentheses, clustered at the individual level. * Significant at 5%
level, ** at 1% level, *** at 0.1% level. In all models, the dependent variable is log hourly
wages (excluding overtime) in 2016 prices. All specifications control for sex, age bands, region
of work, year, temporary contract, and full-time status.

Columns (3) and (4) display the results when controlling for individual
fixed effects. For cleaners the overall estimated wage penalty falls from 6.4% to
2.8%, much of which is accounted for by the loss of public sector wage premi-
ums. For security workers, the estimated wage penalty falls to 5.6%, suggest-
ing that unobserved individual characteristics account for most of the observed
wage gap for security workers. While security workers in the public sector also

receive a wage premium, the loss of these premiums only accounts for a small
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part of the overall wage penalty associated with working for an outsourcing

company.

1.4.3 Results: pensions and total compensation

To get a full picture of the impact of being an outsourced worker on finan-
cial compensation, we must look not just at wages but at pension contribu-
tions. This is particularly important since excluding non-core workers from
company-wide benefits like pensions is widely reported to be one of the key
drivers of outsourcing (Weil, 2014); and yet, to the best of my knowledge, other
recent studies of domestic outsourcing have ignored this question.

The descriptive statistics in Table 1.1 reveal a stark gap in pension contri-
butions between in-house and outsourced workers. While 19% of in-house
cleaners and 39% of in-house security workers receive some pension contribu-
tion from their employer, this falls to just 3% and 7% among their outsourced
counterparts. Among those who do receive a pension contribution, the level
of weekly pension contributions is much lower (almost negligible) among out-
sourced workers: the average weekly pension contribution is £9.17 for in-house
cleaners and £37.84 for in-house security workers, compared to just £0.97 and
£1.65 per week for outsourced cleaners and security workers, respectively. Un-
surprisingly, Table A3 in the appendix shows that these differences are robust
to controlling for various worker characteristics: even once we control for var-
ious worker and job-level characteristics, the odds of an outsourced cleaner
receiving an employer pension contribution are just over 10% of those for an
in-house cleaner; and even lower once we control for individual fixed effects.
The headline figures are driven in large part by the loss of public sector pension
contributions, but outsourced cleaners also have lower pension contributions
than their in-house counterparts in other private sector companies. The picture
is broadly the same for security workers.

To bring this together with the wage analysis, Table 3 estimates the impact
of being an outsourced worker on a measure of total hourly compensation in-
cluding both wages and pension contributions. As expected, the wage penalty
estimated in the previous section significantly under-estimates the overall com-
pensation penalty. The headline compensation penalty estimated using OLS is
9% for cleaners and 31% for security workers, compared to 6% and 24% for

wages only. Turning to using my preferred fixed effects specification, the esti-
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mated compensation penalty is 4.2% for cleaners and 7.2% for security workers,
compared to 2.8% and 5.6% for wages alone.

Table 1.3: Effect of Outsourcing on Log Hourly Total Compensation

Pooled OLS Within
1 ) 3) 4
Panel A: Cleaners
Outsourced -0.091%**  -0.028***  -0.042***  -0.019**
(0.004) (0.004) (0.005) (0.006)
Public sector 0.168*** 0.090***
(0.005) (0.008)
Observations 40,073 40,073 40,073 40,073
Panel B: Security Workers
Outsourced -0.310%**  -0.216***  -0.072***  -0.068***
(0.010) (0.012) (0.009) (0.009)
Public sector 0.263*** 0.053**
(0.015) (0.016)
Observations 12,054 12,054 12,054 12,054

Notes: Standard errors in parentheses, clustered at the individual level. * Significant at 5%
level, ** at 1% level, *** at 0.1% level. In all models, the dependent variable is log hourly total
compensation (excluding overtime) in 2016 prices. All specifications control for sex, age
bands, region of work, year, temporary contract, and full-time status.

1.5 Outsourcing and firm wage premiums

The previous section established that outsourced cleaners and security guards
earn significantly less than their in-house counterparts, even after controlling
for individual characteristics. This implies that the wage penalty associated
with outsourcing is not primarily driven by differences in worker quality or
skill, but rather by differences in the wage setting practices of firms that em-
ploy outsourced workers. In this section, I examine this hypothesis directly
by estimating firm-specific wage premiums using the widely used framework
proposed by Abowd et al. (1999) (see Kline (2024) for an up-to-date survey of
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the relevant literature). If contractor firms pay systematically lower premiums
than in-house employers, this would help explain the observed outsourcing
wage penalty.

1.5.1 Estimating wage premiums: the AKM model

The AKM framework uses panel data on worker mobility to decompose log
wages into components attributable to worker and firm characteristics. This
allows one to estimate wage differentials across firms that cannot be explained
by observable attributes or fixed worker effects. Specifically, I estimate the fol-
lowing regression, where In(w;;) denotes the log wage of individual 7 in period

t, ; is an individual fixed effect, and 6, captures time effects:

In (wy) = a; + x;tﬁ + 0 + Vi + it (1.2)

The term 1) (; ;) represents a firm fixed effect: the average wage premium (or
penalty) associated with firm j, relative to the average firm."*> These premiums
can reflect factors such as productivity, rent-sharing, unobserved amenities, or
differences in wage-setting practices (Kline 2024).

The key identifying assumption for this framework is that worker mobility
between firms is exogenous. That is, while high-ability workers may sort into
high-wage firms—a phenomenon that is well-documented—the timing and
direction of their moves should not be systematically related to unobserved
shocks or trends affecting wages. This assumption allows for unbiased estima-
tion of firm effects despite the existence of sorting, but it would be violated,
for example, if workers tend to move in response to firm-specific, transitory
wage shocks not captured by ;) (in other words, towards companies that
are temporarily increasing their wages, or away from those that are reducing
them); or if firms selectively offer higher wages to new hires. In addition to ex-
ogenous mobility, the AKM estimator assumes that worker and firm effects are
additively separable—meaning that there are no match-specific effects. In other
words, while some workers are more productive than others, and some firms
pay higher wages than others, the model does not allow for certain workers to

earn systematically more (or less) at particular firms due to a special synergy

13Firm fixed effects are normalized to have a weighted mean of zero, allowing each coefficient
to be interpreted as a premium relative to the average firm.
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or penalty in that pairing.

In practice, recent papers using large administrative datasets suggest that
violations of these assumptions are typically small, and tend not to lead to sub-
stantial bias in estimated firm fixed effects (Card et al., 2013, 2016; Song et al.,
2019). This finding is corroborated in a comprehensive review of the literature
by Kline (2024), who also provides a detailed verification of the key AKM re-
strictions using a benchmark dataset, finding that the model captures 84-88%
of the variation in observed wage changes for workers who switch firms, de-
pending on the density of the mobility network.

Recent work has also shown that estimates of the variance of firm wage ef-
fects can be upward biased in sparsely connected mobility networks, a prob-
lem known as “limited mobility bias” (Kline, 2024). This arises because firm
effects are estimated with error, and when worker flows between firms are
limited, it becomes difficult to separate true wage differences from statistical
noise—artificially inflating the observed spread of estimated effects. This bias
is an important issue for studies aiming to quantify the contribution of firm
effects to overall wage inequality using the popular variance decomposition
method proposed by Abowd et al. (1999). But it is less of a concern here, be-
cause my analysis compares average firm wage premiums across groups (con-
tractors vs in-house employers), and these group mean comparisons remain

unbiased under the standard AKM assumptions.'

1.5.2 Results: wage premiums

I estimate equation 1.2 using the multi-dimensional fixed effects estimator de-
veloped by Correia (2016), and save the estimated firm wage premium for each
firm in the largest connected set of firms linked by worker mobility. When the
model is estimated using the entire ASHE sample, the largest connected set
covers 38% of firms and about 80% of person-year observations (see Table A.2

in the appendix for details).”

Limited mobility can still reduce the precision of estimated firm effects—especially in smaller
datasets such as ASHE. Recent methods such as cross-fitting (Kline et al., 2020) and clustering
approaches (Bonhomme et al., 2019) help mitigate this problem but typically require denser
mobility networks than are available in the UK ASHE data.

15The proportion of observations included in this largest connected group is slightly lower than
in other studies: Card et al. (2016) and Goldschmidt and Schmieder (2017) have around 90%
of person-year observations. This likely reflects the relatively small sample size of the ASHE
data.
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To compare wage premiums between in-house and contractor companies,
I estimate the following regression, using the estimated AKM wage premiums
as the dependent variable:

m) =qo; + x;tﬁ + 0, + v Outsourced;; + [0 Publicy] + &; (1.3)

The coefficient on the outsourcing dummy can be interpreted as the mean
difference in estimated firm wage premiums for lead and contractor compa-
nies, with firms weighted according to their employment share. This two-step
procedure—estimating firm fixed effects and then regressing them on firm co-
variates—is a widely used method in papers seeking to open the black box of
AKM wage premiums; and under the standard AKM exogeneity assumptions
provides unbiased estimates of the coefficients in the second-step regression
(Kline, 2024).16

Column (1) of Table 1.4 shows that, when firm wage premiums are esti-
mated using the full sample of workers, cleaners employed by contractor firms
are associated with wage premiums that are on average 8.4 percentage points
lower than those paid by firms employing cleaners in-house. The correspond-
ing figure for security workers is even larger, at 15.2 percentage points. These
results confirm that a significant share of the outsourcing wage penalty reflects
differences in the wage-setting practices of contractor versus in-house employ-
ers.

Column (2) decomposes these differences into two components: a public
sector premium, and a contractor penalty relative to other private sector in-house
employers. For cleaners, the estimated firm wage premium at public sector
employers is 12.8 percentage points higher than at private sector in-house em-

ployers. Contractor firms in the private sector, by contrast, are associated with

16As Kline (2024, 51) explains, the two-step approach involves computing firm fixed effects
and then regressing them on firm covariates. Under strict exogeneity, the firm effects are
unbiased. Since the projection coefficients in the second-step regression are just a linear com-
bination of the estimated firm effects, they inherit this property and as a result “the two-step
estimator provides robust estimates of the projection regardless of the dependence between
worker and firm effects.” However, as Kline et al. (2020) have highlighted, standard errors
from two-step regressions may be understated because they ignore estimation error in firm
fixed effects. They propose an alternative method for obtaining robust standard errors based
on a cross-fitting procedure, in which firm effects are re-estimated while systematically leav-
ing out worker-firm matches. This method is not feasible given the sparse nature of the UK
ASHE data. In practice the differences between the naive and cross-fit based standard errors
in the Kline (2024) benchmark are relatively small, and most empirical papers continue to use
unadjusted “naive” standard errors.
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firm wage premiums that are 3.4 percentage points lower. The same broad pat-
tern holds for security workers: public sector firms offer significantly higher
wage premiums, while private contractor firms pay markedly lower premiums
than other private sector employers.

Table 1.4: Effect of Outsourcing on Estimated Firm Wage Premiums

AKM (Cleaners /

AKM (All Workers) )
Security Only)
(1) (2) 3) (4)
Panel A: Cleaners
Outsourced -0.084***  -0.034*** -0.045*** -0.018***
(0.003) (0.004) (0.003) (0.003)
Public sector 0.128*** 0.068***
(0.004) (0.004)
Observations 50,515 50,515 46,146 46,146
Panel B: Security Workers
Outsourced -0.152%*  -0.113*** -0.100*** -0.096***
(0.006) (0.007) (0.006) (0.007)
Public sector 0.112%** 0.010
(0.009) (0.010)
Observations 15,333 15,333 14,180 14,180

Notes: Standard errors in parentheses, clustered at the individual level. * Significant at 5%
level, ** at 1% level, *** at 0.1% level. The dependent variable is the estimated AKM firm fixed
effect (wage premium) of the firm where each worker is employed. Columns (1)—(2) use AKM
estimates based on all workers in the ASHE sample; Columns (3)—(4) use estimates based only
on a combined sample of cleaners and security workers. The former assumes a common wage
premium; the latter allows for variation by occupation. All specifications control for sex, age
bands, region of work, year, temporary contract, and full-time status.

One limitation of the standard AKM model is that it assumes that firms
pay the same average percentage premium to all their employees. In our con-
text, this implies that in-house cleaners and security workers receive the same

premium as other employees in the same company. If this is the case then,

31



other things equal, we would expect the estimated wage penalty for outsourced
workers in our fixed effects specification to roughly match the average differ-
ences in AKM wage premiums between in-house and contractor companies.
However, the differences in wage premiums in column (1) are significantly
larger than the wage penalties estimated in the previous section. One possi-
ble explanation is that, in practice, firms can pay different wage premiums to
different groups of workers. For example, Card et al. (2016), using German
data, find that women typically receive lower wage premiums than men; while
Lee (2016), using ASHE data in the UK, finds a very weak correlation between
firm wage premiums for high- and low-skilled workers within the same firms.
If companies can pay in-house cleaners and security guards lower wage pre-
miums than their other employees, then the firm wage premiums estimated
using all workers will overstate the premiums received by in-house cleaners
and security workers.

I test this hypothesis by estimating AKM wage premiums twice for the same
firms: once using a sample comprised of cleaning and security workers only,
and again using all other workers at the same firms. If firm wage premiums
are the same across workers within the same firm, we would expect the cor-
relation between these estimates of firm-specific wage premiums to be close
to 1. Goldschmidt and Schmieder (2017) perform exactly this analysis using
German wage data on food, cleaning, security and logistics (FCSL) workers. A
regression of firm premiums estimated using FCSL workers on those estimated
using all non-FCSL workers finds a coefficient of 0.68, rising to 0.77 when they
correct for measurement error using a split-sample methodology."” In other
words, their findings suggest that if an establishment pays around 1% higher
wages to non-FCSL workers than other wages, it will pay about 0.8% higher
wages to FCSL workers too.

I repeat this analysis, though the results should be treated with caution since
the sample sizes for the UK are much smaller than those available for Germany.
When the sample is restricted to cleaning and security workers the largest con-

7Goldschmidt and Schmieder (2017) propose a split-sample instrumental variables approach
to correct for possible downward bias due to measurement error in the firm wage premiums
estimated using the sample excluding FCSL workers. They randomly divide the sample of
non-FCSL workers into two equally sized groups (the division is on the worker level, so all
observations for the same individual are in one group), estimate firm fixed effects separately
on each sub-sample, and use the resulting fixed effects to construct an instrument. They find
that this increases the regression coefficient from 0.68 to 0.77.
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nected set includes 40% of firms who employ at least one cleaning or security
worker over the period, and 72% of person-year observations for cleaning and
security workers (see Tables A4 and A5). A regression of the firm wage pre-
mium estimated using cleaning and security workers on the wage premium
estimated using all other workers yields a coefficient of 0.14, which is statisti-
cally significant at the 0.1% level. Deploying the same split sample IV method
used by Goldschmidt and Schmieder (2017) to correct for possible measure-
ment error increases the estimated regression coefficient to 0.17.

In other words, small sample size notwithstanding, it seems that in our con-
text in-house firms are able to pay cleaners and security workers substantially
lower premiums than other employees. This helps explain why the difference
in wage premiums using the standard AKM model is so much larger than the
observed wage penalty for cleaners and security workers. It may also help ex-
plain why the estimated wage penalties in the UK are lower than estimates for
the same occupations in the US (Dube and Kaplan, 2010) and Germany (Gold-
schmidt and Schmieder, 2017), since in-house employers appear to be able to
exclude cleaners and security guards from wider rent-sharing wage policies
even without outsourcing them, driving their wages towards the level paid to
outsourced workers.

Columns (3) and (4) of Table 1.4 report differences in estimated firm wage
premiums based on a subsample restricted to cleaners and security workers.
For cleaners, the estimated difference in average firm wage premiums between
in-house and outsourced employers falls to 4.5%, compared to 8.4% when pre-
miums are estimated using the full sample. For security workers, the differ-
ence in estimated premiums declines from 15.2% to 10.0%. These estimates are
notably closer to the outsourcing wage penalties obtained using the fixed ef-
fects specification in the previous section. This convergence is not coincidental:
when the AKM model is estimated using only cleaners and security workers,
it relies on the same kind of within-occupation mobility as the fixed effects ap-
proach, making the two methods conceptually very similar. That the estimated
firm wage premiums using these occupational subsamples align more closely
with the fixed effects results reinforces the interpretation that the observed out-
sourcing wage penalty reflects systematic differences in average wage-setting

between contractor and in-house firms.
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1.6 Outsourcing and firm rents

The evidence presented so far shows that outsourced cleaners and security
workers are paid less than their in-house counterparts, and that this outsourc-
ing wage penalty can in large part be attributed to the fact that contractor firms
pay systematically lower wage premiums.

But why are outsourcing firms “low-wage” firms in this sense? In this sec-
tion I use firm-level data to explore whether low wage premiums at contractor
companies reflect low rent levels or low rent-sharing. Both explanations have
some plausibility, and they are not mutually exclusive. On the one hand, since
cleaning and security service firms offer rather generic services, they may op-
erate in competitive product markets that leave little room for firms to capture
rents. On the other hand, outsourcing firms may be less likely to share rents
with their employees because, for example, they are less likely to be unionised
and because, having a more homogenous workforce, they may not have the
same pressure to compress wages between low and high skilled workers within

a given firm.

1.6.1 Data matching

As I mentioned in Section 3, ASHE is a 1% sample the employed workforce.
The ARDx is an annual census of firms with more than 250 workers, and a ran-
dom sample of smaller firms. It is also restricted to the non-financial business
sector, so workers employed in the public and financial sectors are automati-
cally excluded. I find a firm-level match for 42% of cleaner observations and
60% of security worker observations. The lower matching rate for cleaners
compared to security workers reflects the fact that cleaners are more likely to
work in smaller companies, and to be employed in the public sector.

Before proceeding to the analysis of firm rents, it is important to consider
the implications of matching worker-level records to firm-level data from the
ARDx. This matching process disproportionately excludes workers in smaller
and more fragmented companies, and may introduce selection effects. What
matters most for the validity of my estimates, however, is not whether the
matched sample is representative of the full population, but whether any se-
lection bias operates symmetrically across in-house and outsourced workers.

For example, even if the matched sample includes only relatively high-paying
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firms, this would not bias my estimates of the outsourcing wage penalty pro-
vided that in-house and outsourced workers are affected in the same way. In
other words, I am interested in differences between in-house and outsourced
workers, and as long as those differences are preserved in the matched sample,
my estimates remain informative.

To assess whether this kind of symmetric selection holds in practice, Ta-
ble 1.5 compares outsourcing wage penalties for private sector cleaners and se-
curity workers estimated in both the full and matched samples.'® The OLS es-
timates are very similar across the two samples: for cleaners, the wage penalty
falls slightly from 2.7% in the full sample to 1.6% in the matched sample, and
for security guards the results are virtually identical at 18%. This suggests that
the matched sample remains reasonably representative in terms of the overall
distribution of contractor and in-house firms, at least as far as cross-sectional

wage differences are concerned.

8Since the matched sample is restricted to private sector employees, the relevant comparison is
between private sector workers in the full sample and private sector workers in the matched
sample.
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Table 1.5: Estimated Wage Penalty for Matched and Non-Matched Samples
(Private Sector Only)

OLS Within

(1) () 3) 4)
Full Matched Full Matched

Panel A: Cleaners

Outsourced -0.027*%**  -0.016** -0.013* 0.019
(0.004) (0.005) (0.007) (0.012)
Observations 39,271 19,543 39,271 19,543

Panel B: Security Workers

Outsourced -0.179***  -0.180*** -0.042***  -0.030*
(0.010) (0.012) (0.011) (0.014)
Observations 13,153 8,099 13,153 8,099

Notes: Standard errors in parentheses, clustered at the individual level. * Significant at 5%
level, ** at 1% level, *** at 0.1% level. In all models, the dependent variable is log hourly
wages (excluding overtime) in 2016 prices. All specifications control for sex, age bands, region
of work, year, temporary contract, and full-time status.

A more pronounced difference arises in the fixed effects specifications, es-
pecially for cleaners (unsurprisingly, given the lower matching rate). In the full
sample, the fixed effects estimate suggests a small outsourcing wage penalty
of —1.3%, while in the matched sample it flips to a wage premium of +1.9%,
albeit not statistically significant. Since the fixed effects estimator relies exclu-
sively on workers who transition between in-house and contractor firms, this
suggests that the set of such transitions is altered by the matching process. In
particular, the matched sample likely over-represents transitions to relatively
higher-paying contractor firms—either because these firms are more likely to
be large enough to appear in the ARDx, or because the movers captured in the
matched sample are positively selected on unobserved traits.

While this asymmetry warrants caution in interpreting the estimates from
the matched sample, it does not undermine the broader analysis that follows.
If anything, it strengthens it. As I show in the next section, even this positively

selected subset of contractor firms — larger and potentially more formalised —
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have substantially lower rents per worker and, in the case of security services,
are less likely to share those rents with employees. This suggests that weak
rent-sharing is a structural feature of outsourcing firms, not one confined to a

residual group of low-quality employers.

1.6.2 Rentlevels

In this section I provide some descriptive evidence about differences in rent
levels between contractor companies and companies that employ cleaners and
security workers in-house. As is standard in the literature, I use gross value
added (GVA) per worker as a proxy for firm rents. GVA is calculated as sales
minus intermediate inputs, and reflects the total value created by the firm be-
fore payments to labour and capital.

Table 1.6 displays some key summary statistics about the distribution of
firm GVA per worker for in-house and outsourced workers. It confirms that
contractor firms have much lower levels of GVA per worker on average:
around £16,000 in companies that employ outsourced cleaners and £25,000 in
those that employ outsourced security workers, compared to roughly £42,000
for those that employ in-house cleaners and £99,000 for those employing secu-

rity workers in-house.

Table 1.6: Firm GVA per Worker, Summary Statistics

Mean Median  p25 p75 sd

Cleaners

In-house 41.52 29.63 18.74 45.36 69.68

Outsourced 16.41 12.12 8.42 16.65 51.21

All 27.55 16.44 10.32 31.31 61.38
Security Workers

In-house 98.73 39.91 2210 132.01 162.22

Outsourced 25.30 24.44 20.87 28.15 10.47

All 52.71 25.36 21.12 36.97 105.60

Notes: Summary statistics for GVA per worker in the matched ASHE-ARDx sample. GVA

measured in £000s using 2016 prices.
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Figure 1.3 provides a more complete picture by plotting the distribution of
outsourced and in-house cleaners and security workers by percentiles of firm
GVA per employee. These show very clearly that outsourced workers are con-
centrated in low GVA firms, whereas in-house workers are employed across
the full range of firms. This is especially pronounced for outsourced cleaners,
nearly all of whom are employed in the bottom quartile of firms; while nearly
all outsourced security workers work for firms in the bottom half of GVA per

worker.
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Figure 1.3: Distribution of Cleaners and Security Workers by percentile of

firm GVA per employee
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1.6.3 Rent sharing

It is clear that contractor firms typically have much lower rents per worker
than companies that employ cleaners and security workers in-house. In this
final section, we look at whether they are also less likely to share these rents
with their employees."”

To do so, I estimate rent-sharing elasticities for both types of company using
the following equation, which allows individual log wages to depend on firm-

level rents and their interaction with outsourcing status:

In (wy) = o + x;tﬁ + 0+ ATy + K (7r T(ist) Outsourcedit) + &t (1.4)

Here, m;(;+ denotes quasi-rents per worker at firm J (i,t), and A captures
the extent to which firms share those rents with workers.?’ The interaction
term allows me to test whether this relationship differs between in-house and
outsourced employment.

Conceptually, quasi-rents are defined as value added net of the competitive
cost of labour and capital, i.e. the surplus available for distribution.?! Since this
is not directly observable, I use a three-year rolling average of GVA per worker
as a proxy for underlying firm profitability, where the rolling average helps
smooth out short-term fluctuations.?” To address concerns about measurement
error in GVA arising from noise in firm-level sales and input data, I also instru-
ment GVA per worker using a rolling average of log turnover per employee.
This widely used approach aims to reduce attenuation bias and recover a less
noisy estimate of the relationship between firm rents and wages (Card et al,,
2018; Van Reenen, 1996).

Estimating rent-sharing elasticities using cross-sectional data is subject to
well-known biases. In particular, because higher-ability workers are more

likely to match to higher-rent firms, and worker ability is often imperfectly

19See Figure Al for a visual representation of the relationship between log wages and GVA per
worker.

2This specification is closely related to the AKM framework introduced earlier in the paper,
where the firm fixed effect can be interpreted as a linear function of firm quasi-rents i.e.
Yyt = ATy, See Card et al. (2018) for a similar formulation.

ZSee Card et al. (2018) for a derivation of the relationship between GVA and quasi-rents.

22My results are broadly robust to using a number of measures of GVA, including contempo-
raneous GVA, GVA smoothed over previous three years, and a rolling average over 3 and 5
years.
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observed, cross-sectional estimates of rent sharing tend to be biased upwards
(Card et al., 2018; Kline, 2024). To address this concern, I estimate rent sharing
elasticities using worker fixed effects models, which control for time-invariant
unobserved worker characteristics. However, while such models correct for
sorting bias, they are more vulnerable to measurement error in the rent proxy,
which tends to attenuate estimates of the rent-sharing elasticity toward zero
(Kline et al., 2020); and they cannot fully eliminate potential bias arising from
firm-specific shocks to rents that are correlated with worker mobility patterns,
as would be the case if a sudden drop in profits encourages high-ability work-
ers to move (Kline, 2024).

Recent work has moved towards using plausibly exogenous shocks to firm
rents, such as the excess stock market returns associated with patent grants, in
order to strengthen causal identification of rent-sharing elasticities (Kline et al.,
2019; Bell et al., 2024). Since it is not possible to implement such an approach
with my data, the absolute magnitude of the estimated rent-sharing elastici-
ties below should be treated with caution. However, my focus is not on abso-
lute magnitudes but on whether rent sharing elasticities differ across organi-
sational forms — specifically, between contractor and in-house firms. Provided
that the various biases discussed above operate similarly across the two groups
— a plausible assumption especially for measurement concerns, since noise in
the rent proxy is unlikely to be systematically related to organisational form —
my approach to estimating differences in rent sharing between contractor and
in-house firms should remain informative.

Table 1.7 displays the results of estimating equation 1.4 using both pooled
OLS and the within estimator. In the OLS specification, I find an estimated
elasticity of wages with respect to value added per worker of around 3.5% for
cleaners and 14% for security workers, both of which increase slightly when
GVA per worker is instrumented using figures for turnover. As expected, the
estimated elasticities are significantly lower when using a fixed effects specifi-
cation: around 1.5% for cleaners and 4% for security workers in my preferred
IV specification. These estimates are low compared to other studies in the lit-
erature, which typically report elasticities in the range of 5 to 15% (Card et al.,
2018). These low magnitudes likely reflect the fact that these elasticities are es-
timated specifically for cleaners and security workers, which as we saw in the

previous section appear to receive lower wage premiums compared to other
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employees in the same companies, irrespective of whether they are in-house or
outsourced. Indeed, as Table A7 shows, when I estimate rent-sharing elastic-
ities for the entire matched ASHE-ARDx sample, the most plausible estimate
(including worker fixed effects and using turnover as an instrument for GVA)
is 7%, squarely within the standard range.

Table 1.7: Estimated Rent-Sharing Elasticities for In-House and Outsourced
Workers

Pooled OLS Fixed Effects
(1) 2) 3) (4)

Panel A: Cleaners

Log GVA/emp 0.035***  0.039*** 0.014***  0.014*
(0.007) (0.008)  (0.004) (0.007)
Log GVA/emp x Out -0.001 -0.002 0.006 0.005
(0.005) (0.005)  (0.003) (0.003)
v No Yes No Yes
Observations 14,545 14,545 14,545 14,545

Panel B: Security Workers

Log GVA/emp 0.139***  0.171***  0.014 0.040**
(0.016)  (0.014) (0.008)  (0.013)
Log GVA/emp x Out -0.030***  -0.022** -0.013** -0.015***
(0.007)  (0.007) (0.004) (0.004)
v No Yes No Yes
Observations 6,281 6,281 6,281 6,281

Notes: Standard errors in parentheses, clustered at the individual level. Dependent variable is
log hourly earnings. Regressors include log GVA per employee (positive values only,
smoothed over three years) and its interaction with outsourcing status. All models include
controls for sex, age bands, region of work, year, temporary contract, and full-time status.
Columns (2) and (4) use log turnover per employee as an instrument for GVA. * Significant at
5% level, ** at 1% level, *** at 0.1% level.

My interest here, however, is not so much the overall level of rent-sharing,
but whether there is evidence of differential rent-sharing between contractors
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and companies that employ cleaners and security workers in-house, something
captured by the interaction term in Table 1.7. For cleaners, I find no evidence of
differential rent-sharing: the coefficient on the interaction of GVA per worker
and the outsourcing dummy is very small and not significant. For security
workers, however, this coefficient is negative and significant across all four
specifications: in other words, contractor firms which employ security workers
are less likely to share profits with their employees than firms that employ secu-
rity workers in-house. The fact that outsourced security workers work at firms
that have both lower levels of rents per worker and a lower tendency to share
those rents, may help explain why the estimated penalty associated with being

an outsourced security worker is so much larger than for outsourced cleaners.

1.7 Conclusion

The past fifteen years have seen a substantial increase in outsourcing among
cleaners and security workers in the UK. I have shown that outsourced work-
ers are paid less than their in-house counterparts and that these differences
cannot be fully accounted for by differences in individual characteristics. Even
once we control for individual fixed effects there remains an unexplained wage
penalty of 2.8% for cleaners and 5.6% for security workers. This gap combines
two conceptually distinct effects: first, since outsourced workers are exclu-
sively private sector employees, they lose out on public sector wage premiums
available to in-house workers in the public sector; second, outsourced workers
suffer a further penalty associated with being employed by a contractor com-
pany rather than being an in-house employee in the private sector.

My analysis of estimated firm wage premiums using the AKM model con-
firms that the observed wage penalty associated with being outsourced reflect
differences in firm- rather than worker-level characteristics. I find that esti-
mated firm wage premiums are 4-9% lower among outsourced cleaners relative
to their in-house counterparts, and 10-15% lower for outsourced security work-
ers compared to those employed in-house, depending on the sample used to
estimate those firm wage premiums. Finally, my analysis of matched worker-
firm data suggests that contractor firms pay lower wages both because they
have lower rents (as proxied by GVA per worker) and, for security workers,
because they are less likely to share those rents with their employees.
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While my findings are broadly consistent with earlier research on
outsourcing-related wage penalties, this paper sheds new light on the role of
firm rents in explaining those gaps. It also raises several important questions
for future research. One is whether the effects of outsourcing differ across
a broader set of occupations — particularly among higher-skilled workers,
where the implications may be quite different due to greater bargaining power,
task complexity, or access to alternative employment options. Another is to bet-
ter understand why contractor firms exhibit lower profitability and (in some
cases) weaker rent-sharing: is this primarily a reflection of competitive pres-
sures, differences in productivity, or institutional factors such as union presence
and bargaining coverage? It would also be valuable to examine the longer-term

consequences of outsourcing for job quality and career progression.
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Appendix

Table A1l: Industry and Occupation Codes

Occupation Codes Industry Codes
Cleaner
SOC1990 SIC 1992/2003

956 Window cleaners

957 Road sweepers

958 Cleaners, domestics

50C2000

9132 Industrial cleaning process occupations
9231 Window cleaners

9232 Road sweepers

9233 Cleaners, domestics

9235 Refuse and salvage occupations

9239 Elementary cleaning occupations n.e.c.
50C2010

9132 Industrial cleaning process occupations
9231 Window cleaners

9232 Street cleaners

9233 Cleaners and domestics

9235 Refuse and salvage occupations

9236 Vehicle valeters and cleaners

9239 Elementary cleaning occupations n.e.c.

Security

50C1990

615 Security guards and related occupations
619 Other security and protective service oc-
cupations n.e.c.

50C2000

9241 Security guards and related occupations
9249 Elementary security occupations n.e.c.
50C2010

9241 Security guards and related occupations

9249 Elementary security occupations n.e.c.

70.32 Management of real estate on a fee or
contract basis

74.70 Industrial cleaning

SIC 2007

81.10 Combined facilities support activities
81.21 General cleaning of buildings

81.22 Other building and industrial cleaning
activities

81.29 Other cleaning activities

SIC 1992 and 2003
74.60 Investigation and security activities
SIC 2007

80 Security and investigation activities
80.1 Private security activities

80.2 Security systems service activities
80.3 Investigation activities

Notes: SOC codes refer to occupational classifications used in the UK Standard Occupational
Classification frameworks (1990, 2000, 2010). SIC codes refer to Standard Industrial
Classification codes (1992, 2003, and 2007 versions). n.e.c. = not elsewhere classified.
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Table A2: T-Tests of Differences in Group Means Between Private and Public
Sector In-house Workers (Private — Public)

Cleaners  Security Workers

1) (2)

Average hourly earnings (£2016) -0.60*** -1.65%**
Employer pension indicator -0.28*** -0.37%**
Weekly pension contributions (£2016)  -12.13*** -39.27%**
Age at the survey reference date -3.39%%* -2.16%**
Female indicator -0.16*** -0.13***
Full-time indicator 0.17*** -0.05%**
Same job for more than one year -0.09*** -0.10%**
Temporary employment indicator -0.017** 0.02%**
Employees in the enterprise (IDBR) -4,998.09*** 2,128.17
Public sector indicator -1.00 -1.00
Covered by collective agreement -0.67*** -0.47%*
Observations 37,393 8,269

Notes: Table shows t-tests for differences in group means between in-house workers in the
private versus public sector workers. Each entry shows the difference (private — public). * p <
0.05, ** p < 0.01, *** p < 0.001.
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Table A3: Effect of Outsourcing on Employer Pension Contributions

Pension Coverage (Odds Ratios) Log Weekly Pension
Logit Fixed Effects Logit Pooled OLS Within
(1) (2) (3) (4) (5) (6) (7) (8)
Panel A: Cleaners
Outsourced 0.110***  0.340*** 0.048** 0.207*** -0.883***  -0.298** 0.068 -0.101
(0.008)  (0.028)  (0.009)  (0.047) (0.089) (0.095) (0.071) (0.078)
Public sector 15.08*** 40.18*** 1.187*** -0.347%**
(1.104) (10.127) (0.057) (0.065)
Observations 37,223 37,223 13,809 13,809 7,622 7,622 7,622 7,622
Panel B: Security Workers
Outsourced 0.054** 0.113***  0.063***  0.084*** -1.609*** -1.357*** -1.075*** -1.075***
(0.006)  (0.013)  (0.024)  (0.033) (0.088) (0.096) (0.101) (0.102)
Public sector 11.65*** 18.59*** 0.539*** 0.0003
(1.690) (12.750) (0.053) (0.054)
Observations 11,152 11,152 6,657 6,657 3,835 3,835 3,835 3,835

Notes: Standard errors in parentheses, clustered at the individual level. * Significant at 5% level, ** at 1% level, *** at 0.1% level. Dependent
variable in columns (1)—(4) is an indicator for any employer pension contribution. Dependent variable in columns (5)—(8) is log of weekly pension
contribution among those who receive one. All models include controls for sex, age bands, region, year, temporary contract and full-time status.



Table A4: Samples for Estimating Firm Wage Premiums

. Mean SD
Person-years Persons  Firms
wage wage
Whole ASHE sample 2,207,703 363,718 176,480 2.53 0.54
Largest connected set: whole sample 1,741,730 249,253 66,620 2.55 0.54
(% of whole sample) (79%) (69%) (38%)
Largest connected set: excl. cleaners & security 1,673,990 240,952 64,630 2.57 0.54
(% of whole sample) (76%) (66%) (37%)
Largest connected set: cleaners & security only 59,011 13,210 4,578 209 027
(% of whole sample) (3%) (4%) (3%)

Notes: “Largest connected set: whole sample” is the largest connected set identified when
estimating the AKM model on the full ASHE sample. The next two rows show connected sets
when excluding cleaners and security workers, or including only that group.
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Table A5: Characteristics of Cleaners and Security Workers in Different Samples Used to Estimate AKM Model

Cleaners Security Workers

Whole  Largest Conn. set Whole  Largest Conn. set
sample conn.set (cleaners & security) sample conn.set (cleaners & security)

) (2) (3) (4) ) (6)

Compensation

Mean hourly earnings (£2016) 7.81 7.98 7.96 10.00 10.14 9.91
Fraction with employer pension 0.19 0.22 0.23 0.31 0.32 0.30
Mean weekly employer pension (£2016) 7.70 8.97 9.35 21.12 21.23 19.21
Individual characteristics

Mean age 44.44 44.63 45.45 43.00 43.08 43.43
Fraction female 0.68 0.66 0.68 0.15 0.15 0.13
Fraction full time 0.33 0.35 0.33 0.86 0.88 0.90
Fraction in job >1 year 0.77 0.79 0.82 0.80 0.81 0.84
Fraction temporary 0.06 0.05 0.04 0.04 0.03 0.02
Firm characteristics

Mean firm size (employees) 8,610 10,409 13,166 15,953 17,963 21,003
Fraction public sector 0.31 0.35 0.39 0.19 0.21 0.18
Fraction covered by collective agreement ~ 0.46 0.49 0.52 0.46 0.47 0.45
Person-years 65,411 50,427 35,481 16,488 14,173 10,566
Persons 21,016 14,378 7,898 5,068 3,969 2,303
Firms employing cleaners/security 3,052 1,506 680 924 442 210

Notes: See notes to Table A4 for description of different sub-samples. “Firms employing cleaners/security” refers to the number of unique firms
who employed at least one cleaner or security worker during the sample period.



Table A6: T-Tests of Differences in Group Means Between Private Sector
Workers in the Full and Matched Samples (Matched — Not Matched)

Cleaners  Security Workers

(1) (2)
Average hourly earnings (£2016) -0.07% 0.40%**
Employer pension indicator 0.06*** 0.16***
Weekly pension contributions (£2016) 2.73 8.41***
Age at the survey reference date -0.59%* 0.64**
Female indicator -0.08*** 0.03***
Full-time indicator 0.10%** 0.06***
Same job for more than one year 0.01 0.05%**
Temporary employment indicator -0.017*** -0.027%**
Employees in the enterprise (IDBR) 10,118.95*** 10,462.58***
Public sector indicator 0.00 0.00
Covered by collective agreement 0.09*** 0.12%**
Observations 41,167 13,611

Notes: Table shows t-tests for differences in means between private sector workers in the full
and matched samples. Each entry shows the difference (matched — not matched). * p < 0.05, **
p < 0.01, *** p < 0.001.

Table A7: Rent-Sharing Elasticities Estimated on the Entire Matched Sample

OLS 1\Y FE IVFE
(1) (2) 3) (4)

Panel A: Cleaners

Log GVA per employee 0.164** (0.238***  0.023*** 0.071***
(0.010)  (0.010)  (0.001)  (0.002)

Observations 514,434 514,434 514,434 514,434

Notes: Dependent variable is log hourly wages. All specifications include controls for age
bands, region, year, temporary contract, full-time status, and gender. Standard errors
clustered at the individual level. * Significant at 5% level, ** at 1% level, *** at 0.1% level.
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Figure A1: Fitted Polynomial of Wages and Firm GVA
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Notes: This figure shows fitted polynomials relating log wages to firm-
level gross value added (GVA) for cleaners (panel a) and security work-
ers (panel b). These were created using the 1poly command, which per-
forms a kernel-weighted local polynomial regression of yvar on xvar
and displays a graph of the smoothed values with 95% confidence bands.
The bandwidth for the x-value has been set to five. Estimates are based
on matched private sector subsamples.
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Chapter 2

Anatomy of Automation: CNC Machines and
Industrial Robots in UK Manufacturing,
2005-2023

ABSTRACT

Using a novel proprietary survey of UK manufacturing sites, we study
the impact on employment of arguably the two most important industrial
automation technologies of the past fifty years: computer numerical con-
trol (CNC) machine tools and industrial robots. First, we document the
growing prevalence of both technologies across a wide range of industries
between 2005 and 2023. Second, we use a local-projection difference-in-
difference design to show that plants that adopt these technologies for the
first time increase their employment by 6% to 8% after four years, com-
pared to non-adopting plants in the same industry. Third, we find that for
both technologies, automation is associated with an increase in employ-
ment among industry-competitor sites, and a positive overall impact on

industry-level employment.

Keywords: automation; manufacturing; CNC machines; robots;

difference-in-differences.



2.1 Introduction

How does automation affect employment? Recent advances in artificial intel-
ligence have heightened both hopes and fears about the consequences of tech-
nological progress for workers and society more broadly. There is widespread
concern that new technologies will displace workers, leading not just to tempo-
rary disruption, but to a secular decline in labour demand, putting downward
pressure on wages and employment. And yet, historically, such displacement
effects have typically been accompanied by improvements in productivity and
the creation of new products and labour-intensive tasks, driving up the de-
mand for labour (Autor, 2015). Which of these channels dominates is funda-
mentally an empirical question.

In this paper, we examine how the widespread adoption of computer nu-
merical control (CNC) machine tools and industrial robots affected employ-
ment in the UK economy since 2005. CNC machines are programmable tooling
devices that cut, drill, or shape materials (typically metals) into precisely de-
fined components. They have been widely available since the 1980s and play
a foundational role in modern manufacturing. Industrial robots, by contrast,
are programmable machines designed to manipulate objects with considerable
spatial flexibility. They typically operate across multiple axes using motors and
sensors to guide their movements, and are commonly used for tasks such as
assembly, welding, packaging, and material handling. While CNC machines
are generally used to transform raw materials into components through pre-
cision machining, industrial robots are more often deployed in later stages of
production to assemble or move those components. Together, these technolo-
gies represent two of the most important and widely used forms of industrial
automation in recent decades.

This paper makes three main contributions. First, we introduce novel evi-
dence on the use of these manufacturing technologies from a proprietary sur-
vey of manufacturing establishments in the United Kingdom between 2005 and
2023. This dataset, produced by the Mark Allen Group, contains information
on plant-level stocks of CNC machine tools and (from 2014) indicators for the
use of industrial robots on site. Crucially for our purposes, it also includes
site-level information about total employment and, separately, the number of
workers by broad occupational groups, including manufacturing workers.

We establish that our dataset is broadly representative of the UK manu-
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facturing sector, closely tracking statistics obtained from the UK'’s statistical
agency, the Office for National Statistics (ONS). We also document an increase
in the use of both technologies over the period we study: the share of manu-
facturing production plants using CNC machines increased from about 46% in
2004 to nearly 56% in 2023, while the share of employees who work in such es-
tablishments increased from about 52% to 62%. We find that the share of plants
using industrial robots has increased from about 4% in 2014 to 6% in 2023,
while the share of employees working in such plants increased from around
15% to more than 25%, indicating that robot adoption has been skewed towards
large plants.

Second, we use modern differences-in-differences event study methods to
study the impact of CNC machine and industrial robot adoption at the exten-
sive margin on a firm’s workforce. In our preferred specification, we find that
plants that adopt CNC machines for the first time increase their total employ-
ment by about 6% over the subsequent four years, compared to non-adopting
plants in the same industry. Plants that adopt industrial robots for the first
time also see employment increase by around 8% in the years following adop-
tion. We find that treated plants which experience an “adoption event” exhibit
broadly similar pre-treatment trends to those that do not; while the substantial
cost and planning involved in adopting such technologies makes it unlikely
that our results are being driven by contemporaneous shocks affecting both
technology adoption and employment. Unlike much of the literature, we do
not find any significant impact on the share of manufacturing workers after
adoption events.

For CNC machines, we can also look at the impact of “expansion events”,
which occur when a plant increases the total number of CNC machines from
an already positive number. We find that these events are associated with a
larger increase in total plant employment than initial adoption, and a notable
reduction in the share of manufacturing workers. This pattern is consistent
with a learning-based view of technology adoption, in which experienced firms
are better able to take advantage of new technologies, leading both to larger
gains in productivity and employment, and a deeper reorganisation of their
production processes (e.g. Atkeson and Kehoe, 2007).

Third, we explore the dynamics of worker reallocation across companies

and industries. We first look at the impact of firm-level automation events
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on employment among competitors firms within the same industry. We find
evidence of positive spillovers, in the sense that adoption in one plant is asso-
ciated with an expansion of employment among peer firms. In order to capture
the overall impact of automation on industry level employment, we adapt our
main event-study specification to study industry-level automation events, de-
fined as a relatively large annual change in the share of employees working in
companies that use a given technology, compared to all year-on-year changes.
Although our results vary depending on the threshold used to define an in-
dustry level event, we find positive industry level employment effects in all
specifications, with varying degrees of statistical significance. These results
suggest that, at least in the UK manufacturing context, the broader effects of

automation on employment may be more benign than is often feared.

Related Literature. Our paper contributes to a small but growing empirical
literature that uses firm-level data to look at the labour market effects of various
modern technologies. The papers in this literature span a range of countries
and recent time-periods, and study a variety of technologies, with a particular
focus on industrial robots (for a recent overview see Aghion et al. (2023a) and
Restrepo (2024)). Most use event-study designs similar to our own, though a
handful combine this with a more explicitly causal approach.!

As in our study, this literature consistently finds that investment in new
technologies is associated with an increase in total employment at focal (adopt-
ing) companies (Aghion et al., 2023a).? The literature is more divided when it
comes to the impact on specific occupational groups. Most studies, including
all those looking at industrial robots, find that investment in new technologies
is associated with a reduction in employment (and in some cases wages) for
“exposed” occupations, typically lower-skilled and /or manufacturing workers
(Bessen, 2019; Humlum, 2021; Acemoglu and Restrepo, 2020); but other recent
studies find no evidence of differential effects on different skill groups (Curtis
et al., 2021; Hirvonen et al., 2023; Aghion et al., 2023c). Our results — that ex-

! Aghion et al. (2023c) use a shift-share IV design leveraging pre-determined supply linkages
and productivity shocks. Hirvonen et al. (2023) use a quasi-experimental design comparing
companies that secured access to a government subsidy programme with those that narrowly
lost out.

2Studies which also have access to information about firm-level sales and productivity find
that this increase in employment is associated with rising sales and productivity. Some of
these studies also look at the impact on wages, and typically find no significant effect.
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pansion but not adoption events are associated with a decline in the share of
manufacturing workers — suggest that the impact of automation technologies
on exposed groups of workers may increase as companies accumulate experi-
ence with a given technology.

While the studies discussed above examine the effects of technology adop-
tion within firms, a largely separate literature focuses on the impact of automa-
tion on employment at the industry or labour market level. This literature has
produced mixed results. For example, Acemoglu and Restrepo (2020) find that
the addition of one industrial robot per 1,000 workers in U.S. commuting zones
reduces the employment-to-population ratio by 0.4 percentage points; whereas
Dauth et al. (2021), using a similar approach in Germany, find no adverse ef-
fect on regional employment. At the cross-country level, Graetz and Michaels
(2018) find no aggregate employment effect of robot adoption across 17 de-
veloped economies, while Klenert et al. (2023), using similar methods for 14
European countries, find positive correlations between robot adoption and em-
ployment. Other studies, such as Webb (2020); Mann and Piittmann (2023); Ko-
gan et al. (2023), use patent-based measures of exposure to assess occupational
risk, but also reach inconsistent conclusions about aggregate employment ef-
fects. The only previous study to focus specifically on CNC adoption at the
industry level is Boustan et al. (2022), who find that industries more exposed
to CNC technologies experienced increases in investment, productivity, and
employment, with gains for college-educated workers offsetting losses among
less-educated ones.

We see our contributions to this literature as threefold.

First, we are able to exploit direct plant-level measures of two critical au-
tomation technologies: CNC machines and industrial robots. Most recent pa-
pers with access to firm-level data rely on composite measures of technology
such as the total value of manufacturing capital (Aghion et al., 2023b,c) or in-
vestment in third party automation services (Bessen et al., 2023). As Aghion
et al. (2023c) argue, these broad measures can help give us a sense of the impact
of typical investments in manufacturing capital. But the impact of new tech-
nologies depends critically on their particular characteristics, and the degree to
which they are used to displace workers rather than, say, create new products.
A better understanding of the effects of modern technologies on labour markets
must study the characteristics and abilities of specific technologies. Moreover,
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while there is now a fairly large literature looking at the impact of industrial
robots, studies of CNC technology are surprisingly rare, given their huge im-
portance for modern manufacturing. To the best of our knowledge, ours is the
first paper to use firm-level data on CNC use across a wide range of industries.

A further advantage of our data is that we can isolate adoption events,
when a plant starts using a given technology for the first time, and in the case
of CNC machines distinguish them from “expansion” events, when plants in-
crease their use of CNC machines from an already positive baseline. Other
papers, which typically use price-based measures of technology investment,
cannot distinguish investment at the extensive margin — which involves the
deployment of a new machine in tasks previously performed by humans, and
is the canonical definition of automation, at least within the task framework —
from investment at the intensive margin, which seeks to increase the produc-
tivity of capital in existing tasks. Our focus on adoption events, then, provides
a cleaner empirical analogue to automation. At the same time, being able to
compare the effects of adoption and expansion for CNC machines allows us to
test the predictions of learning-based models of technological change (Atkeson
and Kehoe, 2007).*

Our second key contribution is to provide a unified analysis of the implica-
tions of technology adoption at the firm and industry levels. This is clearly not
possible for papers using aggregate-level data, while many papers with firm-
level data have focused exclusively on firm-level outcomes (Bessen et al., 2023;
Dixon et al., 2021; Koch et al., 2021). A number of papers with access to firm-
level data have studied the impact of automation at one firm on “competitors”
in the same industry and, like us, find negative spillover effects (Acemoglu
et al., 2020; Koch et al., 2021; Aghion et al., 2023c). But few have looked at

the overall impact on industry or area-level employment. An important excep-

30f the two recent papers focused on CNC machines, Boustan et al. (2022) only have access to
industry level data, while Bartel et al. (2007) have access to plant-level data for the US valve
manufacturing sector only. Bartel et al. (2007) find that plants adopting CNC tools improve
the efficiency of all stages of the production process by reducing setup times, run times, and
inspection times; see increases in the skill requirements of machine operators and the adoption
of new human resource practices; and shift their business strategies towards more customized
products.

* Another advantage of measuring technology use directly is that changes in price-based mea-
sures may simply reflect shifting prices rather than changes in technology use in a given com-
pany. A downside is that we are unable to account for changes in the quality of machines
across firms or over time.
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tion is Aghion et al. (2023b,c), who use French firm-level data to look at the
impact of investments in manufacturing capital on firm, industry and labour
market outcomes, finding positive employment effects at all levels. Addressing
these different levels of analysis within a single empirical setting is critical for
understanding the relationships between firm-level effects, and wider general
equilibrium implications.

Our third contribution is simply to provide the first UK-based study of au-
tomation in the manufacturing sector using firm-level data. Studying different
countries is valuable because, as we discuss in more detail below, the impact
of automation depends not simply on the technology in question, but on the
wider labour market context. In other words, we cannot simply assume that
the broad effects of robot adoption on aggregate employment in (say) the US
or Germany will carry over to the UK. As we gather more data points from
different countries and labour markets, we can better understand the contexts
in which new technologies are likely to lead to positive or adverse effects for
different groups.

This paper is structured as follows. Section 2.2 provides background on
CNC machines and industrial robots. Section 2.3 outlines the task-based con-
ceptual framework that guides our analysis. Section 2.4 describes our data and
benchmarks it against UK administrative data. Section 2.5 outlines our em-
pirical approach. Section 2.6 outlines our firm-level results, while Section 2.7
looks at the impact of automation on industry-level employment. Section 2.8

concludes.

2.2 Background: CNC machines and industrial

robots

In this section, we provide background on the history of CNC machines and
industrial robots, and their distinctive role in modern manufacturing.

At the most fundamental level, manufacturing is a process by which parts
or pieces of material are cut, drilled, bent and shaped into desired shapes to
produce components. These components are then assembled to produce man-
ufactured goods. Machine tools are a broad class of machines which fulfil the
first step of this process, typically through a subtractive process which removes
material from the workpiece until the desired shape is achieved. Their impor-

62



tance for manufacturing is difficult to overstate: they are sometimes described
as the “mother” machine, since, as Holland (1989b, 2) memorably put it, “ev-
ery manufactured product is made by a machine tool or by a machine that was
made by a machine tool”.

Prior to the development of machine tools, manufacturing was the domain
of skilled artisans who performed the entire range of tasks associated with the
production of a final good from raw material. The late 18th and 19th century
saw a paradigm change, as manufacturing embraced standardisation and spe-
cialisation, and production processes were redesigned to focus on producing
large numbers of interchangeable components, which were then assembled
into final products (National Research Council, 1995). As a result, manufac-
turing jobs were increasingly devoted to repeatedly performing the same task.
Critical to the adoption of this system was the availability of special purpose
machine tools built specifically for each task (Jaikumar, 2005). °> These tools
were, however, manual in their operation, controlled fully by their operators.

This started to change with the invention of numerical control (NC) ma-
chines in the 1950s and 1960s, and their widespread adoption throughout the
1970s°. Rapid developments in computing, including the creation of computer-
aided design technologies, led to the birth of the first true computer numerical
control (CNC) machines, displacing the punched cards used by NC machin-
ery.”” The first CNC tools designed for wide commercial application were de-
veloped in Japan in the late 1960s and their worldwide diffusion accelerated
in the 1980s and 1990s®. Rapid improvements in both microprocessor technol-

ogy and Computer-Aided Design (CAD) software in the 1980s transformed the

>Mechanisation yielded massive improvements in productivity, particularly when combined
with the managerial and organisational changes that were taking place alongside it. Bright
(1958) shows, for example, that lamps produced per operator per day rose from 160 in the
1910s and 20s, to 800 in the 1920s and 30s, and to 2,700 by the 1950s.

®In 1966, a report by the US National Commission on Technology, Automation and Economic
Progress heralded the invention of NC machine tools as “probably the most significant de-
velopment in manufacturing since the introduction of the moving assembly line” (Lynn et al.,
1966)

’The first CNC machine was created at MIT in 1952, as part of a contract with the US Air Force
to create high-precision helicopter parts. Ross (1978) describes the development of the Auto-
matically Programmed Tool programming language, which was incorporated into a numeri-
cal control system in collaboration with the US Air Force by 1957 and demonstrated publicly
in 1959.

8 As Boustan et al. (2022) show, CNC machinery was adopted more quickly in some industries
than others, reflecting the differential pace at which the underlying technology was developed
for different tool types and actions, like lathing, drilling and so on.
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capabilities of these machines and radically simplified the design process, lead-
ing to their widespread diffusion. CNC machine tools offer increased precision
and repeatability, and significantly reduced the set-up times needed to adjust
and prepare a machine between different tasks.

Industrial robots can perform many of the same tasks as CNC machine
tools, such as drilling, cutting or bending. But their distinctive feature is their
spatial flexibility, and their ability to move and manipulate objects in a variety
of ways. Whereas CNC machine tools are mainly used in the production of
parts, industrial robots are typically used for welding, sorting, painting and a
variety of other tasks needed to assemble parts into final products.” The first
industrial robots were created in the 1950s, and their use expanded during the
1960s and 1970s, especially in the automotive sector, but it is only since the
1990s that they have started to be used across a much wider range of applica-
tions including electronics, food processing, logistics, and precision engineer-
ing. As with CNC machines, industrial robots have benefited from advances
in computing, as well as the development of sensors and machine vision, and
recent developments in artificial intelligence continue to transform their capa-
bilities, allowing increasing precision and flexibility.

What can we take from this brief history for thinking about the impact of
the growing use of CNC machines and industrial robots in modern manufac-
turing? First, it’s clear that both CNC machine tools and industrial robots are
“automation” technologies, in the sense that they are designed to replace hu-
mans in performing specific tasks. Second, these technologies typically apply
to different parts of the production process, and hence may have different im-
plications for employment: as Boustan et al. (2022) argues, CNC machines pri-
marily automate the work of skilled machinists with advanced motor skills,
as well as lower skilled machine setters and set-up operators; while industrial
robots tend to automate lower skilled jobs requiring gross motor skills con-
nected to assembly, welding, packaging processes. Third, CNC machines are
a more mature technology than industrial robots and, as we shall see in our
data, are much more widely diffused across the manufacturing sector. This is
relevant for thinking about learning effects, since there is likely to be a much

9The International Federation of Robotics defines industrial robots as “automatically con-

trolled, reprogrammable multipurpose manipulator, programmable in three or more axes,
which can be either fixed in place or fixed to a mobile platform for use in automation ap-
plications in an industrial environment”.
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greater stock of accumulated experience with CNC machines than for robots.

2.3 Conceptual framework

For many years, the dominant approach in the theoretical literature on automa-
tion was the canonical factor-augmenting framework. In this view, technological
progress raises the productivity of a given factor—capital, skilled labour, or
unskilled labour—uniformly across all tasks.'’ Within this framework, which
dates back to Tinbergen (1974), and was developed in detail by Katz and Mur-
phy (1992) and Goldin and Katz (2008), new technologies are generally viewed
as benign in their effects on labour markets: they raise productivity, boost
labour demand, and leave the labour share of income broadly unchanged, at
least under realistic values for key parameters.

But as Acemoglu and Restrepo (2022a) argue, this model lacks descriptive
realism. Most technologies do not improve the productivity of a factor across
the board. Instead, they tend to enhance performance in specific tasks while
leaving others unchanged—or, in the case of automation, replacing workers
altogether in some tasks. The factor-augmenting model cannot easily capture
this task-specific nature of technological change, nor the displacement of work-
ers that is central to public and scholarly concerns about automation. Nor does
it align with a growing body of empirical evidence showing that many new
technologies have coincided with declining real wages and employment for
exposed workers, as well as a falling labour share overall.

These limitations have led to the development of the task-based framework,
which forms the theoretical foundation of this study. In this framework, pro-
duction is understood as a set of tasks that can be performed by either human
labour or capital, depending on their relative productivity and cost. Automa-
tion refers to the reallocation of specific tasks from human labour to machines.
Crucially, this framework allows us to distinguish automation from two other
forms of technological progress: the creation of new tasks (which can boost de-
mand for labour) and improvements in the productivity of capital at tasks it
already performs (so-called intensive margin progress, which does not directly
displace workers). While all these forms of technological change can raise pro-
ductivity, only automation—as defined here—entails a direct displacement of

19The following discussion draws on Acemoglu and Restrepo (2022a) and Restrepo (2024).
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labour.

Automation technologies trigger two competing forces. The first is a dis-
placement effect, which reduces demand for workers who previously performed
the automated tasks. The second is a productivity effect, which makes produc-
tion more efficient by lowering costs and reallocating tasks, potentially en-
abling firms to expand output. Whether employment rises or falls depends
on the balance of these forces. Importantly, this is not something that theory
alone can determine—it is an empirical question.

The task-based framework also makes clear that the impact of automation
can differ significantly depending on the level of analysis. At the firm level, au-
tomation may reduce the number of workers needed for particular tasks but
increase overall productivity. If demand for the firm’s output is elastic, these
productivity gains can lead to firm expansion and net employment growth.
While the impact of automation on total company employment is ambiguous,
according to the task-based framework it should lead to a decline in the em-
ployment share of “exposed” occupations whose tasks are directly replaced by
machines.

At the industry level, automation can trigger a range of spillover effects that
shape employment dynamics beyond the adopting firm. On the one hand,
automation may lead to a reallocation of output toward more efficient pro-
ducers, leading to job losses in non-adopting firms—what the literature refers
to as “business stealing”—especially if industry-level demand is inelastic. If
these negative spillovers are strong enough, this could lead to a decline in
industry-level employment, even if automation leads to an increase in employ-
ment among focal plants. On the other hand, automation may also generate
positive spillovers: by lowering prices and expanding overall demand, raising
demand for complementary goods and services, or inducing learning and pro-
ductivity gains through demonstration effects. At the regional or labour market
level, aggregate employment outcomes reflect not only these firm and industry
dynamics but also a wider set of general equilibrium effects including, among
other things, how easily displaced workers can transition to new jobs.

These insights help clarify the motivation for this study. First, the task-
based framework explains why the impact of automation on employment is
theoretically ambiguous and must be resolved through empirical analysis. Sec-
ond, it highlights that the effects of automation can diverge across firms, indus-
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tries, and regions, making it essential to track these dynamics at multiple levels
of aggregation. And third, it underlines the importance of focusing on specific
technologies and distinguishing automation from other forms of technological
change. A key advantage of our study is that we are able to track the adop-
tion of two of the most important automation technologies of recent decades.
Moreover, we directly observe “adoption” events—the first time a firm intro-
duces a given technology—which provides a clean empirical analogue to the
concept of automation at the extensive margin, as opposed to other forms of
technological investment.

While the task-based framework offers a powerful conceptual tool for think-
ing about how automation reshapes the allocation of tasks between labour and
capital, it typically abstracts from the dynamic processes through which firms
adjust to new technologies.!! In particular, it overlooks the fact that adopting
and integrating automation may itself be a gradual process, involving costly
experimentation, reorganization, and learning. Learning-based models, such
as those developed by Atkeson and Kehoe (2007), emphasize that initial adop-
tion is only the first step in a lengthy “learning-by-doing” process, during
which firms accumulate the complementary human and organizational capi-
tal needed to fully exploit a new technology. As a result, the benefits of au-
tomation may unfold gradually, with later investments yielding larger effects
on productivity and employment than initial adoption.!? As we will argue in
Section 2.6, this provides a compelling account of why “expansion” events —
when companies increase their use of CNC machines from an already positive

baseline — may yield stronger effects than first-time adoption.

2.4 Data: The MAG manufacturing survey

A central challenge in automation research has been gaining access to firm-

level data on technology adoption. In this paper, we have access to such data

'While the learning dynamics discussed below are not modelled explicitly in the canonical
task-based framework, they are not incompatible with it.

12As Atkeson and Kehoe (2007) show, learning-based models can help explain key facts about
previous periods of rapid technological change, including the long lag between technologi-
cal innovations and improvements in productivity, the slow diffusion of new technologies,
and continued investment even in mature technologies, such as CNC machines. In their cali-
brated models internal innovations among existing users can exceed those at the technology
frontier. For a discussion of similar ideas in relation to artificial intelligence see Brynjolfsson
et al. (2019).
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through the Mark Allen Group (MAG) Manufacturing Survey, a private cen-
sus of UK manufacturing plants that has been updated continuously for over
30 years, and which we have access to from 2003 to 2023.3 MAG is a me-
dia and information company that, among other things, publishes more than
one hundred industry-focused publications across a wide range of sectors. It
sells access to its manufacturing survey to clients who use it to target advertis-
ing and for sales prospecting by post, phone, and email. This exerts a strong
market discipline on data quality, since clients rely on the accuracy of the in-
formation for commercial targeting, and errors would quickly be discovered,
undermining MAG’s reputation.

The MAG survey is conducted through a series of telephone interviews, and
seeks to provide a comprehensive picture of manufacturing sites in the UK. As
we can see in Figure 2.1, the MAG data largely mirrors the aggregate decline
in total manufacturing employment that is observed in official national statis-
tics over the past twenty years. Table Bl shows that the MAG survey captures
around 80% of total annual manufacturing employment on average from 2005
to 2023, with a sharp decline in coverage during the Covid-19 pandemic; while
Table B2 shows that most of the gap in coverage comes from missing plants
with fewer than 10 employees. Although the raw MAG data is not perfectly
representative of the national manufacturing sector, this is not a serious issue
since our analysis is focused on within-plant changes in technology and em-

ployment.

3The survey was created and run by Findlay Media Limited until 2014 when it was acquired
by Mark Allen Data Services (MADS), a subsidiary of the Mark Allen Group. For further
information about MAG, see https://www.markallengroup.com/
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Figure 2.1: Employment trends in MAG vs ONS
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Notes: this table compares total employment (in ‘000s) in the MAG survey with official data
from the quarterly Labour Force Survey, produced by the Office for National Statistics. As per
Table B1, the MAG survey captures 80% of total ONS manufacturing employment on average.

For each surveyed site, the data includes the company name (note that com-
panies can include multiple establishments), whether the company is part of a
group, the postcode within which the site is located, detailed industry codes,
the total number of employees at a given site, and the number of employees in
four key sub-groups: manufacturing production, factory services, engineering
design and electronic design. The survey also includes the self-described “pri-
mary product” manufactured at the site, as well as information about key sup-
plier relationships, including whether a plant makes its own products and/or
performs subcontract work for others, and whether they supply the aerospace,
automotive or defence sectors.

The unique feature of this dataset is that it contains rich plant-level infor-
mation about the use of key technologies. Of particular interest is data on
the number of machine tools, broken down into Computer Numerical Con-
trolled (CNC) versus non-CNC machine tools; and a binary variable recording
whether a plant makes use of industrial robots.'* MAG has collected data about

MMAG also collect more detailed information about these technologies, which we do not cur-
rently have access to. For example, they gather data about the number of CNC and non-
CNC tools used for cutting vs forming, as well as a breakdown of whether a plant uses
machine tools for various specific activities including drilling, grinding, milling, bending
and/or pressing. They also collect a more detailed breakdown of industrial robots into
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CNC machine tools since 2003, while data on industrial robots was added in
2012. However, we only use data on technology use from 2005 and 2014 respec-
tively, since most sites are interviewed at least once every three years, allowing
us to construct a reasonably accurate baseline of machine use.!® In the subse-
quent analysis we limit our sample to manufacturing production sites, defined
as sites that use some kind of mechanical tool. Dropping sites that never re-
port positive tool usage in any period reduces our sample by about 40%. These
non-tool using sites are likely to represent a combination of corporate offices,
sales rooms, wholesalers and intermediary firms that are connected to manu-
facturing and hence of interest to MAG’s customers, but not relevant to our
analysis.'® We also impute missing values of key employment and tool use

variables using a carry-forward imputation.

2.4.1 Levels and trends in CNC and industrial robot use

Table 2.1 provides some descriptive statistics about our dataset, focusing on the
manufacturing production sites that are the focus of the subsequent analysis.
Our data contains 368,914 site-year observations, covering 26,974 unique sites.
Of these sites, just under half use CNC machine tools at some point, while just
over 6% use industrial robots. Consistent with the wider literature, we find that
plants that use these advanced technologies have more employees than those
that do not, though the difference is much larger for industrial robots than for
CNC machines: plants that have at least one CNC machine employ 79 people
on average, compared to 76 across all plants; whereas plants with robots have

234 employees on average.

four categories: Automated Handling or Storage Systems; Assembly/Welding Robots; Paint-
ing /Finishing Robots; Collaborated Robots. In recent years, they have started collecting data
about the use of 3D Printing Machines and Plastics Machines.

1>When a new question is introduced, every site is recorded as either having 0 or a positive
number of tools. As a result, we cannot directly distinguish plants that have no tools from
those that have not yet been sampled since the question was introduced. Since most plants
are sampled at least every three years, we only use technology data from the third year after
a question has been introduced.

16Tn practice, whether or not we include these sites does not make a significant difference to
our results.
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Table 2.1: Descriptive Statistics of UK Manufacturing Plant Survey

Selected Years All Years by Technology Use
Variable 2005 2014 2023 All  CNC Users Robot Users
Sample Size
Number of Observations 20,087 17,923 13,133 368,914 229,697 38,079
Number of Sites 20,087 17,923 13,133 26,974 15,341 1,996
Number of Firms 19,549 17,516 12,934 26,180 14,970 1,947
Employment
Mean 81.1 69.9 76.9 75.7 79 236.7
Total 1,629,658 1,253,437 1,010,213 27,913,290 18,147,636 9,013,907
p5 2 2 3 2 3 6
p25 7 7 8 7 8 30
Median 20 20 20 20 20 82
P75 60 50 55 55 55 230
p95 330 269 300 300 300 828
Technology Use
Employment with CNC (%) 52 54.7 60.4 54 83 66.4
Employment with Robots (%) - 14 27.1 22.8 26.5 63.1
Plants with CNC (%) 46.6 50.3 55.9 49.3 79.1 61
Plants with Robots (%) - 3.9 8.3 6.2 7.2 51.4
Total Machine Tools 348,574 254,847 189,055 5,683,642 4,773,935 1,138,851
Total CNC Machine Tools 83,684 80,976 69,525 1,652,840 1,652,840 424,355
Tools per Worker 0.2 0.2 0.2 0.2 0.3 0.1
CNC Tools per Worker 0.1 0.1 0.1 0.1 0.1 0

Notes: This table presents summary statistics for ‘manufacturing production” plants in the MAG survey, as defined
in the text. Reliable information about robot use is only available from 2015. ‘CNC Users’ are sites that have ever

used CNC machines, ‘Robot Users’ are sites that have ever used robots.



Although CNC machine tools were already a relatively mature technology
by the early 2000s when our data begins, the past 20 years have seen a contin-
ued increase across industries. Figure 2.2a shows that the share of manufactur-
ing production plants using at least one CNC machine increased from about
47% in 2005 to nearly 56% in 2023, while the share of employees who work in
such establishments increased from about 52% to 60%. The share of plants us-
ing industrial robots has increased from barely 4% in 2014 to 8% in 2023, while
the share of employees working in plants that use industrial robots jumped
from around 14% to more than 27% over the same period.

As we can see in Figure 2.3, these technologies are used more heavily in
some parts of manufacturing than others. CNC machines are most prevalent
in metal-heavy sectors like mechanical engineering, motor vehicles and metal
manufacturing, where a clear majority of workers are employed in plants with
at least one CNC machine. Industrial robots are heavily used in many of the
same metal-heavy sectors, but also in other sectors where CNC machines play
little role. In the “food, drink and tobacco” sector, for example, almost 43%
of employees work at sites with industrial robots, compared to just 2.5% for
CNC machine tools. These differences likely reflect the different capabilities of
these technologies: while CNC machines are designed to cut and shape metal,
industrial robots have a much wider range of possible applications. As we can
see in Figure 2.4, most manufacturing sectors have seen an increase in the use
of both technologies during this period, albeit at different rates.

Our empirical strategy, which we discuss in the following section, takes
advantage of the growing diffusion of these technologies over the past twenty
years. Variation in the pace of technology adoption across industries highlights
the importance of controlling for industry-level employment trends that might
otherwise confound our estimates.
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Figure 2.2: Automation Technology Diffusion in UK Manufacturing
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Figure 2.3: Share of Workers at Plants with Automation Technology in 2023, by Industry
(a) CNC Machine Tools (b) Industrial Robots
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Figure 2.4: Annualized Change in Share of Workers at Plants with Automation Technology, by Industry
(a) CNC Machine Tools (2006-2023) (b) Industrial Robots (2014-2023)
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2.5 Empirical approach

In this section we describe our empirical strategy for estimating the impact of
the growing use of CNC machines and industrial robots on plant-level employ-
ment. We exploit the rich panel structure of our dataset using an event-study
design, comparing the evolution of employment at focal plants after an “au-
tomation event” with a control group of non-automating sites. We do this us-
ing the Local Projection Difference-in-Differences (LP-DiD) estimator proposed
by Dube et al. (2023), which addresses some of the well-known issues with
standard two way fixed effects estimators in settings like ours with staggered
treatment timing and heterogeneous treatment effects.

2.5.1 Automation events

We study the effect of two distinct types of automation event: adoption events,
which occur when a firm acquires a given technology for the first time, and ex-
pansion events, which occur when a firm increases its stock of that technology
having already adopted it in an earlier year.

Formally, we define an adoption event using a binary treatment variable
D" e {0,1}, which switches from 0 to 1 in the first year that plant i uses
automation technology A € {CNC Machines, Industrial Robots}:

1 if technology A is used at any date s <t

adopt _
4 )0 otherwise

An adoption event is then defined as the first difference of this variable,

ADﬁfﬁ’t, indicating the year a plant moves from non-use to use of the tech-

nology. As is standard, we model treatment status as absorbing: once adopted,

DZ?ﬁZ"t remains 1 in all subsequent periods.

We define expansion events similarly, using a binary variable ijf’j”d €
{0,1}, which switches from 0 to 1 in the first year that a plant increases its
number of CNC machines, having already adopted the technology in an ear-
lier year:

1 if Tech; 54 > Tech;s_1. 4> 0foranys <t

expand __
A T .
0 otherwise

76



As with adoption events, we model the expansion indicator as absorbing. Since
we observe machine counts only for CNC technologies, we are not able to de-
fine expansion events for industrial robots.

Adoption and expansion events capture distinct margins of technological
change, both of which are central to understanding the labour market effects of
automation. Adoption events provide a clean empirical analogue to automa-
tion as defined in the task-based framework discussed in Section 2.3, which
conceptualizes automation as a reallocation of tasks from labour to capital. Our
definition of adoption—capturing the first time a plant uses a given automation
technology—corresponds closely to this notion of a discrete qualitative shift in
the allocation of tasks from humans to machines. By contrast, expansion events
may reflect either further automation at the extensive margin i.e. the replace-
ment of humans in additional tasks, or intensive margin investments i.e. the
scaling up of already automated tasks. While this limits their usefulness for
identifying canonical automation effects, expansion events are of independent
interest because they provide an opportunity to investigate learning effects.

As shown in Table B3, our dataset includes a substantial number of both
types of events: we observe 4,355 CNC adoption events, 1,826 robot adoption
events and 8,240 CNC expansion events.

2.5.2 The Local Projection Difference-in-Differences estimator

Since different plants experience automation events at different points in time,
our setting is characterized by staggered treatment timing. Moreover, treat-
ment effects are likely to vary with the number of periods since a treatment
event (the “horizon”) as plants adjust their production processes, organiza-
tional behaviour and employment. We also expect heterogeneity in treatment
effects across plants even over the same horizon, reflecting unobserved time-
varying factors such as the quality of managerial practices and introduction of
new products by downstream or upstream producers.

There is now a large literature on the challenges of estimating event-studies
in such a context, and in particular the problems associated with the standard
Two Way Fixed Effects (TWFE) framework. These estimators can produce mis-
leading results because they include all available non-treated units in the con-
trol group, meaning previously treated units whose outcomes may still be af-

fected by prior treatment are included as controls for currently treated ones.
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If the effect of treatment grows or shrinks over time, this can distort the com-
parisons. For example, treated units might appear to do worse than the control
group simply because the “controls” are benefiting from prior treatment. These
“forbidden comparisons” can lead not just to biased estimates, but to ones that
have the wrong sign entirely."”

While several estimators have been proposed to address these issues, we
use the Local Projection Difference-in-Differences (LP-DiD) estimator devel-
oped by Dube et al. (2023). As the name suggests, this estimator uses the local
projection approach to estimating dynamic treatment effects, which relies on
estimating separate regressions for each time horizon relative to treatment. At
the same time, it modifies this approach to avoid forbidden comparisons, re-
quiring that the units included in the control group are either never-treated
units or have been treated sufficiently far in the past that their current out-
comes are no longer influenced by the treatment. LP-DiD has a number of
advantages compared to other similar estimators: it is computationally effi-
cient and fast to implement; its identification assumptions are transparent and
easy to understand; and it is highly flexible, making it easy to vary weighting
schemes, choose alternative pre-treatment base periods, and pool treatment ef-
fects across different horizons. As Dube et al. (2023) emphasize, many other
recent DiD estimators can be replicated as special cases of LP-DiD by adjusting
these parameters.

Our preferred specification involves estimating the following regression:

Yistth — Yist—at—1 = Bn ADisa + s + 7 AYi s -1 + €Zs,ta Vhe{-4,-3,...,4}
2.1

while restricting the sample to observations that are either:

newly treated AD; =1,
clean control i.e. not yet treated att +h D, ¢y, =0

In the above, y; ;144 is total employment for plant 7 in industry s, h years af-

ter the treatment period ¢, and ¥; ., 4., ; is the average outcome over the pre-

7PFor a detailed discussion of these issues and potential solutions see de Chaisemartin and
D’Haultfceuille (2024, 2022); Roth et al. (2023). A variety of alternative estimators that do not
suffer from these difficulties have been proposed, and in Section 2.6 we show that our core
results are robust to four key alternatives.
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treatment periods ¢t —4tot — 1. AD,, 4 captures a generic automation “event”,
defined as a change in the underlying treatment indicator from ¢t — 1 to ¢ (as
above, where needed, we distinguish adoption and expansion events more ex-
plicitly as D5 and D$}Pi™). Our coefficient of interest is 3, which measures
the treatment effect i periods after the treatment, and we study a time horizon
from four years prior to four years after a given event. Although we estimate a
variety of specifications to test the robustness of our results, in our main spec-
ification we include year-by-industry fixed effects 6, as well as a lag of the
differenced outcome variable Ay; ;1. As discussed below, these help mitigate
a number of possible threats to identification, and to strengthen the plausibility
of giving a causal interpretation to our results.

With these controls in place, we can interpret our 5" coefficients as the es-
timated difference in outcomes between plants that experience an automation
event and those that do not, relative to pre-treatment trends and other plants

in the same year and industry.

2.5.3 Identification

As with all difference-in-differences estimators, there are two critical identifi-

cation assumptions

1. Conditional parallel trends: absent treatment, outcomes for treated and
control units would have followed similar trends, conditional on covari-

ates.

2. Conditional no anticipation: units do not change their employment be-

haviour in anticipation of treatment.

Under these assumptions, the 3, coefficient from equation (2.1) consistently
estimates a weighted average across all treated cohorts of the Average Treat-
ment Effect on the Treated h periods after an automation event. If these condi-
tions hold, we would expect our estimated pre-treatment coefficients to be flat
and close to zero. While this is not a sufficient condition for identification, it
provides a useful first check on the plausibility of the assumptions.

There are several possible threats to identification, which we seek to miti-
gate. The fundamental concern is that companies which adopt new technolo-

gies might, for a variety of reasons, already be on a faster growth trajectory,

79



thus invalidating the key parallel trends assumption.’® It is possible, for ex-
ample, that companies which adopt CNC machines or industrial robots are
disproportionately concentrated in industries that are on more rapid growth
trajectories. We include a full set of industry-year fixed effects in our main spec-
ification to account not just for secular industry-level trends that may be cor-
related with technology adoption, but for time-varying industry-level shocks,
like a sudden spike in global demand for cars, that might simultaneously raise
the probability of technology adoption and affect plant employment.

Even within a given industry, technology adopters might differ in unob-
served ways that also affect their employment trajectory. They might, for exam-
ple, have more capable or better informed managers who are simultaneously
more likely to invest in new technology and pursue a range of other strategies
that drive faster employment growth. Alternatively, firms in faster growing
market segments may be more likely to both expand their employment and
adopt new technologies, simply to keep up with rising demand. These con-
cerns help to motivate our inclusion of a lag of the differenced outcome vari-
able, which allows us to account for firm-level differences in pre-treatment tra-
jectories that might otherwise bias our results (we effectively partial out these
dynamics to better isolate the causal effect of treatment). Dube et al. (2023)
recommend this approach in contexts like ours where the outcome variable is
likely to be subject to momentum or drift, following a well-established tradi-
tion in panel data models.

As we shall see, conditional on these controls, we find that treated and
control units exhibit broadly parallel pre-treatment trends. But even if pre-
trends appear similar, bias may still arise if treatment coincides with unob-
served shocks. For instance, it is possible that a spike in demand leads com-
panies to immediately install new machines; or that new managers arrive in
a plant and instantly install new technologies, while also overhauling other
workplace practices that affect employment levels. However, such contempo-
raneous shocks are unlikely to explain our results, because decisions to install
CNC machines and industrial robots typically involve substantial planning,

capital investment approval processes, and installation lead times that can span

8See, for example, Acemoglu et al. (2023), who find that US companies that adopt new tech-
nologies including Al and robotics were already larger and growing faster than other similar
companies that did not; and Bessen et al. (2023), who documents that Dutch companies that
experience an automation event have a higher average growth rate than those which do not.

80



multiple quarters or even years."”

While our discussion so far has focused on threats to the parallel trends
assumption, we also consider the possibility of bias arising from anticipatory
adjustments to employment prior to treatment. As we have just commented,
automation events are likely to be the result of planning over multiple years,
which raises the possibility that plants might hire new or different kinds of
workers in anticipation of the arrival of new technologies, leading to biased
results. Such anticipation effects would also be mitigated by including a lag of
the differenced outcome variable, and even without including this lag, we do
not find evidence of significant anticipation effects.

In the absence of a valid instrument or other (quasi-)experimental estima-
tion strategy, we cannot justify a strictly causal interpretation of our results,
and identifying such a strategy is an important priority for future research.
Even so, it is worth noting that Aghion et al. (2023c, 19-20), who combine an
event-study design similar to our own with a shift-share IV strategy leveraging
pre-determined supply linkages and productivity shocks, find that OLS-based
estimates remain positive but of smaller magnitude. In other words, their re-
sults suggest that if anything, a strategy such as ours might under-estimate
the positive effects of automation at the firm level. In any case, while we can-
not rule out all sources of endogeneity, the absence of differential pre-trends
in most specifications, the careful use of industry-time controls, and the inclu-
sion of firm-level dynamics all help to strengthen the plausibility of a causal

interpretation.

2.6 Firm-level results

Figure 2.5 presents our event-study estimates of plant-level employment
around automation events. For CNC adoption, treated plants experience an
immediate 5% increase in total employment relative to controls, growing mod-
estly to around 6% four years after adoption. Industrial robot adopters show a

similar pattern: a 5% jump in employment in the year of treatment that rises to

The high cost of the organizational changes required to implement a successful adoption of
ICT are emphasized in Brynjolfsson and Hitt (2000); we expect that the changes required to
implement a new machine tooling system are similar. For industrial robots, Humlum (2021)
estimates that the total cost (equipment and non-equipment) of robot adoption for the typical
firm can be up to 25% of the firm’s sales, with the equipment component estimated at around
13%.

81



roughly 8% after four years. In other words, for both technologies, firm-level
productivity effects appear to dominate displacement effects, leading to a pos-
itive overall impact on employment. Importantly, our event studies support
the two critical identification assumptions: treated and control firms exhibit
broadly parallel pre-treatment trends, conditional on our industry and lagged
dependent variable controls; and there is no evidence of significant anticipation
effects.

Figure 2.5 also displays the results for CNC expansion events, which occur
when a plant increases the total number of CNC machines from an already
positive number. Although there is modest evidence of a positive pre-treatment
trend, CNC expansion events are associated with an even larger increase in
total plant employment of about 6% in the year following an expansion event,
rising to 9% after four years. In contrast to adoption events, the increase in
employment following an expansion event does not plateau after four years,
indicating that such events may not only increase the level of employment,
relative to controls, but also shift firms onto a different growth trend.
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Figure 2.5: Plant-level Event Study, Total Employment
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Notes: These figures show LP-DiD estimates of employment effects following automation
events, as defined in the text. Panel (a) uses N = 368,914 observations from 2005-2023, with
4,355 adoption events and 8,240 expansion events. The post-treatment pooled coefficient is
5.0568"** (adoption) and 6.821*** (expansion). Panel (b) examines industrial robot adoption us-
ing N = 229,731 observations from 2010-2023, of which 1, 826 experienced an adoption event.
The post-treatment pooled coefficient is 6.98***. Both designs use 6-digit Industry Codes x
Year fixed effects and a lag of the differenced outcome variable in period ¢t — 1 as controls, as
per equation 2.1, with standard errors clustered at the plant-level. Vertical bars represent 95%
confidence intervals.
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Although the positive difference between expansion and adoption events
is modest, it is consistent with the idea that plants undergo a learning process
after adopting new technologies. As discussed in Section 2.3, in learning-based
models it takes time for firms to accumulate the human, organizational, and
process-specific capital needed to make the most of a given technology, and
to undertake the complex work of re-shaping production processes and cul-
tivating new supplier and customer relationships Atkeson and Kehoe (2007).
Once a plant has climbed the steepest section of this learning curve, further
investments — such as adding more CNC machines — may deliver dispro-
portionately larger returns, since the firm already knows how to integrate new
capacity into its routines and can redeploy it immediately into higher-value
tasks.

2.6.1 Alternative specifications and robustness

Figure 2.6 compares our baseline technology adoption results from the pre-
vious section to four alternative specifications of the LP-DiD estimator. As
explained in Section 2.5, our primary concern is to control for employment-
related factors that are correlated with treatment (technology adoption), and
hence satisfy the conditional parallel trends assumption.

To recap, our baseline specification includes year by industry fixed effects,
as well as a lag of the differenced outcome variable. The latter mechanically
flattens the estimated pre-treatment coefficients in ¢ — 1 and ¢ — 2. To see how
these controls affect our results we look first at the simplest reasonable speci-
fication with year fixed effects only (in green). In contrast to our baseline, we
find that treated units have a slightly positive pre-treatment employment trend;
and that this pre-trend is more pronounced for sites that adopt CNC machines
than industrial robots. Nevertheless, we continue to observe a clear jump in
employment compared to untreated units in the year of treatment, followed by
a gradual further increase over the subsequent four years.

In our third specification (in purple) we add a full set of year by industry
controls, to allow for the possibility that technology adoption is correlated with
broader industry-level employment trends, but once again omit the lag of the
differenced outcome variable. Compared to our specification with year fixed
effects only, this further reduces the observed pre-treatment trends for CNC

adopters (though not for robots), suggesting that treated units are slightly more
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likely to be in faster-growing industries; and for both CNC and robots we con-
tinue to observe a substantial and sustained jump in employment after treat-
ment, compared to untreated units. In order to demonstrate that our results
are not being driven by the lag of the differenced outcome variable, in Table B6
we report the four year pooled post-treatment coefficient with no lag and with
one, two and three lags. Varying the number of lags makes little difference to
our results.

Our fourth specification (in blue) adopts a slightly different approach: in-
stead of using the lag of the differenced outcome variable to control for dif-
ferential trends immediately prior to treatment, we control for linear plant-
specific time trends in employment across the whole span of our data.® In
this specification, the modified parallel trends assumption is that, after remov-
ing site-specific trends, treated and control units would have been parallel in
deviations from those trends; and we can interpret the estimated LP-DiD co-
efficients as the average effect of treatment relative to each plant’s own linear
employment trend. The estimated pre-treatment coefficients in this model are
largely flat and close to zero; while the estimated treatment effects continue to
be significant, albeit slightly smaller in magnitude than in our baseline model,
and (thanks to the addition of many extra parameters) less precise.

Finally, we include a specification (in red) that repeats our baseline spec-
ification, but restricts the control group to “future adopters”, in other words
plants that eventually experience an adoption event for the technology in ques-
tion. We do this by dropping “never-treated” units from our sample. This ap-
proach is inspired by Bessen et al. (2023), who argues that sites which adopt
advanced technologies are likely to differ in unobserved ways from sites that
never adopt. By comparing adopters with future adopters, rather than with
never adopters, this specification exploits the timing rather than the incidence
of adoption events, and is more likely to compare like with like. The down-
side is that the size of control group is significantly reduced. Again, this spec-
ification supports our headline findings: we find no evidence of differential

pre-treatment trends between current and future adopters; and we find that

2This is accomplished by explicitly adding a unit fixed effect to the standard LP-DiD spec-
ification. As the authors of the relevant command explain, since unit fixed effects are al-
ready filtered out by the differencing of the outcome in LP-DiD, “adding unit fixed effects
to the LP-DiD specification is equivalent to including unit-specific linear time trends”. See
http:/ /fmwww.bc.edu/repec/bocode/1/lpdid.sthlp
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automation events are associated with a statistically significant and sustained
increase in employment, albeit slightly lower than in our baseline.

In addition to these alternative specifications, we conduct a placebo test us-
ing our baseline specification. Specifically, we conduct fifty separate trials in
which we randomly assign technology adoption events across the complete
sample, preserving the temporal distribution of events throughout. In con-
trast to the alternative specifications above — which test the robustness of the
conditional parallel-trends assumption by varying our controls — this exercise
performs a simple randomization-inference check: the aim is to confirm that
our results capture a genuine treatment effect rather than a mechanical artifact
of the LP-DiD estimator or a chance fluctuation in the data. We report our re-
sults in Figure 2.7. On the right is the estimated impact of technology adoption
after four years, as reported in Figure 2.5, where the standard error is depicted
as normally distributed in blue shading. On the left (in green shading), we re-
port the distribution of the four-year post-treatment coefficient across our fifty
placebo trials. Our results are reassuring: for both CNC machines and robots,
the distribution of placebo coefficients is centred around zero, and barely over-
laps with the estimates from our baseline specification.

To complete our robustness tests, in Table B4 we show the pooled post-
treatment coefficient obtained from estimating our core specification using
four alternative estimators put forward in the recent literature on difference-
in-differences estimation in the context of staggered treatments and heteroge-
neous treatment effects. While different estimators yield slightly different point
estimates, the results are remarkably similar across these specifications. Finally
in B5 we show that the significance of our core results is also robust to a range

of alternative clustering strategies.
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Figure 2.6: Alternative Plant-level Event Study Specifications

(a) CNC Machine Adoption
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Notes: These figures compare five alternative LP-DiD specifications, as described in the text.
The baseline specification is that from Figure (2.5), which includes Industry by Year fixed effects
and a lag of the differenced outcome variable. Specification 2. includes Year fixed effects only;
3. includes Industry by Year fixed effects only; 4. includes Industry by Year fixed effects plus a
linear site-specific trend; and 5. runs the baseline specification on the subsample of units who
experience an adoption event at some stage i.e. it removes never-treated units from the control
group, leaving only "future treated” ones.
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Figure 2.7: Placebo Test of Baseline Event-study Results

(a) CNC Machine Adoption
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Notes: This figure reports the coefficient estimate from ¢ = 4 found in Figure (2.5), where the
standard error is depicted as normally distributed in blue shading. Additionally, the left-most
distribution in both panels shows a kernel-density plot of the same coefficient estimate from
N = 50 placebo trials, where technology adoption events are randomised across the complete
sample, preserving the temporal distribution throughout. The mean/median of the placebo-
treatment coefficient estimates in panel (a) are 0.04/0.03 and in panel (b) are —0.28/0.43.
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2.6.2 Impact on employment composition

One of the key predictions of the task-based framework is that automation will
reduce the share of employment among workers whose tasks are displaced.
Our data single out employment of “manufacturing workers”, who are most
likely to be exposed to automation as a result of the installation of CNC ma-
chines and industrial robots.

In Figure 2.8 we report the results of our baseline LP-DiD specification, but
replacing the outcome variable with the share of manufacturing employees at a
given site. For adoption events, our results do not support the prediction of the
task model. For CNC machines, there is no discernible effect of adoption events
on the share of manufacturing employees. For industrial robots there is some
evidence of a slight decline, but this follows a significant negative pre-trend,
and in any case the individual post-treatment coefficients are not significantly
different from zero.

However, we find that CNC expansion events are associated with a large
and statistically significant reduction in the share of manufacturing workers of
around 8 percentage points after six years. This is further suggestive evidence
that the distinction between adoption and expansion events is economically
significant. These results are also consistent with the idea that plants which
adopt new technologies undergo a learning process. On this view, it takes time
for firms to work out how to reorganise their production processes in ways
that make the most of a given new technology. If this is the case, we would
expect first adopters to use technologies in ways that are more easily adapted
to existing work processes, and more likely to complement existing workers.
However, as firms accumulate more know-how about a new technology, they
are likely to see opportunities to redesign processes in more fundamental ways
that might automate away existing tasks. Investigating this mechanism further,
both theoretically and empirically, is an important question we leave for future

research.
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Figure 2.8: Plant-level Event Study, Share of Manufacturing Employment
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Note: These figures show LP-DiD estimates of employment-composition effects following au-
tomation events, as defined in the text. The outcome variable is the share of manufacturing
workers to higher skilled designers/engineers. Panel (a) uses N = 368,914 observations from
2005-2023, with 4,355 "adoption’ events and 8,240 expansion events. The post-treatment pooled
coefficient is 1.541* (adoption) and —5.854"** (expansion). Panel (b) examines industrial robot
adoption using N = 229,731 observations from 2010-2023, of which 1,826 experienced an
adoption event. The post-treatment pooled coefficient is —0.611. Both designs use 6-digit In-
dustry Codes x Year fixed effects and a lag of the differenced outcome variable in period ¢ — 1
as controls, as per equation 2.1, with standard errors clustered at the plant-level. Vertical bars
represent 95% confidence intervals.

90



2.7 Industry-level results

As we saw in our discussion of the task-based framework in Section 2.3, even
if automation events are associated with an increase in employment at focal
plants, this need not translate into an increase in industry-level employment.
This depends on how automation at focal plants affects the employment of
their competitors. On the one hand, it’s possible that as automating firms be-
come more productive, we see a reallocation of production away from less pro-
ductive firms. A number of empirical papers have documented evidence of
such “business stealing” effects, where automating companies expand at the
expense of their competitors (Aghion et al., 2023¢c; Acemoglu et al., 2020; Koch
et al., 2021). If this is the case, the eventual impact at the industry level will
still depend on whether the expansion among automating firms outweighs the
contraction of their competitors. While both Acemoglu et al. (2020) and Aghion
et al. (2023c) find evidence of business stealing, they find opposite overall ef-
fects on industry employment. On the other hand, automation can also lead to
positive spillover effects on competitor firms. If demand is elastic, lower prices
as a result of automation may expand total output in the industry, for exam-
ple, especially if capacity constraints or market frictions limit the dominance
of automating companies. In addition, automation may increase demand for
complementary inputs or services, some of which may be supplied by other
firms in the same sector, or trigger broader productivity improvements through
demonstration and diffusion effects.

In this section, we first test for evidence of business stealing, before looking
directly at the impact of industry-level automation events on total industry
employment.

2.7.1 Impact on competitor plants

In order to look at whether automating firms steal business from their competi-
tors, we first need to define who those competitors are. The best proxy for this
in our data is whether two sites share a given industry code, which is a reason-
ably strong indicator that they are producing similar products and competing
in the same market segments. We then follow the strategy proposed by Aghion
et al. (2023c), who replace each firm’s own employment outcome in their event
study specification with the employment of its competitors. Specifically, we
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adapt our firm-level LP-DiD specification by replacing the outcome variable
for each plant-year observation with the total employment among other firms
in the same six-digit SIC code:

Ve =D i (2.2)
i

This specification captures how the employment of a treated firm’s competi-
tors evolves in response to automation events. Specifically, the estimated LP-
DiD coefficients compare the change in competitors” employment for treated
firms h years after treatment to the change in competitors employment’ for un-
treated firms over other h-year periods in our dataset. If there is business steal-
ing, we would expect treated competitors” employment to decline in the peri-
ods following a treatment event compared to the trajectory at untreated firms
over similar time horizons. Conversely, if there are positive spillover effects,
we would expect automation at one firm to lead to an increase in employment
among its peers, relative to other firms and periods.

As we can see in Figure 2.9, we find evidence of positive spillover effects
rather than business stealing. For CNC machines, automation at a focal plant is
associated with a statistically significant increase in competitors” employment
of around 3% after four years. This is true for both adoption and expansion
events. The direction of travel appears to be the same for competitors of plants
that adopt industrial robots, though the magnitude of the effect is smaller and
not statistically significant.

92



Figure 2.9: Spillover Effects on Industry-Competitor Employment
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Notes: These figures show LP-DiD estimates of the effect of focal plant automation events
on industry-competitor employment, as described in the text. The outcome is the leave-out
sum of employment among other sites in a given industry and year, defined in Equation 2.2.
Panel (a) uses N = 368, 914 observations from 2005-2023, with 4,355 adoption events and 8,240
expansion events. The post-treatment pooled coefficient is 3.315*** (adoption) and 2.416***
(expansion). Panel (b) examines industrial robot adoption using N = 229, 731 observations
from 2010-2023, of which 1, 826 experienced an adoption event. The post-treatment pooled
coefficient is 0.636. Both designs use 6-digit Industry Codes x Year fixed effects and a lag of
the differenced outcome variable, as per equation 2.1, with standard errors clustered at the
plant-level. Vertical bars represent 95% confidence intervals.
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A natural concern with these results is that they are simply capturing posi-
tive industry-level trends that are common to treated companies and their com-
petitors in a given industry. So, for example, we might worry that companies
that automate are more likely to be in faster growing industries, and that as a
result employment among their peers is likely to grow faster than that of peers
in other industries. We mitigate this concern directly by continuing to include
industry and year fixed effects, and a lag of the differenced outcome variable.
More importantly, if this was driving our results, it would show up in a positive

pre-treatment trend among treated units, something we do not observe.”

2.7.2 Industry-level automation events

We now turn to look more directly at the implications of automation for indus-
try employment, taking into account both the impact on focal firms and on their
competitors. Following Aghion et al. (2023c), we adapt our LP-DiD design once
again, but this time embracing a fully industry-level specification: studying the
impact of industry-level automation events on total industry employment. In-
tuitively, we study what happens in an industry after a significant increase in
the penetration of a given automation technology, taking into account the full
set of direct, indirect and general equilibrium effects.

We define an industry-level automation event as a year in which we see a
large increase in the share of employees working for companies that use a given
technology, relative to all positive annual increases in this measure. Specifically,
we first measure all positive annual changes in the share of employees work-
ing at plants using a given technology in each industry, and then define an
industry automation event as an increase in this share above a given percentile
threshold in the distribution of all positive year-on-year changes.”> Focusing
on the share of employees working at firms that use a given technology, rather

21 Another potential concern is that the outcome variable for untreated units in this specifi-
cation, namely total employment among all other firms in their industry, will include the
employment of treated units in that industry. Since treated firms generally see a (relative) in-
crease in employment after automation events, this will mechanically increase employment
among their peer group. If anything, however, this would lead us to understate positive
spillovers, since it would mechanically increase the outcome variable for untreated units
when one of their peers is treated. To examine this concern we have also looked at speci-
fications using total employment among never treated peer companies in the same industry,
and find qualitatively similar results.

22For comparison, Aghion et al. (2023c) define industry-level investment events as an above-
median annual change in the balance sheet value of industry equipment.
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than simply the share of companies using that technology, means the influence
of a given firm’s adoption is weighted by its size. For example, an automation
investment at a large multi-site employer will have a much larger effect on in-
dustry employment dynamics than adoption by a small fringe firm. Unlike at
the firm-level, where adoption and expansion provide natural binary thresh-
olds for defining events, the definition of an automation event at the industry
level is inherently somewhat arbitrary. As such, we display our results for three
thresholds: the top half, the top third, and the top quartile of positive year-on-
year changes in the share of employees working at companies that use a given
technology.

To examine the impact of these industry-level events we estimate the fol-
lowing adapted LP-DiD regression:

ys,t+h - ys,tfélstfl = Bh ADs,t,A + et + Y Ays,t—l + GZtv Vh S {_47 _37 ce 74}
2.3)

while restricting the sample to observations that are either:

{ newly treated ADgy =1,

clean control i.e. not yet treated att +h D; 4y, =0

In this specification, y, (1, denotes total employment in industry s, h years
after the baseline year t; 7,, ,, , is the average of the outcome in the four
years prior to treatment; AD,; 4 is an indicator for an automation “event”
in year ¢, defined as a large increase in the share of employees working at
technology-using plants in industry s; 0; captures year fixed effects, controlling
for economy-wide shocks that might be correlated with automation events; and
Ay, 1 is the lagged first-difference of the outcome variable.” The coefficient
of interest is 3, which captures the dynamic effect of automation on industry-
level employment h years after the event.

This industry-level LP-DiD approach allows us to trace out the evolution
of employment following major increases in automation intensity, comparing
industries that experience an automation event to those that remain untreated

over a comparable time horizon. Of course, it’s possible, for example, that

2 Although we no longer include industry level controls, note that because LP-DiD uses differ-
enced outcome variables it implicitly controls for industry fixed effects.
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strong demand growth in a given industry drives both large automation events
and an increase in employment growth relative to other industries. As before,
the absence of significant pre-treatment trends is a necessary but not sufficient
condition for satisfying the critical parallel trends and no anticipation condi-
tions.

Our results are displayed in Figure 2.10. The first thing to note is that we do
not observe significant pre-trends. Turning to our post-treatment coefficients,
in most specifications the impact of automation events on industry-level em-
ployment is positive, and we can largely rule out negative employment effects.
This is consistent with our finding that firm-level automation events increase
employment at both focal firms, and at competitor firms within a given indus-
try. Looking in more detail at the results for CNC machines, we find that the
estimated effects vary substantially from one event threshold to the next. The
largest and only statistically significant effect is based on a threshold set at the
median of positive changes in the share of employees at CNC-using compa-
nies. When we focus on the top third or top quarter of changes, we get smaller
effects, and lose significance.

At first sight, it might seem surprising that more extreme automation events
(those in the top quartile rather than the top half) appear to have a smaller
impact on total industry employment. But it's important to remember that
changes in these event thresholds affect the composition both of the treatment
and control groups: when we shift to top-quartile events, industries that expe-
rience changes above the median but below the top-quartile, and which likely
grow as a result, become part of the control group. This attenuates the esti-
mated treatment effect, since industries in the revised control group are also
likely to experience moderate automation-related growth.

Turning to our results for industrial robots, we find more consistent results
across the three thresholds, with a gradual but clearly positive effect emerg-
ing four years after a major industry level automation event. As before, we
estimate the largest effect when using the median threshold.

As a final step in the industry-level analysis, we look at the impact of the
same set of industry-level automation events on the industry-level share of
manufacturing employees. As we saw in Section 2.3, one of the clearest pre-
dictions of the task-based framework is that automation will reduce the em-
ployment share of the most exposed workers at both the firm and industry
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level. In practice, as we discussed in the Introduction, other empirical stud-
ies have reached mixed conclusions on this question. Our results contribute
to this mixed picture. When it comes to industry-level CNC events, it is diffi-
cult to discern any clear pattern: we find a slight but not significant increase in
the manufacturing share immediately after an automation event, which fades
out by year four. For industrial robots, we find a gradual but (by year four)
statistically significant reduction in the share of manufacturing workers across
all three event threshold specifications, reversing an apparently positive pre-

treatment trend.
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Figure 2.10: Industry-level Event Studies, Total Employment
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Notes: These figures show LP-DiD estimates of the effect of industry-level automation events
on total industry employment, as described in the text. Industry is defined at the six digit SIC
code. Events are defined as an increase in the industry share of employees working in firms
with a given technology above a given percentile threshold in the distribution of all positive
year-on-year changes. We use three thresholds: the top half, top third and top quarter of pos-
itive year on year changes. These correspond to an increase of 5%, 11%, 17%, respectively for
CNC penetration, and 18%, 52%, and 90% for robots. All designs include year fixed effects and
a lag of the differenced outcome variable, as per equation 2.3, with standard errors clustered at
the industry level. Vertical bars represent 95% confidence intervals.
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Figure 2.11: Industry-level Event Studies, Share of Manufacturing Employ-
ment
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Notes: These figures show LP-DiD estimates of the effect of industry-level automation events
on the industry share of manufacturing employment. Industry is defined at the six digit SIC
code. Events are defined as an increase in the industry share of employees working in firms
with a given technology above a given percentile threshold in the distribution of all positive
year-on-year changes. We use three thresholds: the top half, top third and top quarter of pos-
itive year on year changes. These correspond to an increase of 5%, 11%, 17%, respectively for
CNC penetration, and 18%, 52%, and 90% for robots. All designs include year fixed effects and
a lag of the differenced outcome variable, as per equation 2.3, with standard errors clustered at
the industry level. Vertical bars represent 95% confidence intervals.
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2.8 Conclusion

This paper provides new evidence on one of the most pressing questions in
labour economics: how does automation affect employment? Using a novel
dataset tracking the adoption of CNC machine tools and industrial robots
across UK manufacturing plants from 2005-2023, we find that automation
events are associated with positive employment effects, both at automating
plants and the wider industry level.

Our key finding is that automation technologies increase employment at
adopting firms by approximately 6% to 8% in the four years following adop-
tion. This result is robust across different specifications and estimation strate-
gies, and holds for both CNC machines and industrial robots. In other words,
productivity effects clearly dominate displacement effects at the firm level, con-
sistent with theories emphasizing automation’s role in expanding output and
creating complementary tasks.

While initial technology adoption shows little impact on the share of man-
ufacturing workers, CNC expansion events are associated with a significant
reduction in the manufacturing employment share of around 8%. This pattern
is consistent with learning-based theories of technology adoption, suggesting
that firms initially use automation in ways that complement existing workers
but gradually reorganize production processes in more transformative ways as
they accumulate experience with the technology.

At the industry level, we find evidence of positive spillover effects rather
than business stealing, with automation events at focal firms associated with
employment growth among competitors. Industry-wide automation events
generally show positive or neutral effects on total employment.

Our findings are broadly consistent with other studies using firm-level data
on technology, and suggest that fears of widespread job displacement from au-
tomation may be overstated. Looking forward, several important questions
remain. While our findings at the firm and industry levels are predominantly
positive, a complete assessment of automation’s labour market impact requires
examining general equilibrium effects at the labour market and national levels.
Workers displaced from non-adopting firms or industries may face adjustment
costs and transitions that are not captured in our plant and industry-level anal-
ysis. The mechanisms driving positive spillover effects between firms also de-

serve further investigation.
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Finally, while our results provide valuable insights into the employment ef-
fects of CNC machines and industrial robots—two foundational automation
technologies—caution is warranted in extrapolating these findings to newer
technologies, such as artificial intelligence. The task-based framework suggests
that different technologies may have fundamentally different employment con-
sequences depending on their specific capabilities, the nature of the tasks they
automate, and the wider market context. As automation technologies continue
to evolve, understanding how the employment effects vary across different
types of technological change will be crucial for anticipating future labour mar-

ket dynamics.
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Appendix

Table B1: Aggregate Employment in MAG Survey vs ONS

(1) 2) (3)
Year MAG Panel Data ONS Data MAG/ONS (%)

2005 2,626 3,120 84.17
2006 2,527 3,025 83.54
2007 2,478 2,985 83.02
2008 2,381 2,884 82.56
2009 2,306 2,657 86.79
2010 2,199 2,570 85.56
2011 2,167 2,564 84.52
2012 2,186 2,603 83.98
2013 2,225 2,560 86.91
2014 2,271 2,621 86.65
2015 2,408 2,641 91.18
2016 2,329 2,655 87.72
2017 2,237 2,680 83.47
2018 2,068 2,715 76.17
2019 1,903 2,689 70.77
2020 2,128 2,618 81.28
2021 1,955 2,544 76.85
2022 1,797 2,612 68.80
2023 1,793 2,576 69.60
Mean 2,165 2,695 80.33

Notes: This table compares total employment (in ‘000s) in the MAG survey with official data
for total UK manufacturing employment in the the quarterly Labour Force Survey, produced
by the Office of National Statistics.
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Table B2: Plant Size Distribution in MAG vs ONS UK Manufacturing Plants,
2016

Size MAG Emp. ("000s) ONS Emp. ("000s) MAG/ONS (%)
1-9 41 238 17.2
10-49 308 461 66.8
50-249 668 606 110.2
250-499 396 248 159.7
500+ 892 851 104.9
All 2305 2404 95.9

Notes: This table compares total employment (in '000s) in the MAG survey with official data
for total UK manufacturing employment from the quarterly Labour Force Survey, produced
by the Office of National Statistics, broken down into different plant-size bins. For plants with
more than 50 employees, the number of plants in the MAG survey exceeds the number of
plants in the ONS data. This is likely to be driven by the fact that MAG’s coverage is driven
by commercial requirements and not strictly limited to the manufacturing sector; and it may
also reflect varying definitions of employment, such as the separate treatment of full-time and
part-time workers in the MAG survey.
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Table B3: Count of Automation Events, by Year

Events

Year CNC Adoption Events CNC Expansion Events Robot Adoption Events

2005 562 705 -
2006 274 479 -
2007 422 742 -
2008 277 810 -
2009 189 442 -
2010 265 534 -
2011 193 691 -
2012 172 466 -
2013 318 561 -
2014 231 477 -
2015 134 327 242
2016 265 397 204
2017 342 511 243
2018 137 214 173
2019 87 153 162
2020 125 194 106
2021 230 347 51
2022 99 144 638
2023 33 46 7
Total 4,355 8,240 1,826

Notes: This table presents plant-level counts of ‘events’ in the MAG survey. Reliable information
about robot use is only available from 2015.
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G0t

Table B4: Effect of Automation Events on Log Employment: Alternative Estimators
Dependent Variable: A Ln Employment,
Treatment Definition CNC Adoption CNC Expansion Robot Adoption
Model: @ @ ®) 4) ®) ©) @) ®) ©) (10) 1) (12)
Variables
Treatment Effect 5.74*** 574  506**  5.63*** 7.67 7.68*  6.82"*  8.63"** 6.95%** 6.95* 698"  7.05"**
(0.828) (0.828) (0.932) (0.861) (0.549) (0.550) (0.664) (0.592) (1.05) (1.05) (1.03) (1.17)
ALn Employment,_; -0.037*** -0.037*** 0.703*** -0.034*** -0.035*** -0.035*** 0.706*** -0.035*** -0.024*** -0.026*** 0.718"** -0.022***
(0.005) (0.005) (0.006) (0.005) (0.005) (0.005) (0.006) (0.005) (0.006) (0.007) (0.009) (0.005)
Estimator CDLZ CS BJS CcC CDLZ CS BJS CcC CDLZ CS BJS CcC
Fixed-effects
year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
SIC1980-year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Fit statistics
Observations 159,262 159,262 123,011 147,825 143,218 143,218 108,379 130,261 112,053 67,868 65,284 104,908
R? 0.050 0.050 0.230 0.053 0.051 0.051 0.232 0.056 0.041 0.047 0.227 0.043

Notes: This table reports the pooled post-treatment effect of automation events on total plant-level employment using four alternative estimators (1) CDLZ is the
Stacked Estimator Cengiz et al. (2019); (2) CS uses the approach from Callaway and Sant’Anna (2021) (3) BJS uses the approach from Borusyak et al. (2024); (4)
CC applies a Composition Correction to our baseline estimator to ensure stable comparison groups, as outlined in Dube et al. (2023). All specifications include
Year by Industry fixed effects. Standard errors are clustered at the plant level. Significance: *** 0.01, ** 0.05, * 0.1.
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Table B5: Effect of Automation Events on Log Employment: Sensitivity to Clustering Method

Dependent Variable: A Ln Employment;

Treatment Definition CNC Adoption CNC Expansion Robot Adoption

Model: @ @) 3 @ ) (6) @) ®) ©) (10) (11) (12)
Variables

Treatment Effect 5.74* 5.74%* 5.74** 5.74*** 7.67** 7.67%* 7.67** 7.67F** 6.95*** 6.95%** 6.95"** 6.95%**

(0.828)  (0.970)  (0.929)  (0.828)  (0.549)  (0.636)  (0.637)  (0.549)  (1.05) (1.11) (1.14) (1.05)
ALn Employment,_; -0.037°* -0.037"* -0.037** -0.037*"* -0.035*"* -0.035** -0.035*"* -0.035*** -0.024*"* -0.024*"* -0.024***  -0.024***
(0.005)  (0.006)  (0.006)  (0.005)  (0.005)  (0.005)  (0.005)  (0.005)  (0.006)  (0.007)  (0.006)  (0.006)

Clustering Plant  Industry IndxYear Robust Plant  Industry IndxYear Robust Plant  Industry IndxYear Robust
Fixed-effects

year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
SIC1980-year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Fit statistics

Observations 159,262 159,262 159,262 159,262 143,218 143,218 143,218 143,218 112,053 112,053 112,053 112,053
R? 0.050 0.050 0.050 0.050 0.051 0.051 0.051 0.051 0.041 0.041 0.041 0.041

Clustered (cluster_var) standard-errors in parentheses

Signif. Codes: ***: 0.01, **: 0.05, *: 0.1
Notes: This table reports the pooled post-treatment effect of automation events on log of total plant-level employment, using our baseline specification,
but varying the clustering method. Plant = plant level clustering, as in our baseline; Industry = SIC1980 clustering; IndustryxYear = SIC1980x Year
clustering; Robust = heteroskedasticity-robust only. All specifications use the CDLZ estimator with Industry by Year fixed effects.
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Table B6: Effect of Automation Events on Log Employment: Sensitivity to Number of Outcome Lags

Dependent Variable: A Ln Employment;
Treatment Definition CNC Adoption CNC Expansion Robot Adoption
Model: 1) (2) 3) 4 ©) (6) ) ®) ©) (10) (11) (12)
Variables
Treatment Effect 5.45%*  5.74*** 6.16*** 5.22%%* 742 7,67 6.97+** 6.34***  6.94***  6.95%** 6.977** 6.65"**
(0.764)  (0.828) (0.887) (0.937)  (0.498)  (0.549) (0.621) (0.650) (1.05) (1.05) (1.05) (1.04)
ALn Employment;_ -0.037***  -0.040***  -0.038*** -0.035***  -0.037***  -0.039*** -0.024**  -0.020***  -0.021***
(0.005) (0.006) (0.005) (0.005) (0.005) (0.006) (0.006) (0.006) (0.007)
ALn Employment;_, -0.038***  -0.041*** -0.042***  -0.046™** -0.024***  -0.017**
(0.006) (0.006) (0.006) (0.007) (0.007) (0.007)
ALn Employment;_3 -0.043*** -0.052*** -0.026™**
(0.007) (0.008) (0.009)
Number of Lags 0 1 2 3 0 1 2 3 0 1 2 3
Fixed-effects
year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
SIC1980-year Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Fit statistics
Observations 178,806 159,262 140,622 123,011 162,605 143,218 125,042 108,379 129,636 112,053 95,202 79,141
R? 0.049 0.050 0.051 0.051 0.050 0.051 0.052 0.052 0.041 0.041 0.044 0.047

Notes: This table reports the pooled post-treatment effect of automation events on log of total plant-level employment, using our baseline LP-DiD specification,
but varying the number of lags of the differenced outcome variable. All designs include Year by 6-digit Industry fixed effects. Standard errors are clustered
at plant level. Significance: *** 0.01, ** 0.05, * 0.1.
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Chapter 3

Towards a Rawlsian Economics

ABSTRACT

This chapter argues that the standard economic interpretation of John
Rawls—as an advocate of redistribution justified by a maximin social
welfare function—misrepresents the spirit and substance of his theory.
Rather than endorsing a more egalitarian form of welfarism, Rawls offers
a conception of justice grounded in reciprocity and concerned with the
lifetime prospects of the least advantaged—not only for income, but also
for economic power and the social bases of self-respect. I outline the core
features of a Rawlsian normative economics: plural in values, grounded
in measurable primary goods, and psychologically realistic in its empha-
sis on reciprocity; and I argue that such a framework can help shift eco-
nomic thinking beyond the conventional focus on redistribution toward a

broader policy agenda centred on predistribution and meaningful work.

Keywords: John Rawls; welfare economics; economic justice; predistri-

bution; workplace democracy.



3.1 Introduction

John Rawls is widely considered to be one of, if not the most influential politi-
cal philosopher of the twentieth century. The publication of his landmark book
A Theory of Justice (T]) in 1971 is recognised as marking the (re)birth of modern
political philosophy (Kymlicka, 2002), after a period in which Peter Laslett, the
respected historian of political thought, had famously declared that “For the
moment, anyway, political philosophy is dead.”! Rawls’s ideas transformed
the discipline, prompting what has been described as “an outpouring of philo-
sophical literature on social, political, and economic justice unmatched in the
history of thought”(Freeman, 2010). In 1974, just three years after the pub-
lication of T] , Robert Nozick claimed that “Political philosophers now must
either work within Rawls’s theory, or explain why not” (Nozick, 1974, 183).
This assessment has largely stood the test of time: nearly forty years later, the
philosopher G. A. Cohen wrote that “at most two books in the history of West-
ern political philosophy have a claim to be regarded as greater than A Theory of
Justice: Plato’s Republic and Hobbes’s Leviathan” (Cohen, 2009, 11).

Rawls’s primary philosophical aim was to articulate a systematic alternative
to the then-dominant utilitarianism. He did this by reimagining the social con-
tract tradition associated with thinkers such as Locke, Hobbes and Rousseau,
arguing that we should organise society according to the principles that ratio-
nal individuals would select behind a “veil of ignorance”, without knowledge
of their individual characteristics. Rawls used this “original position” thought
experiment to propose two principles of justice, which he referred to collec-
tively as “justice as fairness”. The first “basic liberties” principle states that
all citizens are entitled to an equal set of fundamental personal and political
freedoms, including freedom of belief and expression, and the right to a demo-
cratic political system. His second “equality” principle has two parts: “fair
equality of opportunity”, meaning every citizen should have an equal chance
to develop their talents and abilities, and to compete for positions on the ba-
sis of merit; and the “difference principle”, which states that inequalities can

be justified only if they serve to maximise the life chances of the least well-off,

Laslett was responding to the rise of logical positivism (roughly, the idea that scientific knowl-
edge is the only form of factual knowledge), which had led philosophers to eschew substan-
tive questions about how we should organise society in favour of linguistic analysis of political
concepts (Laslett, 1956, vii). For a detailed historical account of the reception and impact of
Rawls’s ideas within political philosophy, see Forrester (2019)
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by creating the incentives that underpin well-functioning markets, innovation
and economic prosperity.

Rawls’s ideas generated an unusual degree of interest and engagement from
economists. Prominent figures including Kenneth Arrow, Paul Samuelson, An-
thony Atkinson and Edmund Phelps wrote lengthy responses to T], and Rawls
responded in leading economic journals including the American Economic Re-
view and Quarterly Journal of Economics (Walraevens, 2023; Guizzo and Paré-
Ogg, 2023). Most discussion focused on the difference principle: while some
challenged it on a philosophical level, others — led by Atkinson and Phelps —
sought to incorporate it into welfare economics, and specifically the burgeon-
ing field of optimal tax theory in the form of the “Rawlsian” or “maximin” so-
cial welfare function (SWF), which defines social welfare solely in terms of the
welfare of the least well-off individual.> Over the 1970s and 80s, this became
the standard interpretation of Rawls’s ideas within economics. As a result,
even as political philosophers largely abandoned utilitarianism in favour of so-
cial contract theories similar to Rawls’s, the welfarist foundations of normative
economics remained largely unchanged.

In this paper I will argue that the maximin interpretation of Rawls seriously
misconstrues his ideas and their implications for economic policy. At a philo-
sophical level, it presents Rawls’s theory as a variety of welfarism, if not utili-
tarianism, when Rawls’s explicit aim was to provide a systematic alternative to
utilitarianism as the basis for public policy; and it ignores Rawls’s basic liber-
ties and opportunity principles, both of which have important implications for
economic institutions. It also misinterprets the difference principle in crucial
ways: whereas the maximin SWF seeks to maximise the welfare of the poorest
individual at a given point in time, the difference principle is concerned with
the lifetime opportunities of the lowest paid workers. This focus on shaping
people’s opportunities, rather than controlling outcomes, reflects the funda-
mental importance of reciprocity within Rawls’s theory. Finally, whereas the
maximin SWF and other welfarist principles are typically appled to the distri-
bution of income, the difference principle is explicitly concerned with a richer
set of “primary goods” including the distribution of positions of power and
control and the “social bases of self-respect”, among which access to paid work

2] will use the term maximin (rather than Rawlsian) SWF since, as we shall see, it only superfi-
cially resembles Rawls’s theory.
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has a particularly important place.

The association of Rawls with the maximin SWF has contributed to the
widespread belief that, in practical terms, his theory is primarily a justifica-
tion for high levels of redistribution. This interpretation made his ideas rel-
atively easy to incorporate into the dominant policy paradigm within eco-
nomics, which focuses on maximising economic efficiency by correcting mar-
ket failures, and then addressing concerns about inequality through redistribu-
tive taxation. But Rawls explicitly rejected “welfare state capitalism”, which he
characterised as relying on the “redistribution of income to those with less at
the end of each period”, in favour of a “property-owning democracy” in which
the state would seek to ensure “the widespread ownership of productive as-
sets and human capital (that is, education and trained skills) at the beginning
of each period”. In this sense, he was an early advocate for what we would
now call “predistribution”.?

Getting Rawls right is not simply a matter of historical accuracy. The central
argument of this paper is that Rawls’s philosophy, properly understood, of-
fers a rich resource both for developing a non-welfarist normative economics,
and for shaping a policy agenda that looks beyond the conventional focus on
redistribution. A Rawlsian normative economics would prioritise individual
freedom and democracy over the pursuit of economic growth, and recognise
the importance of opportunity, reciprocity, and of work as a source of self-
respect — addressing well-known limitations of the still-dominant utilitarian
paradigm. This in turn would justify a policy agenda focused on bringing
about a more equal distribution of human and physical capital, and hence of
market incomes, including through prioritising investment in the education of
non-college workers; and ensuring broad access to good jobs, by embracing
greater workplace democracy, among other things.

This paper draws on and contributes to various related literatures. There is
now a substantial literature that seeks to clarify, elaborate and build on Rawls’s
ideas about economic justice, challenging the prevalent notion that he was sim-
ply an advocate for an expanded welfare state (O’Neill and Williamson, 2012;
Freeman, 2013; Thomas, 2016). This literature has transformed how Rawls is
understood within political philosophy, but has had little impact on how his

ideas are understood and applied within economics, which is the central focus

3This term was coined by Hacker (2011).
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of this paper. Second, this paper connects to active debates about the need to in-
corporate a wider set of fairness related concerns within welfare economics and
optimal tax theory (Atkinson, 2009; Coyle et al., 2023; Fleurbaey and Maniquet,
2018). Rawls’s philosophy clearly supports such an approach. Finally, Rawls’s
ideas can help clarify the moral basis for growing interest among economists
and policy makers in a shift from redistribution to what has been variously
termed “predistribution”, “productivism” and “supply side progressivism” —
in effect, a new focus on questions about work and production (Diamond and
Chwalisz, 2015; Rodrik, 2023a; Democracy Journal, 2023). These terms are of-
ten used vaguely and little attention has been given to the underlying ethical
arguments for such a shift. Rawls’s philosophy can shed new light on why
these new approaches are desirable.

3.2 Domesticating Rawls: the maximin social wel-

fare function

The publication of Rawls’s A Theory of Justice in 1971 sparked intense debate,
not just among philosophers, but among economists. Most of the discussion
focused on the difference principle, which was typically — and as we shall see,
not entirely accurately — interpreted as the claim that society should seek to
maximise the welfare or income of the least well-off individual.

A number of distinguished economists including Paul Samuelson, John
Harsanyi and Kenneth Arrow engaged directly with Rawls’s philosophical ar-
gument for the difference principle (Igersheim, 2023, 2022). Many, including
Harsanyi and Arrow, broadly accepted the basic logic of the original position
thought experiment — that we should organise society according to the prin-
ciples that rational agents would choose if they were deprived of knowledge
about their individual position in society, as if behind a “veil of ignorance”.
But they rejected Rawls’s reasoning for the difference principle, arguing that
the “maximin” decision rule, whereby parties in the original position seek to
maximise their prospects under the worst case (minimum) scenario, rests on

a psychologically unrealistic degree of risk-aversion. They argued that rather

*Harsanyi had invoked a similar hypothetical choice situation in a paper published in 1955,
three years before Rawls published his first article on “justice as fairness” (Harsanyi, 1955;
Peter, 2009).
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than focusing exclusively on the worst outcome, rational agents would seek
to maximise their expected utility, and hence endorse average utilitarianism.”
These criticisms prompted Rawls to clarify that the case for the difference prin-
ciple within the original position does not rest on maximin reasoning or strong
psychological assumptions about risk-aversion.® Instead, Rawls’s emphasised
the benefits of the difference principle in securing the willing support rather
than the grudging acceptance of the least well off, and the benefits this would
have for the “stability” of liberal democracy.

More pertinent for this paper is that, alongside these criticisms, other promi-
nent economists sought to incorporate Rawls’s ideas, and specifically the dif-
ference principle, into the burgeoning field of optimal tax theory, newly in-
vigorated by the publication of a seminal paper by James Mirrlees’s in 1971
(the same year as the publication of TJ]). Previously, optimal tax theory had
largely treated individuals” decisions about whether and how much to work

SUnlike classical (or sum total) utilitarianism, which aims to maximize the total amount of
happiness or well-being in society, average utilitarianism seeks to maximise the average hap-
piness per person.

®Rawls’s initial response, published as “Some Reasons for the Maximin Criterion” in the Amer-
ican Economic Review in 1974, appeared to accept that the choice of the difference principle
in the original position rests on a psychological assumption about risk-aversion. But in later
work he explicitly rejected this claim, arguing that “The widespread idea that the argument
for the difference principle depends on extreme aversion to uncertainty is a mistake, although
a mistake unhappily encouraged by the faults of exposition in Theory.” (JAF 43). The mature
version of Rawls’s argument is set out in Justice as Fairness: A Restatement (Rawls, 2001). Rawls
accepts that, as a general rule, rational agents faced with uncertainty should maximise ex-
pected utility. However, he argues that under certain circumstances it is rational to follow the
maximin decision rule instead, choosing the option where the worst-case outcome is as good
as possible. Specifically, maximin is rational when (1) there is no basis for assigning probabil-
ities to different outcomes; (2) there is an option where the worst-case scenario is decent; and
(3) some options could lead to outcomes that are completely intolerable. These circumstances
apply when the parties in the original position are faced with a choice between utilitarian-
ism and Rawls’s two principles taken together (‘justice as fairness’), since Rawls’s principles
guarantee that everyone would have basic freedoms and a decent social minimum, whereas
utilitarianism leaves open the possibility of being deprived of their fundamental freedoms if
this could be shown to increase social welfare. Rawls argues that while this maximin argu-
ment decisively establishes the case for the basic liberties principle, it has little role to play in
the choice of the difference principle. Once we accept the basic liberties as given, maximin
reasoning no longer applies because even the worst outcomes are tolerable. His argument for
the difference principle rests instead on a comparison between that principle and “restricted
utilitarianism”, which accepts the basic liberties principles and a basic minimum, and then
maximises average utility above this level. Rawls continued to defend the DP on the basis that
it is the “most reasonable” conception of economic justice, but he recognised that argument for
the DP over restricted utility rests on “a more delicate balance of less decisive considerations”
(JAE, 95), and that the DP is but one of a family of “reasonable” conceptions of distributive
justice.
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as fixed, irrespective of tax rates. Within a utilitarian approach, and given the
assumptions of identical utility functions and diminishing marginal utility, this
had led figures like Edgeworth and Pigou to advocate 100% marginal tax rates
and the equalisation of post-tax incomes. Mirrlees provided a way of incorpo-
rating behavioural responses into the analysis of optimal taxation, offering a
unified framework for balancing equality and efficiency considerations in tax
design. Like Rawls’s difference principle, the Mirleesian approach recognised
that some degree of inequality may be justified to provide work incentives,
thereby increasing total income and social welfare.

In Mirrlees’s framework, and in most of the subsequent literature, social
welfare is defined in classical utilitarian terms as the sum of individual utilities.
Utility is typically assumed to depend on the final distribution of income (and
the disutility of labour), which in turn determines people’s opportunities for
consumption. The government then chooses the tax system which achieves the
social-welfare-maximising distribution of income, after taking into account the
revenue requirements of the government (assumed to be fixed), and the way in
which people respond to the incentives created by taxes and transfers.”

Mirrlees was able to derive a small number of theoretical implications about
the optimal tax system, including a demogrant (lump sum transfer) at the bot-
tom of the ability /income distribution; a positive marginal tax rate further up
the income distribution; and, under certain conditions, a zero marginal tax rate
at the very top. Mirrlees also conducted numerical simulations which sug-
gested that the optimal tax schedule would be approximately linear, in contrast
to contemporaneous tax schedules which were strongly progressive; and that
optimal tax rates might be much lower than those then in place, especially for
high earners. He estimated, for example, that the optimal marginal tax rate on
roughly the top 1% of earners was between 15% and 21%, depending on the
underlying distribution of skills, at a time when the actual top marginal tax
rate in the UK was 75% (Walraevens, 2023, 865).%

7In the original Mirrlees (1971) model, individuals are assumed to have a pre-existing ability
which determines their hourly wages, and then face a choice over how many hours to work,
taking the tax and benefit system as given. Other similar papers adopted different earnings
models where, for example, people choose not their hours of work, but how many years to
invest in wage-enhancing education. By assumption, the government cannot directly tax abil-
ity, or indeed other fixed characteristics associated with ability (if it could, then the optimal
tax would be a lump-sum tax based on individual earning ability); instead, the government
must tax people’s earnings directly.

8These results came as a surprise to Mirrlees, who in his own words “had expected the rigorous

119



In response to Mirrlees’s work, and motivated in part by a desire to see
whether it was possible to justify more progressive tax schedules, a number
of other economists — led by Tony Atkinson and Edmund Phelps — started to
explore the implications of adopting a “Rawlsian”, or “maximin”, social wel-
fare function (SWF), which defines social welfare solely in terms of the welfare
of the least well-off individual.® Over the 1970s, this became a standard refer-
ence point in optimal tax theory, in large part thanks to its incorporation into
Atkinson and Joseph Stiglitz’s hugely influential graduate textbook Lectures on
Public Economics. This text, following earlier papers by Atkinson, presented the
maximin SWF as the egalitarian limiting case of a wider class of social welfare
functions with varying degrees of inequality aversion, with utilitarianism rep-
resenting the other extreme.!” Inasmuch as economists encounter Rawls today,
this is the form in which they tend to do so.

Phelps and Atkinson also led the way in exploring the implications of the
maximin SWF for tax policy. As expected, compared to standard utilitarian-
ism, the maximin SWF implies higher optimal tax rates at every income level,
often by a significant margin (Atkinson and Stiglitz, 1980). Atkinson, for ex-
ample, estimated that the optimal marginal tax rate at the median income was
52% under the maximin SWEF, compared to just 21% under the utilitarian one
(Atkinson and Stiglitz, 1980, 350). Ogura (1977) generalised this result, proving
that the “the Rawlsian taxation scheme is really the heaviest [higher at each
level of income] of any reasonable taxation, reasonable being defined as being
justifiable by some additive social welfare function” (341). In contrast to the
utilitarian case with its approximately linear structure, optimal marginal tax
rates under the Rawlsian tax schedule were estimated to fall from around 50
per cent at the median to around 25 per cent for the top percentile (Atkinson
and Stiglitz, 1980, 350). The late 1990s and early 2000s saw the development

of a new sulfficient statistics approach to optimal taxation, pioneered by Saez

analysis of income-taxation in the utilitarian manner to provide an argument for high tax
rates” (Mirrlees, 1971, 207)

9Atkinson appears to have developed the idea of a maximin SWF independently of Rawls,
though he subsequently referenced Rawls in defending the plausibility of this position (Wal-
raevens, 2023, 862-4). Phelps, by contrast, had read early drafts of T] and in his first paper
on this topic, published in 1973, described Rawls’s theory as “the first complete principle of
social choice to command wide and serious interest since the time of sum-of-satisfactions util-
itarianism” (Phelps, 1973, 332).

19The utilitarian social welfare function simply sums utility across individuals, and in this sense

gives no direct importance to the distribution of utility across individuals.

120



(2001) among others, which made it easier to estimate optimal tax rates by
using key parameters relating to the elasticity of labour supply. More recent
studies using this approach have confirmed the general finding that optimal
tax rate are higher under a Rawlsian SWF compared to a utilitarian one, al-
beit with a slightly different profile across the income distribution compared to
earlier studies (Ghatak and Jaravel, 2020).

3.3 Beyond maximin

Although Rawls’s philosophy was meant to represent a fundamental break
with utilitarianism and welfarism more broadly, economists largely incorpo-
rated his ideas into that tradition. According to the maximin interpretation of
his ideas, the guiding principle of public policy is to maximise the welfare the
least well-off individual, where in practice welfare is often simply assumed to
be a function of disposable income. In this section I will examine what this in-
terpretation gets wrong about Rawls, and attempt to recover a richer account
of his ideas. In doing so, we will start to see how they depart from the welfarist

framework, with important practical implications.

3.3.1 Rawls didn’t modify welfarism, he rejected it

At a philosophical level, the fundamental problem is that the maximin SWF
depicts Rawls’s philosophy as a form of welfarism, if not utilitarianism. Wel-
farism is the claim that we should rank social states solely in terms of the
subjective well-being (or welfare, or utility) of individuals in those states (Sen,
1979). Utilitarianism is the most widely used variety of welfarism, and in its
classical form compares social states in terms of the sum of individual utilities.
Since the maximin SWF compares social states solely in terms of the welfare of
the least well-off individual, it too represents a kind of welfarism.

But Rawls was strongly critical of utilitarianism, and of welfarism more
broadly: in the preface to A Theory of Justice he described his principal aim as
seeking to develop “a reasonably systematic alternative to utilitarianism” (17,
xi; italics added).! Rawls didn’t simply reject the principle of maximising util-

n what follows, I refer to Rawls’s three major works by their initials: TJ for A Theory of Justice
(revised edition, 1999), PL for Political Liberalism (expanded edition, 2005), and JAF for Justice
as Fairness: A Restatement (2001). Full publication details are provided in the bibliography.
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ity as the basis for public policy, he rejected the fundamental logic of welfarism
as an ethical framework. He recognised that it was rational for individuals
to organise their life so as to maximise the satisfaction of their desires, mak-
ing sacrifices and trade-offs such as consuming less now to have more income
in retirement. But he argued that we cannot simply transfer this logic to the
organisation of society, sacrificing the interests of some people to increase the
sum of satisfaction across society as a whole. To do so, he argued, is to treat so-
ciety as if it were a single agent and hence fail to “take seriously the distinction
between persons” (T], 24). For Rawls, the aim of a democratic society is not to
maximise welfare, utility, or indeed any other conception of the individual or
collective “good”, but to specify fair terms of cooperation among free and equal
citizens, each with distinct interests and desires. The original position thought
experiment is designed to reflect this conception of society as “a fair system of
social cooperation”, by asking us to imagine principles that every citizen could
rationally accept.'?

Of course, the structure of the original position itself does not rule out the
possibility that the parties might endorse some form of utilitarian principle for
regulating the basic structure of society, and much of TJ is devoted to making
the case for why the parties would choose Rawls’s principles over some form
of utilitarianism. Rawls uses this thought experiment to develops a more sys-
tematic critique of utilitarianism, setting out a variety of reasons why rational
parties would prefer his two principles of justice including, most importantly,
that they would provide a more secure basis for protecting fundamental indi-

vidual freedoms and democratic institutions.!?

12Rawls described “the idea of society as a fair system of social cooperation over time” as “the
most fundamental idea” in his conception of justice (JAF, 5).

13While utilitarian thinkers such as John Stuart Mill have defended such freedoms on the basis
that they are likely to maximise utility, in the final analysis, they are always subject to the
utilitarian calculus, and must be sacrificed if doing so would increase social welfare. So, for
example, if an authoritarian dictatorship was able to achieve a higher level of well-being as a
democratic one, a welfarist would have no reason to object. This, Rawls argued, meant that
utilitarianism, and by extension welfarism, was not an appropriate conception of justice for
a democratic society.

122



3.3.2 Rawls’s freedom, opportunity and sustainability princi-

ples also have far-reaching economic implications

A more detailed discussion of Rawls’s critique of utilitarianism, and indeed
of welfarism and consequentialism more broadly, is beyond the scope of this
essay. In the remainder of this section, I will focus instead on how the maximin
SWF misrepresents the substantive of content of his conception of justice, as
summarised by his two principles:

Rawls’s Two Principles of Justice (PL, 5-6)

First principle [basic liberties]: Each person has an equal claim to
a fully adequate scheme of equal basic rights and liberties, which
scheme is compatible with the same scheme for all; and in this
scheme the equal political liberties, and only those liberties, are to
be guaranteed their fair value.

Second principle: Social and economic inequalities are to satisfy two
conditions: first, they are to be attached to positions and offices open
to all under conditions of fair equality of opportunity [fair equality
of opportunity]; and second, they are to be to the greatest benefit of
the least advantaged members of society [the difference principle],
consistent with the just savings principle.

The most obvious problem is with the maximin SWF is that, like all welfarist
principles, it places no direct importance on individual freedom, democracy or
equality of opportunity. As a result, it effectively ignores Rawls’s basic liberties
and fair equality of opportunity principles, both of which take have a strict
“lexical” priority over the difference principle. This priority means we cannot
sacrifice individual freedoms, or deny some people equality of opportunity,
even if doing so would increase economic growth and raise the living standards
of the least well off. Of course, the maximin SWF was never meant to offer
an interpretation of these other aspects of Rawls’s theory.!* But these other

principles clearly have important implications for economic institutions and

41¢’s possible to think about the maximin SWF as being constrained by a prior commitment to
equal basic liberties and fair equality of opportunity, much like the difference principle, and
it seems likely that this is what most economists have in mind - simply taking for granted
that policies to promote the welfare of the least well off will take place against a background
of basic rights, freedoms and opportunities.
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the degree of inequality that we should tolerate as a society, and in this sense
the maximin SWF is, at the very least, seriously incomplete as an account a
Rawlsian vision for economic justice.

Take the basic liberties principle, which insists that every citizen is entitled
to an equal set of fundamental individual rights and freedoms, including both
personal freedoms of speech and religion and a broad set of political freedoms
that are the basis for a democratic government. Regarding the latter, Rawls
insists that the state should seek to guarantee not just formal equal political
liberties like the right to vote and freedom of political speech, but the “fair
value” of those freedoms, in the sense that citizens” opportunities for political
influence should not depend on access to financial resources.!”> As we shall see,
he argued that this is likely to require direct limits on extreme concentrations
of economic power and wealth. Rawls also specifies elsewhere that his first
principle should be thought as being preceded by “a lexically prior principle
requiring that basic needs be met”, on the basis that doing so “is a necessary
condition for citizens to understand and to be able fruitfully to exercise the
basic rights and liberties” (JAF, 44). This overlooked ‘basic needs” principle
provides a rationale for a degree of redistribution, as well as certain essential
public services, even before we start to think about how we might apply the
more well-known difference principle.

Fair equality of opportunity — the idea that every citizen should have an
equal chance to develop their innate talents and abilities, and to compete for
jobs and position on the basis of merit — also has far reaching implications
for social and economic policy. Indeed, despite its familiarity, this is a radical
principle that would likely require measures to alleviate if not eliminate child
poverty, alongside an education system that guarantees equal educational op-
portunities irrespective of parental income. Note also Rawls’s requirement that
the difference principle must be applied in a way that is “consistent with the
just savings principle” (JSP) — a principle of intergenerational justice that is
generally understood to include a commitment to what has come to be known
as sustainable development (development that meets the needs of the present
without compromising the ability of future generations to meet their needs).

This would justify policies to ensure that a society’s economy operates within

15Rawls defined the notion of fair value as follows: “Citizens similarly gifted and motivated
have roughly an equal chance of influencing the government’s policy and of attaining posi-
tions of authority irrespective of their economic and social class” (JAF, 46).
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certain safe ecological limits.'

3.3.3 The difference principle is concerned with access to pri-

mary goods, not welfare

By reducing Rawls conception of justice to the difference principle, then, the
maximin SWF ignores his other principles, which themselves have important
implications for economic policy. But it also misrepresents the difference prin-
ciple itself. For a start, that principle is concerned not with the welfare or utility
of the least well off, but with their access to “primary goods” — all-purpose re-
sources that people have reason to value, whatever their particular values or
conception of the good. This focus on the distribution of primary goods — in-
cluding, though as we shall see not limited to, income and wealth — as opposed
to preferences or subjective well-being is another fundamental departure from
the dominant welfarist framework.

Rawls offers several reasons for this shift of focus. One is the classic “expen-
sive tastes” argument — in other words, someone whose happiness depends on
fine dining and constant travel should not be entitled to more resources than
someone with more modest desires. As Rawls puts it, people must “take re-
sponsibility for their ends” (PL 33-34). A more practical reason is that primary
goods are directly observable, and relatively easy to compare across individ-
uals, whereas utility and preferences are not."” In Rawls’s terminology they
better satisfy the “publicity” condition, by which principles of justice must pro-
vide a reasonably transparent and practical basis for public deliberation. The
fact that primary goods are measurable, at least in principle, also offers a way
out of the well-known conceptual challenges associated with inter-personal
comparisons of utility, and makes Rawls’s theory an attractive practical frame-

work for public policy, something we will return to in Section 5.

16 Although Rawls said very little about the environment, he recognized that the question of
intergenerational justice included both “the question of the appropriate rate of capital saving
and of the conservation of natural resources and the environment of nature” (TJ, 118-119).
A number of other thinkers have used and extended his ideas to develop a more detailed
Rawlsian account of environmental justice and sustainability (Manning, 1981; McKinnon,
2012; Tons, 2021).

7Rawls argues that the difficulties in measuring utility “are so great and the approximations
are so rough that deeply conflicting opinions may seem equally plausible to different per-
sons.” (T], 282). In this way, welfarism introduces a degree of indeterminacy about the desir-
ability of different policies, which in turn “is likely to increase disputes and mistrust” (JAF,
127), and may be abused by powerful groups (T], 282).
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3.3.4 The difference principle is about maximising the produc-
tive opportunities of low-wage workers, not redistribu-
tion

A second way in which maximin misconstrues the difference principle is that
it is focused on maximising the welfare of the least well off at a given point
in time, whereas the difference principle is concerned with maximising their
“life-prospects”, defined as “differences in citizens' (reasonable) expectations
of primary goods over a complete life” (JAF, 59). Rawls is also clear that the
“least well off” refers not to the poorest individuals in society (typically careers,
the sick and the unemployed) but to the least advantaged workers, understood
as the group whose natural abilities are least favoured in a market economy at
a given point in time."® Rawls isn’t entirely clear how we should define this
group, suggesting in different places the class of minimum-wage workers or
even simply the bottom half of earners. In a modern knowledge economy that
prizes cognitive skills and academic education, non-college educated workers
might be a natural (if broad) proxy for this group.

The aim of the difference principle is to organise our economic institutions
so that this group has better opportunities to earn a decent living than under
any alternative economic system, rather than simply to maximise their welfare
or income at any given moment. In this sense, Rawls’s theory is fundamentally
about opportunities rather than outcomes. This helps explain why Rawls pre-
sented FEO and the DP as two parts of a single principle of economic justice,
rather than as stand-alone principles: while FEO is meant to ensure that every-
one has fair access to jobs and positions, the DP is concerned with making sure
that the rewards attached to those positions are fair.

From this perspective, the problem with the maximin SWF and other wel-
farist principles is that they seek to bring about a certain distribution of re-
sources in society without paying any attention to the process through which
these resources have been generated. Rawls referred to this way of thinking
as “allocative justice”, which is concerned with “how a given bundle of com-
modities is to be distributed, or allocated, among various individuals whose
particular needs, desires, and preferences are known to us, and who have not

cooperated in any way to produce those commodities.” Rawls contrasts alloca-

8This is not to say that justice for carers, the sick and disabled doesn’t matter, but simply that
we need a different principle to think about this.
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tive justice with “distributive justice”, which is grounded in the idea of society
as a “fair system of social cooperation”, and hence seeks to strike a fair balance
between contribution and reward (JAF, 50). For Rawls the aim is not to achieve
a pre-specified distribution of resources, but to organise our economic institu-
tions such that “when everyone follows the publicly recognized rules of coop-
eration, and honours the claims the rules specify, the particular distributions of
goods that result are acceptable as just (or at least as not unjust) whatever these
distributions turn out to be” (JAF, 50).

This emphasise on opportunities rather than outcomes is important from a
moral perspective, because it leaves plenty of room for individual choice and
responsibility: as Rawls put it, “What a person is entitled to depends on what
he does” —how hard they work, whether they decide to study, and so on. It also
has practical advantages. Critics of the difference principle have sometimes
suggested that it would require constant interference to divert funds to the least
well off, conjuring dystopian images of excessive government control."” But
the difference principle is concerned with the structural inequalities that affect
the life prospects of different social groups — those that result from the way
we organize our social and economic institutions; rather than inequalities that
inevitably arise as people make choices and go about their lives (Nagel, 2003).
It requires no more interference than any conventional system of government

funded by taxation.

3.3.5 The difference principle governs the distribution not just
of income and wealth, but of economic power and oppor-

tunities for self-respect

Although the maximin SWF is concerned with maximising the welfare of the
least well off, in practice welfare is typically equated with income, and the focus
is on designing a tax system that will maximise the financial resources available
to redistribute to the poor. By contrast, the difference principle is concerned not
just with income and wealth, but with the distribution of two other crucial pri-

mary goods: the “powers and prerogatives of offices and positions of authority

9This is the essence of Robert Nozick’s so-called Wilt Chamberlain argument in Nozick (1974,
160-164). For Rawls’s response, see PL, 283.
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and responsibility” (PPO), and the “social bases of self-respect” (SBSR).?

PPO refers to the way in which authority and decision-making rights are
vested in different positions, whether in public bodies or private companies.
Rawls recognised that, as with inequalities of income and wealth, a degree of
workplace hierarchy can be justified, since this is essential for the proper func-
tioning of large organisations, which allows society to benefit from economies
of scale. But such inequalities must be justified to, and have compensating ben-
efits for, those who end up at the bottom of the decision-making pile, through
higher wages, better funded public services, and so on.?!

Although often overlooked, Rawls stated in multiple places that the social
bases of self-respect were “the most important primary good”, since “With-
out [self-respect] nothing may seem worth doing.” (TJ, 386). Whereas self-
respect is a subjective state of mind, and depends in part on a person’s char-
acter and relationships in ways that are properly outside the scope of public
policy, the social bases of self-respect refer to objective and measurable features
of our economic and political institutions that shape citizens opportunities for
self-respect, and hence are the proper subject of a theory of justice, and indeed
of public policy.

Rawls said very little about what the social bases of self-respect might be,
and this continues to be a source of debate. But as Moriarty (2009) and others
have argued, opportunities for meaningful work stand out as among the most
important social bases of self-respect. To see why, it’s worth unpacking Rawls’s
notion of self-respect a little further.

Rawls defined self-respect as having two aspects: “First... it includes a
person’s sense of his own value, his secure conviction that his conception of his
good, his plan of life, is worth carrying out. And second, self-respect implies
a confidence in one’s ability, so far as it is within one’s power, to fulfil one’s
intentions” (T], 386). The first aspect — having confidence that our goals in
life are worthwhile — depends, in turn, on two things, which I will refer to
as opportunities for “meaningful activities” (including meaningful work) and

“social recognition”. The former is meant to capture the essence of what Rawls

2This aspect of Rawls’s theory has often been overlooked (and not just by economists) in part
because it is relatively under-developed on Rawls’s own writing. But amongst philosophers
there is now a broad consensus that the difference principle should be interpreted as max-
imising lifetime access to an index of these three primary goods (Van Parijs, 2003)

2 For a detailed discussion and development of Rawls’s ideas about PPO, see Arnold (2012).
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referred to as the Aristotelian Principle, which he defined as the claim that
“other things equal, human beings enjoy the exercise of their realized capacities
(their innate or trained abilities), and this enjoyment increases the more the
capacity is realized, or the greater its complexity” (TJ, 374).” Rawls gives the
example of chess versus checkers, arguing that someone who can do both will
prefer chess since it is more complex, and hence ultimately more rewarding.
This is meant to describe a widespread psychological tendency (rather than a
moral principle), which Rawls argued could help us understand many of the
things which humans do and value, and might have an evolutionary basis,
since enjoying complex activities is likely to generate benefits for a particular
community (TJ, 375-8). Rawls argues that we must give significant weight to
this principle in the design of social institutions “otherwise human beings will
find their culture and form of life dull and empty. Their vitality and zest will
fail as their life becomes a tiresome routine” (TJ, 377).

There are clearly many activities that could satisfy this principle, but paid
work arguably has a special importance (Moriarty, 2009). The importance of
paid work within a Rawlsian framework is note grounded not in the “perfec-
tionist” claim that such activities are essential to living a meaningful life, an
idea sometimes associated with Marx and the socialist tradition (Hsieh, 2008,
76). Rather it reflects the fact that paid work is one of the most important ways
in which most people fulfil their obligation to contribute to society in return for
sharing in its benefits. Since citizens are effectively required to devote much
of their time to work, and since work shapes their lives and personalities in
such profound ways, society also has an obligation to ensure that paid work is
consistent with developing a secure sense of self-respect.”

Having confidence that one’s goals in life are worthwhile also depends, ac-
cording to Rawls, on “finding our person and deeds appreciated and confirmed
by others who are likewise esteemed and their association enjoyed”; in other
words, on social recognition (T], 386). Without the recognition of our peers,
Rawls argued, it is hard to maintain a strong sense that our goals are worth-

22As Rawls explained, “The intuitive idea here is that human beings take more pleasure in do-
ing something as they become more proficient at it, and of two activities they do equally well,
they prefer the one calling on a larger repertoire of more intricate and subtle discriminations.”

23 As Moriarty (2009, 452) puts it “people’s participation in work... is often mandatory and ex-
tensive. Moreover, work can be monotonous, routine, and “deadening to human thought and
sensibility” (T], 546). By contrast, people’s participation in nonwork associations is usually
optional and limited.”
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while, and “we cannot pursue them with pleasure or take delight in their exe-
cution”. Of course, we can’t expect all our fellow citizens to endorse our values
and goals — in a diverse society, where people have deeply different moral and
religious beliefs, this is all but impossible. What matters is that “there should
be for each person at least one community of shared interests to which he be-
longs and where he finds his endeavours confirmed by his associates.” The
basic liberties play an important role here, since they are a precondition for a
rich and diverse associational life, in which a variety of religious and ethical
communities can flourish. Participation in paid work is also vital, since it is
one of the most important ways that people contribute to society and hence
earn the respect of their fellow citizens.

Most people need opportunities for meaningful work and social recognition
in order to feel that their goals in life are worthwhile, or so Rawls argues. In ad-
dition, self-respect depends on having “confidence in one’s ability... to fulfill
one’s intentions” —in other words, a sense of agency or independence. This also
points us towards the importance of paid work, since being unemployed and
dependent on the state for income can undermine one’s sense of agency, espe-
cially given the intrusive systems of assessment and conditionality that exist in
most means-tested benefit systems. By contrast, having decent opportunities
for paid work can be a vital source of the agency and independence that are so

essential for self- respect.

3.4 Rawls on economic institutions

As should be clear by now, rather than representing a particularly egalitarian
form of welfarism, Rawls’s philosophy offers a vastly richer account of eco-
nomic justice that breaks with the welfarist tradition in a variety of important
ways. But what are the practical and policy implications?

Rawls’s most systematic comments about economic institutions are con-
tained in Justice as Fairness: A Restatement, a short book based on his lecture
notes that was published in 2001, a year before his death.?* In contrast to the
dominant approach within welfare economics, which tends to focus on opti-
mising individual policy instruments (especially taxation), Rawls encourages

us to think about the justice of economic institutions in the round. He organises

24There is also a detailed discussion in TJ, 228-242
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his analysis around a comparison of five stylised “regimes”: laissez-faire capi-
talism, welfare state capitalism, property-owning democracy, liberal socialism
and state socialism with a command economy (JAF, 134-141).* Rawls imme-
diately rules out state socialism — a one-party regime with a centrally planned
economy — on the basis that by failing to allow a significant role for democracy,
markets and freedom of occupational choice, it violates the basic liberties prin-
ciple. He also swiftly rejects laissez faire capitalism — a regime that “aims for
economic efficiency and growth constrained only by a rather low social mini-
mum” — on the basis that it fails to make any serious effort to achieve either fair
equality of opportunity or the difference principle (JAF, 137).

Perhaps more surprisingly, given his reputation as an advocate for an ex-
panded welfare state, he also rejected welfare state capitalism (WSC). Rawls
characterises WSC as a private property-based market economy that seeks to
ensure that “none should fall below a decent minimum standard of life” (JAF,
139), an aim which it achieves through “the redistribution of income to those
with less at the end of each period, so to speak”. The principal problem with
WSC, Rawls argues, is that it “permits very large inequalities in the owner-
ship of real property (productive assets and natural resources) so that the con-
trol of the economy and much of political life rests in few hands” (JAF, 138).
This concentration of power and wealth means WSC is unable to guarantee the
“fair value of the political liberties”, as required by the basic liberties principle.
Moreover, unlike the difference principle, which seeks to ensure a fair balance
of contribution and reward, WSC simply aims to top up people’s incomes so
they can meet their essential needs, and hence fails uphold a principle of reci-
procity in economic relations (JAF, 138). In addition, by failing to provide peo-
ple with opportunities for meaningful work, Rawls worried that WSC would
give rise to “a discouraged and depressed underclass many of whose members
are chronically dependent on welfare” (JAF, 140).

Having rejected WSC, Rawls argues that his principles are, at least in theory,
compatible with either liberal (democratic) socialism (LS) or property-owning
democracy (POD). Like WSC, both LS and POD would be constitutional liberal
democracies in which markets play a central role in economic life, thereby re-

specting important basic liberties such as freedom of occupational choice and

ZThis discussion and some of the terminology, including POD, was influenced by the
economist James Meade, and especially his book Efficiency, Equality and the Ownership of Prop-
erty. For a history of the varied use of the term POD, see Jackson (2012).
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the right to own personal property.”® The crucial distinction between these
regimes relates to the ownership of the means of production. Under WSC, “a
small class... have a near monopoly of the means of production”. This com-
bination of markets with the concentration of private ownership is, for Rawls,
the defining feature of capitalism, which in turn gives rise to a society in which
there are two distinct classes: capitalists, who derive their income largely from
profits, and workers, who get their income from labour. Both LS and POD
seek to democratise ownership of the means of production, albeit in different
ways, and in this sense although both preserve a central role for markets, Rawls
describes them as “alternative[s] to capitalism” (JAF, 135). Under liberal so-
cialism, ownership would be socialised: companies would be owned and con-
trolled by the state and/or their employees, but would operate within a system
of reasonably free and competitive markets. A property-owning democracy,
by contrast, would maintain predominantly private ownership of the means of
production, but ownership would be widely, if not quite equally, shared, and
the sharp distinction between capitalists and workers would largely disappear.

3.4.1 The case for a Property-Owning Democracy

Rawls leaves open the choice between liberal socialism and property-owning
democracy, arguing that this will depend on their feasibility and efficiency, and
their fit with the historical circumstances and political traditions of a given soci-
ety. Even so, he largely throws his weight behind property-owning democracy,
and it is the contrast between POD and WSC that best reveals the distinctive
content of his theory.

Before turning to the reasons why Rawls favours POD over WSC, it’s worth
saying a little more about the key features of a POD. As we have seen, this
is a broadly market-based, private property economy, in which ownership of
productive resources is widely, if not equally, shared. Rawls’s conception of

productive resources here is broad, encompassing both ownership of physical

26Rawls distinguishes between the right to own personal property, such as housing and clothing,
which is protected by the basic liberties principle, and the wider question of the ownership
of the means of production, which is not (JAF, 138). Private ownership of personal property
is a basic liberty because this is essential for leading a free and independent life. Whether
companies should be owned privately or by the state, or some combination of the two is, for
Rawls, a question to be resolved by reference to the difference principle. In other words, we
should adopt whichever regime is most able to maximise the lifetime expectations of the least
well off.
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productive assets, such as companies and natural resources, but also, crucially,
human capital. Moreover, Rawls highlights that in contrast to WSC, which
is focused on “the redistribution of income to those with less at the end of each
period”, in a POD the aim is to ensure “the widespread ownership of productive
assets and human capital (that is, education and trained skills) at the beginning
of each period” (italics added). In other words, Rawls makes the case for what
has come to be known as predistribution, meaning an economic strategy that
seeks to achieve a more equal distribution of market incomes rather than rather
than relying on redistribution.?” This isn’t just about a more equal distribution
of money, but about transforming the world of work. As Rawls putit, ina POD
“the narrowing and demeaning features of the division [of labour] should be
largely overcome” (JAF, 177).

To be clear, although Rawls rejects WSC, this doesn’t mean a POD would
eliminate income transfers altogether: some form of redistribution would al-
most certainly be required to support those who cannot work, and hence to
meet the requirements of Rawls’s basic needs principle. Neither does it mean
that society would do away with other familiar elements of the welfare state,
including the public provision of healthcare, education and other public ser-
vices, all of which are essential for achieving fair equality of opportunity. It
simply means that when it comes to raising the living standards of the low-
est paid workers, as required by the difference principle, society should focus
on expanding their opportunities for decent employment rather than income
transfers.

Rawls makes two key arguments in favour of POD, which broadly corre-
spond to his criticisms of WSC. The first is that, by tackling the extreme con-
centration of economic power and wealth, POD would be better able to pro-
tect the fair value of the political liberties. This argument implicitly rests on
the (empirical) claim that we cannot fully insulate the democratic process from
wider inequalities through policies like limits on donations to political parties,
at least not beyond a certain level of extreme wealth and economic power. More

fundamentally, Rawls argues that, unlike WSC, POD would regulate economic

2’Rawls also throws his weight behind the idea of “Society as employer of last resort through
general or local government, or other social and economic policies”, arguing that “Lacking a
sense of long-term security and the opportunity for meaningful work and occupation is not
only destructive of citizens’ self-respect but of their sense that they are members of society
and not simply caught up in it. This leads to self-hatred, bitterness, and resentment.” (PL,
lvii).
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inequalities according to a principle of reciprocity: rather than simply topping
up the incomes of the poor, they would ensure that the lowest paid workers
have the opportunity to contribute to economic life in return for a fair reward.

There is also a third Rawlsian argument that point to the limits of WSC, and
supports the case for a POD (I say “Rawlsian” because although a number of
prominent Rawls scholars have made this argument, Rawls did not explicitly
do so himself).”?® At the heart of this argument is the fact that the difference
principle is concerned not only with the distribution of financial resources, but
with the distribution of “powers and prerogatives of offices” (PPO) and the “so-
cial bases of self-respect” (SBSR). From this perspective, the problem with WSC
is that, by relying exclusively on redistribution, it largely leaves the sphere of
work and production untouched: it does nothing (at least not directly) to shape
power relations within the workplace, or to expand access to meaningful work,
which as we have seen is among the most important social bases of self-respect.
A POD, by contrast, would bring about a much more equal distribution of eco-
nomic power and control, and in doing so could bring about a wider transfor-
mation in the organisation and content of work(O’Neill, 2012, 88-89).

There continues to be significant debate about the details of Rawls’s argu-
ment for POD, even among those who broadly endorse Rawls’s philosophical
framework and principles. Edmundson (2017) argues in his book John Rawls,
Reticent Socialist, that Rawls should have rejected POD in favour of LS, on the
basis that state ownership of the “commanding heights” of the economy is the
only way to guarantee the fair value of the political liberties.”” Thomas (2016)
argues in Republic of Equals: Predistribution and Property-Owning Democracy that
Rawls should have rejected liberal socialism in favour of POD, on the basis that
(among other things) mandating that all companies be either state- or worker-
owned would place excessive limits on freedom of occupational choice. Others
have argued that Rawls was wrong to reject welfare state capitalism, and that
it is both possible and preferable to achieve his principles through the famil-

2 As O'Neill (2012) explains, this third argument is likely to provide the strongest grounds for
POD over WSC within the Rawlsian framework, since it is at least conceivable that society
could achieve the fair value of the political liberties through rigorous regulation of campaign
finance and high levels of taxation; and we can imagine a welfare state regime that seeks
to recognise a principle of reciprocity through, for example, a combination of work-related
conditionality and in-work tax credits.

PThis is, of course, a strong empirical claim. But if true it would imply a clear preference for
liberal socialism, since Rawls’s first principle takes priority over the second.
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iar institutions of the welfare state, such as cash transfers and public services,
without a large-scale shift in property ownership (Schemmel, 2015).

A detailed engagement with this literature is beyond the scope of this pa-
per. In any case, the framing of this debate as a choice between a discrete set
of economic regimes may obscure more than it reveals. While comparisons
of stylised economic regimes can be a useful heuristic for drawing out certain
high-level choices about, say, the role of markets and private ownership, it is
unlikely to be a useful guide for real world choices about economic institutions
and policies. As O'Neill (2020) has argued, this approach falsely narrows the
range of options that are available to us. Economic systems differ along multi-
ple dimensions, including the extent to which we rely on markets and how they
are regulated, the balance of private and public ownership, the level of taxation
and the role of the state in providing public services. Instead of thinking about
the form of our economy as a choice between rigid alternative systems, we need

to think about how we can combine these elements in different ways.

3.5 Towards a Rawlsian normative economics: plu-

ral, measurable, psychologically realistic

Up to this point, my aim has been to recover a more complete and faithful ac-
count of Rawls’s approach to economic questions, highlighting aspects that are
overlooked by the maximin interpretation common among economists. But
what can economists gain from this exercise, beyond a more accurate under-
standing of an important historical figure? In this section I will highlight three
features of Rawls’s theory that make it an attractive basis for a non-welfarist
normative economics: that it would be pluralist, measurable, and grounded in
a realistic moral psychology. In the next section I will argue that these ideas
also point towards a new direction for economic policy.

Ever since its emergence in the nineteenth century, normative economics
has been dominated by the welfarist and utilitarian tradition — hence the more
familiar term welfare economics. One of the defining features of this tradition
is its commitment to a unitary value: individual welfare or utility, aggregated
across society. This singular focus has an important methodological advantage:
it lends itself naturally to the optimisation frameworks that economists favour,
allowing social choices to be modelled in formally tractable ways. Although
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many economists have acknowledged the ethical limitations of welfarism, in-
cluding its inability to account for values such as rights, freedoms, or fairness
(Sen, 1987); it is widely assumed that there is no alternative that could provide
an equally systematic basis for public policy.

Before the publication of T] in 1971, this assumption was shared by many
philosophers too. Indeed, as we have seen, Rawls described the absence of a
systematic alternative to utilitarianism as the primary motivation for develop-
ing his theory. He argued that philosophers had been left to choose between
utilitarianism and what he called “intuitionism” — an approach which recog-
nises a plurality of values, but denies that there is any coherent basis for pri-
oritising them, and that the best we can do is appeal to our intuitions about
particular cases (TJ, xvii-xviii, 30-40). Simple as it might seem, one of Rawls’s
most important philosophical innovations was to organise his principles into
a clear structure of priority — basic liberties take precedence over equality of
opportunity, which in turn takes precedence over the difference principle; and,
through the original position, to provide a compelling rationale for doing so.
In his review of TJ, the philosopher Bernard Williams singled this out as an
“outstanding feature” of Rawls’s approach, arguing that it made his theory “at
once complete and humane enough to satisfy moral demands, and rigorously
unified enough to meet the rational requirements of one who wants more than
disconnected insights” (Williams, 2015, 83).

Of course, Rawls’s theory still has its ambiguities. Critics have challenged
the lexical priority that Rawls attaches to his principles, arguing that fully
achieving fair equality of opportunity, for example, would absorb so much so-
cial resources that nothing would be left to tackle inequality; and Rawls himself
argued that this lexical ordering should be thought of as “an illuminating ap-
proximation” rather than a rigid requirement (TJ, 40). Moreover, Rawls doesn’t
provide any systematic way to assess possible trade-offs between the index of
social primary goods governed by the difference principle (income and wealth,
positions of power and control, the social basis of self-respect); though he sug-
gested that we should resolve this indexing problem by adopting the perspec-
tive of the least well off. Even so, although his principles can only provide
a partial ordering of political and economic institutions, they still serve as an
action-guiding basis for public deliberation, clearly favouring some institutions
and policies over others.
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A second attractive feature of a Rawlsian normative economics is that, by
focusing on the distribution of primary goods rather than welfare or utility, it
would be grounded in objectively measurable features of the world. This is
essential if normative economics is to fulfil its primary function as framework
for positive economics and public policy. The subjective nature of utility is
widely recognised as a key weakness of the utilitarian tradition: indeed, one
of the central tenets of modern welfare economics is the “impossibility” of in-
terpersonal comparisons of utility. This in turn has led to the development
of purely ordinal criteria based on (objective and measurable) revealed prefer-
ences, such as Pareto improvements, according to which we should adopt poli-
cies that make someone better off and no-one worse off. This is an attractive but
largely irrelevant criteria, since Pareto improvements are so rare. Economists
have developed more widely applicable alternatives like the Kaldor-Hicks cri-
terion, whereby a policy is desirable if those who gain could hypothetically
compensate those who are made worse off. But this is very hard to justify as
the basis for public policy unless compensation is actually paid, at which point
the Kaldor-Hicks criterion is simply a Pareto improvement by another name.

A normative economics grounded in Rawls’s principles would avoid these
difficulties. Rawls is clear that primary goods must be measurable, at least in
principle: this is one reason why, for example, he singles out the social bases
of self-respect — objective features of our social institutions that shape people’s
opportunities for self-respect, like access to work — rather than self-respect in
itself, which is a subjective state of mind. This is not to say the Rawlsian ap-
proach would be free from conceptual or practical measurement challenges: it
would require us, for example, to specify the social basis of self-respect in more
detail; and to provide a tractable definition of the least well off. But it provides
a framework that can be brought to data and inform public debate.

A third advantage of a Rawlsian normative economics is that it would be
grounded in a more realistic moral psychology than that assumed by classi-
cal welfare economics. This mattered to Rawls, who argued that principles
of justice must be reasonably likely to secure the willing support not just of
hypothetical parties to the original position, but real-life citizens. This is, for
Rawls, essential for the “stability” of a conception of justice. Traditional utili-
tarianism rests on the psychology of altruism: it assumes that individuals are
willing to treat the welfare of all others with the same concern as their own (17,
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164). This in turn gives rise to a peculiar tension with most positive economics,
which assumes that individuals are motivated by self-interest — a tension that
is typically resolved by assuming the existence of a social planner who can
impose altruistically motivated utilitarian policies and institutions on an oth-
erwise self-interested citizenry.

Rawls rejected both pure altruism and pure self-interest as empirically and
normatively misguided. His own theory is explicitly built instead on the psy-
chology of reciprocity, broadly conceived: the idea that individuals are willing
to cooperate with others on fair terms when others are likewise willing to do
50.3Y This avoids the unrealistic moral demands of utilitarianism, which ask
citizens to sacrifice their deepest commitments whenever doing so would in-
crease the aggregate welfare. And it provides a more plausible account of how
social institutions can sustain themselves over time, by creating conditions in
which cooperation is stable because it is mutually beneficial and perceived as
fair.

Rawls’s emphasis on the importance of reciprocity as the cornerstone of a
realistic moral psychology has been largely supported by subsequent empirical
research (Bowles and Gintis, 2013). Lab experiments consistently find that peo-
ple frequently make personal sacrifices to uphold norms of reciprocity (usually
by punishing those who they think have acted unfairly), while anthropologists
have found evidence of reciprocity in the form of sharing food and other re-
sources beyond the immediate family in all societies going back to the advent
of Homo sapiens. This is not to say that empirical work in moral psychology
uniquely supports Rawls’s specific principles, which clearly offer a very partic-
ular interpretation of what reciprocity might entail when it comes to the design
of social institutions. But there is good reason to think that a psychologically re-
alistic normative economics would take some notion of reciprocity rather than

altruism or self-interest as its starting point.

30Rawls thought it was vital that any theory of justice be compatible with a realistic moral
psychology, and the subject is at the heart of the (overlooked) third part of A Theory of Jus-
tice. Here, Rawls sets out a detailed account of how citizens might come to develop a sense
of justice, drawing on the work of developmental psychologist Lawrence Kohlberg (Riker,
2014).
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3.6 Towards a Rawlsian economy: predistribution

and good jobs

While Rawls’s ideas offer a promising foundation for a non-welfarist normative
economics, they also have starkly different policy implications compared to the
conventional welfarist approach. This is true across a range of policy areas,
but I will focus here on how his principles point towards the importance of
predistribution and broad access to good jobs, since this represents a significant
departure from the dominant policy paradigm in economics.?

The welfarist framework typically assumes that welfare is derived from
consumption and leisure, which in turn is a function of disposable income;
and that work is simply a source of disutility (since it reduces leisure), some-
thing people do to increase the income available for consumption. From this
perspective, what matters is the final distribution of income and hence of op-
portunities for consumption, rather than the balance of predistribution or redis-
tribution. Of course, the welfarist framework could, in principle, incorporate
non-monetary sources of welfare that are associated with work, and there is a
growing body of economic research seeking to shed light on the complex rela-
tionship between work and well-being (De Neve and Ward, 2025). But for the
most part, welfare economics has had little to say about the sphere of work,
other than that it should be organised efficiently to maximise the production
of welfare-enhancing consumer goods and services. This broad neglect of the
sphere of production in theory has largely been mirrored in economic policy,
which has rested on the idea that the role of government is to maximise produc-
tive efficiency by tackling market failures and externalities, and then address
concerns about inequality through redistributive taxation (though as we shall
see in the next section, this is starting to change).

Simply recognising that predistribution and good jobs are important policy
goals represents a significant departure from the familiar welfarist approach.
Strictly speaking, this is as far as Rawls’s philosophy on its own can take us —
highlighting important policy goals that have been neglected. But what does
this require in practice? What kinds of institutions and policies are most likely
to achieve these goals? Rawls’s discussion of property-owning democracy only

31For a discussion of the practical implications of Rawls’s principles across a wide range of
policy areas, see Chandler (2023).

139



provides the barest outline of an answer to these questions. This was inten-
tional: Rawls recognised that these are ultimately empirical questions, and the
proper domain not of political philosophy but of the social sciences, especially
economics. It would be foolish to try and provide exhaustive or definitive an-
swers in a short article. Instead, in the rest of this section I simply want to
highlight two areas where a proper understanding of Rawls’s principles would
justify a different policy direction than the welfarist framework, even a suppos-
edly Rawlsian one.*

3.6.1 A Rawlsian economics would prioritise education for

non-college educated workers

Across the world, recent decades have seen a massive expansion of academic
higher education, both driven and accompanied by large increases in public
subsidies. But whereas huge amounts of public money have been invested in
subsidising university-level education, in most countries public spending on
post-secondary vocational education and training has lagged behind. This isn’t
universally true: some countries, like Germany, have a long tradition of excel-
lent vocational education, and have achieved a more balanced profile of public
investment. But in countries such as the UK and USA, vocational education is
fragmented and of variable quality, and in many countries, students pursuing
vocational routes are not eligible for the generous student loans and tuition fee
waivers available for academic courses. To take just one example, a 2012 study
found that average public funding per full-time student for vocational courses
in the UK was around £2,150 per year, compared to almost £8,400 for university
undergraduates (Wolf, 2015, 15).

The strong emphasis on academic higher education over vocational edu-
cation is frequently justified on the basis that in a modern knowledge econ-
omy, the kinds of skills gained through academic higher education are the key
drivers of innovation and growth. This claim is usually supported by high-
lighting the substantial wage premium earned by graduates compared to those

320ne challenge in comparing Rawls’s framework with the conventional welfarist approach is
that almost any policy can, in principle, be justified within the welfarist framework given the
right empirical assumptions about utility or efficiency. My aim in the sections that follow is
not to argue that the policies I describe can only be justified on Rawlsian grounds, but to show
that, under similar empirical assumptions, Rawls’s principles lead to different conclusions than
standard welfarist reasoning.
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who enrol in vocational courses. There is some debate about whether invest-
ments in academic HE yield higher returns than those in vocational education,
reflecting the difficulties of disentangling the causal effect of education from
the selection effects that arise as people with different levels of underlying abil-
ity opt into different routes (Matthewes and Ventura, 2022). But let’s suppose
for the sake of argument that marginal public investments in academic higher
education typically yield a larger overall return in terms of GDP. In this case,
it’s easy to see how a policy that prioritises academic over vocational education
could be justified within a conventional welfarist framework, on the basis that
society should maximise economic growth and then use the tax system to make
sure the proceeds are widely shared.®

What would a Rawlsian perspective bring to this question? Both fair equal-
ity of opportunity and the difference principle are relevant here. FEO requires
that access to education, whether academic or vocational, should be based on
merit rather than individual or parental income. At the post-secondary level,
where there is no expectation of universal participation, this could be achieved
through a system of income-contingent loans, as is the case in the UK, Australia
and a growing number of other countries; or through full public funding, as is
common in Europe. But FEO alone cannot tell us how to prioritise academic
versus vocational routes. After all, this principle is consistent both with a soci-
ety in which public subsidies are reserved for a small academic elite, or one in
which all subsidies are directed towards vocational courses, as long as access
is based on merit rather than money.

To answer this question, we need the difference principle. From this per-
spective, our aim is not simply to maximise economic growth, but to design an
economic system that will maximally benefit the class of workers whose natu-
ral capacities are likely to earn the lowest reward in a modern economy;, in other

words non-college educated workers. Moreover, we should seek to achieve this

3There has been surprisingly little discussion amongst economists about the normative basis
for education policy. Indeed, across the seven volumes of the definitive Elsevier Handbook of
the Economics of Education that have been published since 2006, there is not a single Chapter
devoted to this question. The most straightforward rationales for public intervention in ed-
ucation within the welfarist framework are (1) to address individual credit constraints that
prevent people from enrolling in education that would yield a private net benefit; and (2)
to account for a wide range of positive social, political and economic externalities associated
with higher levels of education. Although economists frequently refer to concepts like equal-
ity of opportunity and social mobility in justifying education policies, these have no direct
basis in the standard welfarist framework.
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by investing in the productive capacity and human capital of non-college edu-
cated workers directly, rather through income transfers. We could call this the
“inclusive opportunity” education strategy, where the aim is to target educa-
tional subsidies to enhance the employment opportunities of lower earners. In
contrast to the “growth first” strategy, which focuses on the marginal impact on
economic output, the Rawlsian criteria for targeting education subsidies would
be the marginal impact on the earnings of non-college workers (or however we
decide to define the least well off).

This doesn’t mean we should abandon public subsidies for academic higher
education entirely. Such subsidies have indirect benefits for non-college edu-
cated workers, through higher tax revenues and by encouraging innovation
and job creation that raises the wages and employment prospects for those
without college degrees. If we removed all public subsidies from academic
higher education, we would likely reduce the income and job opportunities of
non-college educated workers. The optimal Rawlsian policy will need to strike
a balance between these competing forces, and identifying the right balance is a
complex empirical question that deserves further study.>* But it’s clear that the
Rawlsian approach would justify much greater investment in vocational edu-
cation and training compared to either the status quo or the standard welfarist
framework, even if the estimated economic returns are lower than for academic
courses. This could justify a range of specific policies, such as a lifetime free en-
titlement to citizens who have not achieved a basic level of education; and/or
a system of individual lifetime leaning accounts that provide larger absolute

subsidies for vocational rather than academic courses.?

3.6.2 A Rawlsian economics would embrace workplace
democracy
One of the characteristic features of contemporary capitalism is the concen-

tration of formal decision-making rights in the hands of company owners, or
shareholders, typically known as the shareholder primacy model. Although

3 Answering this question means looking not only at the additional tax revenues that could be
generated from higher earnings for college educated workers; but at the spillover effects on
lower income workers — a topic that is harder to study, and less well understood.

% Although the discussion here has focused on post-secondary education, investing in early
years and school education may be a more effective way to bring about a fair distribution of
human capital.
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shareholders usually delegate their decision-making powers to managers, since
managers ultimately report to the board of directors, and directors are ap-
pointed by shareholders, in the final analysis it is shareholders who have the
power to decide how companies are run. The model is typically justified on
grounds of economic efficiency (Collison et al., 2011). The efficiency case for
shareholder primacy is largely based on theory of property rights and incom-
plete contracts developed by Hart, Grossman and Moore (Hart, 1988; Zingales,
2016). In a world where contracts are inevitably incomplete, this theory sug-
gests that residual decision making rights should be held by shareholders since
they have a clear incentive to maximise the long-run profitability of a company,
which in the standard welfare economic framework will lead to a Pareto effi-
cient outcome. Moreover, without these powers, investors may be unwilling
to make often risky and irreversible financial investments in companies, since
they might fear that workers would capture any residual profits, depriving
them of a return on their investment. Indeed, in its canonical form this the-
ory suggests that giving power to workers is likely to undermine investment,
productivity, and ultimately social welfare.>

In fact, there is plenty of debate amongst economists about whether share-
holder primacy is as efficient as its advocates claim. In reality, shareholders
often seek short-term financial gain over long-run profitability; and in the pres-
ence of externalities, there is often a gap between profitability and social wel-
fare. There is now a large body of theoretical and empirical work demonstrat-
ing that putting power in the hands of workers may also be good for economic
efficiency. Giving workers more power can encourage them to make produc-
tivity enhancing firm-specific investments, and to share information with man-
agers and owners, by proving assurance that workers will share in the benefits
(Addison, 2009; Kruse et al., 2010; Jager et al., 2022).

What does the Rawlsian framework add to this debate? While it is possible
to make an argument for workplace democracy purely on efficiency grounds —
that it would boost motivation, reduce turnover, or encourage firm-specific in-

vestment — the Rawlsian case rests on the intrinsic importance of power, recog-

%In an influential paper, the economists Michael Jensen and William Meckling argued that
giving workers more power would lead to a process whereby they would hereby they would
“begin ‘eating [the firm] up””’, and that this would make it hard for firms to raise new invest-
ment, causing “a significant reduction in the country’s capital stock, increased unemploy-
ment reduced labor income, and an overall reduction in output and welfare” (Jensen and
Meckling, 1979, 504).
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nition, and the social bases of self-respect. To see this, let’s suppose, for the
sake of argument, that shareholder primacy tends to maximise economic out-
put, and that we can disregard any externalities. In this case, the welfarist
framework would provide strong support for the shareholder primacy model
on efficiency grounds. But the Rawlsian framework would reject it. For Rawls,
the potential benefits of shareholder primacy for economic efficiency have to be
weighed against the loss of power for ordinary workers, and the likely negative
consequences for the availability of work that offers opportunities for individ-
ual fulfilment and social recognition. From a Rawlsian perspective if a more
democratic workplace is likely to expand opportunities for meaningful work
then, other things equal, this would be a strong argument in its favour.

How much workplace democracy is likely to be justified according to the
Rawlsian perspective? As ever, the answer depends on the evidence: how
effective is workplace democracy for improving the quality of work? What
are the trade-offs with investment, innovation and productivity? And how
should we weight these different goals? These are not easy questions to an-
swer. But the recent evidence suggests that, at least for countries like the
US and UK, a significant move towards greater workplace democracy in the
form of German-style co-determination could easily be justified. As Jager et al.
(2022) have argued “the available micro evidence [on European models of co-
determination] points to zero or small positive effects of codetermination on
worker and firm outcomes and leaves room for moderate positive effects on
productivity, wages, and job stability.” This is true even in Germany, where
co-management is at its most extensive. This not to say that countries like the
UK and USA could introduce German-style co-management and immediately
expect to see the same effects, since the success of co-management depends on
a wider set of labour market institutions such as sector-level wage bargaining,
as well as a relatively cooperative culture of industrial relations.” But if it is
possible to increase worker power without any harm to firm performance, pro-
ductivity and GDP, then within the Rawlsian framework it seems clear that we
should be moving in this direction.

% As Jager et al. (2022, 857) argue, one of the reasons why we don’t see major effects of co-
management is that in practice “existing codetermination laws convey little authority to
workers.”
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3.7 Why Rawls?

Although Rawls is often interpreted as a defender of generous redistribution,
his philosophy points towards an economic regime focused on predistribu-
tion and broad access to good jobs. In fact, a growing number of prominent
economists have made the case for a similar shift in direction in recent years.
Daron Acemoglu, for example, has argued that “we need to abandon the fan-
tasy of building a better society just by redistributing income” and that “Policy-
makers’ first priority should be creating “good”, high-wage jobs” (Acemoglu,
2019). According to Branko Milanovic “we should aim for an egalitarian cap-
italism based on approximately equal endowments of both capital and skills
across the population” (Milanovic, 2019, 46). In a similar vein, Dani Rodrik has
coined the term “productivism” to describe an emerging economic paradigm
that “focuses less on redistribution... and more on creating economic opportu-
nity by working on the supply side of the economy to create good, productive
jobs for everyone” (Rodrik, 2023a).

If there is already such broad interest in predistribution and good jobs, why
do we need Rawls? Despite the growing interest in these ideas, there has
been very little discussion about their underlying justification, at least amongst
economists. For the most part, economists tend to appeal to some notion of eco-
nomic efficiency, allowing them to operate within the broadly welfarist frame-
work. One of the most common arguments for a greater focus on predistri-
bution, for example, is that it provides a way to reduce inequality without
increasing taxes, avoiding the efficiency costs associated with taxation (Mi-
lanovic, 2019, 44-46).% In his essay on productivism, (Rodrik, 2023a) develops
a more nuanced efficiency based argument for policies to promote good jobs,
on the basis that doing so will generate a variety of positive social, political
and economic externalities, and that a shortage of good jobs generates a range
of negative ones including “exclusion, broken families, drug abuse... polar-
ization, the rise of populism”. Alongside efficiency, others have claimed that
further increases in taxation are simply not politically feasible.

These arguments provide valid reasons to support a shift towards predistri-

bution within both a welfarist and a Rawlsian framework. But they suffer from

3For a discussion of the variety of ways in which predistribution has been defined and de-
fended in recent years, and an attempt to clear up a great deal of conceptual confusion around
this term, see (O’Neill, 2020)
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two important limitations. First, they rely on contentious empirical claims.
While some pre-distributive policies like increasing minimum wages would
not require any direct increase in taxes, many of the policies needed to increase
the wages of lower earners, like investment in vocational education, are likely
to require significant public spending; and any serious strategy to bring about
more equal distribution of wealth would likely require a major increase in taxes
on existing stocks of wealth. More importantly, they fail to identify the most
important moral reasons why we should care about predistribution and the
availability of good jobs, namely: the importance of work for reciprocity, in the
sense of maintaining a healthy connection between contribution and reward,
and of work as a crucial source of individual meaning, social recognition, and
ultimately self-respect. The great strength of Rawls’s philosophy is that, while
it recognises the validity of considerations of efficiency and feasibility, it pro-
vides a more direct basis for these broader moral concerns about dignity and
reciprocity which appear to motivate so much of the wider public and political
interest in questions about the importance of work.*

Even if we accept the need to clarify the moral case for broad policy goals
such as predistribution and good jobs, why look to Rawls? After all, Rawls’s
own comments about these questions are relatively sparse — so much so that
he has often been interpreted as an advocate for a more conventional redis-
tributive approach. It is largely thanks to the work of scholars such as Samuel
Freeman and Martin O’Neill over the past twenty years that this aspect of his
ideas is now more widely understood. This work has not only clarified Rawls’s
own writings, but added to them in important ways. Other recent philoso-
phers have taken up similar topics, often in considerably more detail. In her
widely cited book Private Government: How Employers Rule Our Lives (and Why
We Don’t Talk about It), Elizabeth Anderson has sought to revive a long tradi-
tion of market-based liberal thinking that is critical of the excessive power of
owners and managers over ordinary workers, arguing that the concentration
of power in the hands of shareholders in contemporary American resembles

¥To take two examples, Keir Starmer, the UK Prime Minister, has criticised the tax-and-spend
paradigm, asking whether “even when we enjoyed the most sustained period of redistribu-
tion in British history, did it also redistribute dignity and respect to working people, or was
that glue... starting to come a little unstuck?” (Starmer, 2023). In a similar vein, President
Biden put “good jobs” at the centre of his economic agenda, claiming that “a job is about [a]
lot more than a pay cheque. It's about your dignity. It's about respect.” (The White House,
2024)
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a dictatorship.*’ Michael Sandel has made a powerful case for what he calls
“contributive justice”, defined as “an opportunity to win the social recognition
and esteem that goes with producing what others need and value” (Sandel,
2020, 206). Danielle Allen has develop an explicitly non-Rawlsian argument
for greater democracy at work, arguing that this follows from a conception of
justice that takes political equality as its foundational value (Allen, 2023).

Each of these thinkers — and others besides — offer valuable perspectives on
why work matters, and this is not the place for a detailed comparison. The
case for revisiting Rawls is twofold. First, his ideas have had more influence
on academic and (to a lesser extent) public discourse than any other twenti-
eth century philosopher, and on these questions they continue to be widely
misunderstood, especially amongst economists. Second, whereas other recent
thinkers have addressed questions about work in more detail, Rawls’s theory
provides us with a framework that can situate these concerns within a rea-
sonably complete conception of justice that also encompasses questions about
individuals rights and freedoms, equality of opportunity, and economic justice
more broadly. In many (though not all) cases, more detailed discussions can
be viewed as friendly elaborations or revisions to a fundamentally Rawlsian

perspective.

3.8 Conclusion

In this paper, I have argued that the conventional economic interpretation of
John Rawls’s theory — as a justification for redistribution based on the max-
imin social welfare function — misrepresents both the spirit and substance of
his philosophy. Far from endorsing a narrow focus on maximising the income
of the least well off, Rawls provides a richer and more demanding account of
economic justice. His difference principle is not about outcomes at a moment in
time, but about the lifetime opportunities of the least advantaged workers, un-
derstood in terms of access not only to income and wealth, but also to positions
of power and control and to the social bases of self-respect.

Taken together, these ideas point towards very different approach to achiev-

ing economic justice than that supported by conventional welfare economics:

%As Anderson (2017, 70-71) puts it: “The vast majority [of workers] are subject to private,
authoritarian government, not through their own choice, but through laws that have handed
nearly all authority to their employers.”
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one that prioritises predistribution over redistribution, and places the struc-
ture of work and production at the heart of public policy. Rawls’s framework
supports widely shared ownership of capital, stronger labour market institu-
tions, and new forms of economic organisation that disperse power and pro-
mote meaningful work. The goal is not simply to ensure that the least well off
have enough to live on, but to create an economy in which all citizens have a
fair chance to develop their talents, to make a meaningful contribution, and to
enjoy the respect of others.

Even so, the task of developing a truly Rawlsian economics remains at an
early stage. Although there is now a rich philosophical literature exploring
Rawls’s ideas about economic justice, there are important normative questions
that require further attention: how broadly should we define the “least ad-
vantaged”? How should we handle potential trade-offs between income and
wealth and the social bases of self-respect? What exactly is the time horizon
over which the difference principle is meant to apply?

The discussion in this essay also raises new questions for economists: what
kinds of policies would be most effective in bringing about a more equal dis-
tribution of market earnings? What are the potential trade-offs, if any, between
relying on redistribution and predistribution; and what is the optimal balance
between them? What is the connection between workplace democracy and
the quality of work? If workers value more democratic workplaces, why are
they so rare? A serious engagement with Rawls’s ideas would put these often-

neglected questions at the heart of economic research.
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