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Preface: personal motivation

When I began my career in social work, I expected that it would mainly involve
face-to-face work. However, I quickly found that most of my time consisted of
recording. I spent hours each day documenting every conversation, assessment,
and intervention. I wrote down why I had made every decision, and defended
why I had not taken actions that I might have. Yet despite the time invested in
creating these records, it seemed to me that no one was drawing on this mountain
of data to understand the bigger picture — what was working, what was not, and

how services could be improved.

In my first week working in an adult community social work team, I had to tell a
young man, paralysed in a motorcycle accent, that the Independent Living Fund
which supported him to live at home was to be shut down. This experience was
typical of my time in public services. I had finished my undergraduate degree in
the summer of 2008, in the midst of a global financial crisis that had a profound
effect on public services internationally [1]. T worked with older adults, as well as
individuals with learning disabilities, mental health conditions, and substance use
issues in their own homes, care homes, hospitals, and prisons. Between 2010 and
2017, real-terms funding for adult social care declined by approximately 8%, and
while spending has increased slightly since then, it remains around 2% lower than
in 2010 [2, 3], despite the growing population of people with care needs [4]. Since
the 2008 financial crisis, both in England and internationally, there has been a
trend towards higher eligibility thresholds and a reduction in the range of services

provided [see e.g. 5, 6, 7].

Overall funding is set nationally, but decisions about how to allocate limited
resources fall to “street-level” workers [8]. My colleagues and I were responsible
for those choices — and for their consequences. It was during these years that
I became increasingly frustrated with the lack of information on the impact of
funding decisions. We were constantly being asked to do more with less, but no
one seemed to know how these cuts were affecting the people we were supposed
to be helping. Was cutting one service really saving money, or just shifting costs
to another part of the system, like health or housing? It was painfully clear to
me that we were making decisions without knowing what the impact would be,

because that evidence was not always available.

By the time I became a social work manager, I was acutely aware that despite



the vast amounts of documentation we produced, we struggled to find meaningful
insights when they were most needed. Social workers in England spend upwards
of 60% of their time reading and writing case notes in electronic systems [9]. I was
responsible for reviewing years’ worth of documentation to make decisions about
case allocation and prioritisation, as well as supervising the new notes generated
by a team of social workers who recorded every telephone call, home visit and care
plan. We were drowning in paperwork, yet we lacked the information to make

decisions the next time the budget was reduced.

This frustration led me to consider whether technology could help make sense
of these vast records. Could computational methods extract meaningful insights
from the unstructured data we generated? I was not alone in this line of thinking;
as I worked on this thesis, large language models began to be adopted in social
care practice — not just to understand records but to generate them [10]. This
thesis represents my effort to evaluate the potential of these tools — incorporate

their development as I have been writing it — within the context of social care.



Abstract

This thesis explores Large Language Models (LLMs) for addressing two related
challenges in adult social care: the scarcity of information about care recipients
with the highest needs, and the significant administrative workload on practition-
ers documenting service delivery. Using the administrative social care records for
3,046 older adults who were receiving care in a London local authority between
2016 and 2020, the thesis evaluates LLMs for improving access to unstructured
data in care records, and for reducing the administrative burden through automa-

tion.

The research demonstrates that LLMs can extract valuable information from rich,
free text social care case notes — an important development, as survey data often
fails to capture those with the highest needs. LLMs can generate a structured indi-
cator of loneliness among older adults, outperforming traditional natural language
processing methods. Using this indicator in a survival analysis finds loneliness is
a significant predictor of care home entry. These results suggest that, when com-
bined with existing statistical methods, LLMs can improve our understanding of

the factors influencing service use in social care.

In addressing LLMs for reducing the administrative workload, the thesis evaluates
gender bias in LLMs used for automating documentation tasks, such as generat-
ing or summarising case notes. This reveals meaningful differences in gender
bias among state-of-the-art language models, emphasising the need for rigorous

evaluation when integrating LLMs into social care practice.

As one of the first studies to explore LLMs in social care, this research concludes
that LLMs are useful for improving access to information in administrative records
that is otherwise unavailable. However, this requires a substantial investment of
time and expertise. LLMs hold promise for reducing administrative burdens in
social care, but their implementation must be approached cautiously. Ethical and
practical considerations around accuracy and bias are essential to ensure these

innovative models are used effectively and equitably in social care.
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1 Introduction: information
scarcity and administrative
burden in social care

This thesis addresses two related challenges in adult social care: the scarcity of
useful information about people receiving care and the heavy administrative work-
load on staff documenting service delivery. I explore how Large Language Models
(LLMs)! can be used to address these issues. In July 2024, the London Office
of Technology and Innovation (LOTI) published a report entitled Opportunities
for AI in Adult Social Care Services, outlining potential applications of LLMs in
social care. These include providing case summaries, automating documentation,
predictive modelling, generating accessible documentation, and developing chat-
bots for public access to care information [14]. As of November 2024, several local

councils in England have piloted or adopted LLMs for these purposes [15, 10].

The common thread among these proposed uses — and the focus of this thesis —
is improving decision-making by enhancing access to information held in electronic
records. Given the wide range of potential applications, this work concentrates on
two key areas. Firstly, I investigate whether free text administrative records can
generate insights into how changes in care provision affect people’s lives. Local
authorities hold vast amounts of free text data on care users that largely remain
unanalysed [16]. This thesis examines whether language models can interpret
millions of words recorded over thousands of hours to improve our understanding

of how to deliver adult social care services more effectively.

Secondly, this thesis is about the use of LLMs in social care practice. This topic
has developed during my time researching this area. When I conceived of this
thesis in 2019, I used the term natural language processing (NLP) to refer to com-
putational analysis of free text. I viewed NLP as a type of statistical method, and
did not imagine that language models would be used by social care practitioners.
Google search trends data indicates that the term Large Language Model (LLM)
was not in use until October 2020 [17], and only became widely used after the
release of ChatGPT in November 2022, as set out in Figure 1.1. Since then, LLMs

have been adopted in England to reduce the administrative burden in adult social

T define the term Large Language Models in Chapter 3. However, for the purpose of this
introduction, I use the term LLM to refer to pre-trained, general-purpose language models
released in 2019 or later.
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care through generating summaries of case notes or writing them automatically
[15, 10]. It is an enticing prospect that technology might deliver efficiency sav-
ings, freeing up time for social workers and cutting public sector costs, without
reducing services. But the accuracy of these summaries is unknown, and there
are no established methods for assessing it. Additionally, LLMs can reproduce

bias present in their training data [18].

Use of search terms related to natural language processing
January 2004 to January 2024

1.00

0.75+

0.50 -

Relative popularity

0.25+

A

0.00 -

T T T T T T T T T T T T T T T T T T T T T
2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

Computational linguistics == Large language models/LLMs == Natural language processing

Data from Google Trends

Figure 1.1: Use of search terms related to natural language processing

This thesis examines the emerging use of LLMs in adult social care, focusing on
two key areas: research and practice. From the research perspective, it explores
how LLMs can extract valuable information from free text records to improve
our understanding of care provision and its effects on people’s lives. In terms
of care practice, it investigates LLMs used to reduce the heavy administrative
workload by automating documentation tasks, such as generating summaries of
case notes. This introductory chapter outlines the pressing need in social care for
better evidence, and more efficient ways to handle the administrative burden. The
potential role of LLMs in addressing both challenges is explored in the chapters
that follow.
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1.1 The need for better social care evidence

Adult social care, internationally often called long-term care, refers to support for
people who need help with daily activities such as washing, dressing, and eating.
This thesis focuses on the English, statutory adult social care system, where local
authorities assess needs and deliver services to around 660,000 people in England,
of whom almost 400,000 are aged over 65 [19]. The English context provides a
valuable setting for studying data in social care, with recent and future policy
initiatives emphasising expanding and improving data use. During the Covid-19
pandemic, health and care data sharing increased in England and internationally
[20]. However, a review by the Department of Health and Social Care (DHSC)
in December 2021 highlighted significant gaps in the available data on social care
service users [21], prompting a push for greater investment in data collection and
infrastructure in adult social care [22]. In 2022, DHSC published Data Saves
Lives [23], outlining £300 million in funding and plans to collect pseudonymised
client-level data (CLD) from local authorities. Since March 2024, data from CLD
has been published in aggregate form [19], reflecting the ongoing policy focus on

using data to enhance care quality and promote independent living [24].

The English context is suited to exploring the use of LLMs in particular, with
targeted funding for social care innovation [25] and local councils already using
LLMs to try to reduce workloads and support decision-making [15]. An Autumn
2024 survey by the Association of Directors of Adult Social Services (ADASS) in-
dicated that senior local authority managers ranked funding for enhanced digital
tools, including AlI, as their top priority for improving services [26]. The admin-
istrative dataset used in this thesis comes from an English local authority, and
comparisons are made with other English data sources, such as surveys, to assess
validity and generalisability. While the focus is on English data, the findings
have broader international significance. Issues like the administrative burden on
care practitioners, or the potential of routinely collected data to address policy

questions about care user needs, are global concerns.

Davies and Fernandez [27] wrote that social care decision-makers, “have no evi-
dence about what service packages on average produce what outcomes for persons
with different risks and needs” (p369). Understanding the impact of care services
requires more than just counting the hours of care delivered; it involves looking at
needs, demographics, and individual circumstances [28, 29, 30]. However, the sec-
ondary datasets available to researchers for analysing these questions are surveys

and nationally aggregated statistics, both of which have limitations [31]. Surveys
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often exclude those with the highest needs, such as those who lack capacity to
participate or those living in care homes, leading to an under-representation of
those most dependent on social care services [31, 32, 33]. Survey attrition, par-
ticularly among those with declining health, further complicates the reliability of
this data for understanding long-term care dynamics such as factors affecting the
risk of care home entry [34]. Furthermore, even among statutory care users who
are represented in surveys, participants tend to report lower care needs than those

seen in administrative data (as I show in Chapter 5).

The other published source of information about older adults using social care ser-
vices in England comes from statistics published by the Department for Health and
Social Care (DHSC) and NHS England [31]. While these sources provide valuable
insights, they are typically aggregated at the national level and do not offer the
individual-level detail needed for in-depth analysis. Although the individual-level
dataset CLD is expected to become available soon in England, the information it
will include is minimal, and currently there is insufficient data for assessing how

well care services are working [35].

1.2 The administrative burden in social care

Alongside the relative paucity of information for evaluation of social care, social
care practitioners face challenges from the volume of documentation required to
deliver and manage services. Administrative data, the collection of documents
that organisations use to record decisions and activities [36], typically includes
individual-level, time-variant information on care needs, planning, and service
delivery [37]. In social care, this type of data has been routinely captured in
electronic systems since the late 1990s [38]. While this thesis focuses on records
collected by local authorities in England for assessing eligibility and managing
services, similar systems are used internationally, with most OECD countries
employing electronic needs assessments to determine eligibility and record care
planning and delivery [39]. This administrative burden is largely due to the need
for comprehensive, detailed records [40], but recording, updating, and reviewing

case notes takes up the majority of social workers’ time [9, 41].
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1.2.1 Documentation burden

The issue of documentation burden is not unique to social care. High demands
for record-keeping are evident across professions that involve public interaction,
professional accountability, and legal oversight. In healthcare, a time-use study
found that physicians spent almost twice as much time completing electronic
health records (EHRs) as they did seeing patients [42]. Similarly, police officers re-
port frustration with the growing volume of paperwork required for transparency,
audit, and accountability, often at the expense of time spent on active policing
[43, 44, 45]. Education scholars describe expectations around recording and over-
sight increasing the administrative burden on academic staff, redirecting time and

energy away from teaching and research [46, 47].

In social care, the documentation burden is acute. A study of social workers in
England revealed that 57 of 60 participants estimated they spent more than half
their time on documentation, while time-use logs found the actual proportion
exceeded 60% [9]. Similar findings have been reported internationally, with 78%
of Scottish social workers citing a high administrative workload [41] and French
social workers identifying record-keeping as their most time-consuming activity
[48].

The introduction of electronic health and social care records in England in the
1990s aimed to standardise documentation and broaden its scope [49, 50, 51].
Policy initiatives in the next decade, such as the Single Assessment Process (SAP)
[52] and the Common Assessment Framework (CAF) [53], aimed to develop a more
consistent and comprehensive assessment process for older people across health
and social care [54]. This resulted in the widespread adoption of assessment forms
comprised of large numbers of structured fields [55, 56], whose scope was further
expanded after the introduction of the Care Act 2014 [57]. Such forms allowed for
the quick generation of statistical reports for performance management of workers
and monitoring population need [58, 59]. However, as more data was required,
structured digital systems were criticised for increasing bureaucracy and reducing

time for care management [60, 61].

Additionally, computerised checklists designed for managerial oversight can cause
tension with policy goals such as person-centred care [62, 63, 54]. The 2011 Munro
Review of child protection social work in the UK recommended prioritising the
needs of frontline workers over creating management information when designing

ICT-based systems [64], and others have since argued that structured fields in
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administrative records should be reduced to relieve the data entry burden on

practitioners [65].

A 2024 scoping review of good practice in digital social care records found that so-
cial care recording systems include narrative free text, preferred by practitioners,
and structured fields for audit and performance management [37]. Recording in-
formation in structured forms can take longer than entering the same information
in free text [66], and social workers have expressed concerns that completing forms
detracts from meaningful engagement during face-to-face meetings [67]. This af-
fects morale and turnover; time spent recording is the most significant factor
causing social workers to question their future in the profession [67]. While digi-
tising long-term care records remains a policy goal in the UK [22], concerns about
the time burden of structured forms are reflected in the UK government’s 2023
adult social care data strategy, which stresses that data collection should impose

“minimal burden” to “free up staff time for direct care” [68].

Recent shifts in social work practice appear to be leading to an increase in the vol-
ume of free text data. Social workers have reported that structured assessments
can focus narrowly on functional abilities rather than capturing uncertainty, nu-
ance or the full complexity of social and emotional needs [69, 70, 71, 67]. There
has been a move towards strengths-based approaches in adult social care in Eng-
land, focused on interventions to prevent or reduce care needs before a formal
statutory care assessment is completed [72, 73, 74]. Supporters argue that these
approaches lower costs, improve care, and lead to case management systems with
more free text and fewer structured data fields [75]. However, critics contend
that the increased use of free text may not actually reduce the administrative bur-
den [73] and that shifting away from traditional care management risks masking
reductions in care, as individuals with unmet needs may never receive a formal
assessment [76, 77]. Regardless of the debate, documentation consumes a sub-
stantial portion of care management time, with free text recording representing a

considerable share of this effort.

1.2.2 Data overload

Although there is a literature on the principles, benefits and costs of social work
recording [e.g. 78, 40, 79], there is no published data on the volume of free text
in social work records. The dataset used in this thesis sheds some light on the
scale of the information recorded. There are 114.4 million total words of free
text recorded for the 3,046 individuals in the dataset used in this thesis, who
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are a subset of older people receiving social care in one local authority between
2015 and 2020. The median number of words in case records for an individual in
the administrative dataset used in this thesis was 29,650 and the mean is 37,568.
To put this into context, a typical social worker managing around 40 cases [41]
might need to sift through around 1.5 million words of free text at any given time.
As workers regularly close cases and take on new ones, they constantly need to

familiarise themselves with large amounts of information.

While it is impractical, and not usually necessary, for workers to read all this
data, a significant amount of time is spent gathering and retrieving information
[14, 15]. Recording systems include features to flag important information, but
these can be error-prone. Manually set alerts can mean key information is missed,
or excessive alerts can lead to “alert fatigue” [80, 81]. While focusing on the
most recent records is often manageable, a meta-analysis of Safeguarding Adults
Reviews (SARs) in England shows that avoidable harm has occurred when workers

were unaware of important details within their records [82].

In healthcare, the term “information overload” is common, but Pohl [83] argues
that “data overload” is a more accurate description, as it refers to too much un-
categorised data and too little usable information. A meta-analysis of electronic
health records found that large volumes of recorded information can become a
barrier to providing care [84]. Excessive data, scattered across different systems,
may never be retrieved, obstructing effective care [85, 69]. Interfaces which priori-
tise relevant data improve comprehension and reduce cognitive burden and errors
(86, 87, 88].

1.3 Research question: evaluating LLMs for

improving decision-making in social care

This thesis explores the overarching questions: Can LLMs improve decision-
making in social care by increasing access to information held in care records,
and what are the potential challenges associated with their use in generating,
summarising and interpreting these records? Social care services face significant
problems associated with recording, accessing and using the vast amounts of free
text data in administrative records. The growing recognition of the need for
better social care data highlights the potential of large, mostly untapped sources
like administrative records. This thesis seeks to make the case for addressing gaps

in knowledge through the use of computational methods to extract information
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from free text records, with the ultimate goal of improving both the evaluation

and administration of adult social care.

Given the implementation of LLMs and their potential to ease data overload,
there is a strong rationale for quantifying their effectiveness in social care settings.
This includes assessing their effectiveness in reducing the risks associated with
missed or misinterpreted information, identifying new risks created by inaccurate
information or bias, and determining whether such issues can be mitigated. It
is essential to rigorously assess how accurately LLMs can extract and summarise
information from care records. By examining the accuracy of LLMs for extracting
information from free text care records, the thesis aims to determine whether they

can support decision-making processes.

However, LLMs have a tendency to replicate and even amplify biases present in
the data they are trained on, so accuracy alone is not a sufficient condition for
the use of LLMs in social care. LLMs learn from vast amounts of text data, which
often contain historical biases, stereotypes, and discriminatory language. As a
result, the models can internalise these biases and reflect them in their outputs.
Bender et al. [18] describe LLMs as “stochastic parrots”, based on their tendency
to regurgitate content to which they have been exposed. In social care, the re-
production of such biases is particularly worrying. For example, biased language
in case summaries could influence social worker perceptions and decisions, poten-
tially leading to unequal treatment of service users based on gender, race, or other

characteristics.

Addressing these ethical issues is challenging. While companies developing LLMs
can reduce overtly hateful or abusive language through careful selection of training
data and refining models [89], subtler forms of bias can be harder to detect and
address [90]. Linguistic differences in how groups are described can reinforce social
inequalities [91]. A key part of this thesis is investigating bias in LLMs used in
social care settings. By systematically assessing the outputs of LLMs, the thesis
aims to find out whether they treat people differently based on gender, which

could have serious implications for fairness and equality in care provision.

Moreover, this thesis highlights the need to develop evaluation metrics that can
effectively assess both the benefits and potential risks associated with LLMs. The
importance of transparency and fairness in algorithms is increasingly recognised in
policies and regulations, such as the European Union’s Al Act [92], which stresses
the need for oversight mechanisms to reduce risks associated with Al systems. A

key thread of this thesis is that while there are advantages of LLMs, there are also
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drawbacks. If there is a desire for algorithmic fairness, it is essential to establish
metrics that can effectively measure both the benefits and the potential risks, such

as bias or inaccuracies, posed by these models.

1.4 Data used in the thesis

In this thesis, I use administrative records from a London local authority for
all adults who were aged 65 years or over by 31st August 2020, and who had
been receiving adult social care services in the community for at least a year at
some point since 1st January 2016. These records are typically compiled by social
workers, care managers, and occupational therapists employed by local authorities,

as part of their professional duty to assess, plan, and monitor the care provided.

Local authorities in England are responsible for organising social care support for
their populations. Unlike acute medical care, adult social care is often delivered
continuously from eligibility until the end of a person’s life [93]. Adult social care
services in England encompass a range of support, including domiciliary care, res-
idential and nursing care, and direct payments that allow individuals to arrange
their own care [94]. In England, under the Care Act 2014 and related eligibility
criteria, every person seeking publicly funded care undergoes an assessment to
determine their level of need, which includes the ability to perform activities of
daily living (ADLs) and instrumental activities of daily living (IADLs). The doc-
umentation collected in the course of needs assessment and service delivery serves
multiple purposes: identifying and describing care needs, monitoring care delivery
and costs, providing accountability in the case of legal challenges or complaints,
demonstrating alignment with professional values, and supporting individuals’ ac-

cess to their own information [40, 67].

While the study draws on records from a single local authority, the questions it
explores have a wider relevance. Although the specific local authority is not named
here, to protect the anonymity of individual records, I also extensively use survey
data throughout the thesis to test the validity of the findings, and demonstrate
that the local authority is not an outlier, sharing demographic similarities with
other English local authorities. Furthermore, the challenges faced in England —
such as the administrative burden in care, targeting support effectively within
the constraints of public funding, and understanding the relationship between
care provision and outcomes — are common to many countries’ long-term care

systems [39]. The purpose of this analysis is to inform policy and practice beyond
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England, addressing global questions about the use of data for decision-making

in long-term care.

1.5 Structure of thesis

This thesis is structured into nine chapters, including this introduction. Chapter 2
makes the case for using administrative records to evaluate social care services,
with a particular emphasis on free text. The chapter outlines the data required for
evaluation, discusses existing data sources in England, and identifies gaps in cur-
rent survey and national data collections. Finally, it highlights the opportunities
and challenges of using administrative data, focusing on issues such as scalability,

access, and reliability.

Chapter 3 examines the role of LLMs in social care in the context of large volumes
of free text records. The chapter begins by defining LLMs and reviewing them
in contrast to traditional natural language processing (NLP) methods. It then
establishes a theoretical framework for understanding the process of transforming
unstructured text data into useful information. Finally, the chapter explores how
LLMs can be used in social care, including their potential for improving infor-
mation available for predictive modelling, and for automating and summarising
documentation. Given the rapid development of LLMs during the course of this
thesis, I cannot address every possible use case. However, this chapter argues that
if LLMs are to play a role in public services, it is essential that they be evaluated

for accuracy, bias, and ethical considerations.

Chapter 4 details the specific dataset used in this thesis. This chapter has three
aims. Firstly, it outlines the demographic characteristics of individuals receiving
services, highlighting patterns in age, ethnicity, and support needs. Secondly, it
demonstrates the robustness of the findings of the thesis through a detailed exam-
ination of data quality, such as handling missing information and inconsistencies
in service data. Finally, it discusses the process of transforming administrative
records into a format suitable for research, emphasising the work involved in

preparing this data for analysis, which is a key finding of the thesis.

Chapter 5 explores more deeply the available survey data. It contains an em-
pirical comparison of administrative data with survey data, to argue that while
surveys are invaluable for population-level research, they have significant limita-

tions when capturing information about under-represented groups such as statu-
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tory care users or those with the highest needs. This makes the case for using

administrative records.

I then present the three research papers which explore different aspects of how

LLMs can be used to improve decision-making in social care.

1. Using Large Language Models to extract loneliness from free text

social care notes

Chapter 6 explores the use of LLMs to identify loneliness and social isolation
in older adults using publicly funded long-term care services. The study
focuses on 1.1 million free text case notes from the administrative records of
a London council, covering 3,046 older adults. I compare the effectiveness of
LLMs against traditional NLP methods, finding that LLMs are much more
accurate. This supports the broader conclusions of this thesis, highlighting

the new possibilities that LLMs can bring to social care applications.
2. Loneliness as a risk factor for care home entry

Chapter 7 examines the impact of loneliness on time until care home entry,
using the loneliness metric extracted with an LLM in the first paper. The
study controls for other factors like demographic characteristics, and uses a
survival model with competing risks to account for the possibility of death
before entering a residential or nursing care facility. The policy implications
relate not only to the impact of loneliness on care home entry, but also to
the use of LLMs to extract data for evaluating services, used in conjunction

with structured data and established econometric methods.

3. Evaluating gender bias in LLMs for summarising long-term care

notes

Chapter 8 evaluates gender bias in summarising long-term care records using
state-of-the-art, open-source LLMs released in 2024: Meta’s Llama 3 and
Google’s Gemma. The study involved creating two versions of case notes for
older adults, which vary only by the gender of the individual receiving care.
The summaries generated by Llama 3 and Gemma were then compared to
those produced by older benchmark models, T5 and BART, to assess any

gender-based variations in the summaries.

Chapter 9 reflects on the research objectives and findings of the thesis, exploring
the opportunities LLMs present for improving understanding of services while

emphasising the importance of evaluating risks and benefits when using LLMs in
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social care research and practice. It also discusses the rapid development of LLMs
during the research period and implications for future studies, including challenges
related to accuracy, bias, and regulation. Finally, it addresses the balance between
innovation and regulatory oversight in adopting LLMs for social care, reflecting
on the future uses of LLMs with administrative records, considering potential

opportunities as well as practical, technical and ethical challenges.
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2 Why use administrative
records for evaluating social
care”?

The 2024 report by the London Office of Technology and Innovation (LOTIT) on
artificial intelligence in social care highlights the potential of LLMs to extract
valuable information from free text administrative records for use in predictive
models and service evaluations [14]. Despite this promising outlook, there are
significant barriers to using administrative records, including difficulties in data
access, issues of scalability, and the high transaction costs associated with pro-
cessing unstructured data. Nevertheless, free text administrative records contain
information that is not available from other sources, offering the potential for rich
insights into the needs and characteristics of people receiving social care. In this
chapter, I will outline the data required to evaluate social care services effectively.
Following that, I will describe the currently available data and its gaps. Finally,
I will provide an overview of the opportunities and challenges associated with us-
ing administrative data, emphasising how advancements like LLMs could address

some of these challenges.

2.1 What information is required to evaluate social

care services?

In this section, I discuss the key indicators needed to evaluate social care services,
describing the existing sources of evidence and the gaps in these sources. Addi-
tionally, I examine how different types of data contribute to our understanding
of social care needs and outcomes. The purpose of this is to emphasise the impor-
tance of information about individual needs and characteristics which are found

within administrative records.

2.1.1 Production of Welfare

The Production of Welfare (POW) approach is a theoretical framework which
helps identify the key groups of factors which determine social care outcomes and

their expected interrelationship [28], as illustrated in Figure 2.1.
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Production of Welfare
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KEY: Location in adminstrative social care data in England

Figure 2.1: Production of Welfare (adapted from Knapp [28])

I have adapted the figure from Knapp [28] to try to illustrate whether data might
be expected to be included in administrative data. This is necessarily an oversim-
plification as there is no single format for administrative data, and even within
individual local authorities the type of data held changes over time. I discuss
this in detail in Chapter 4. However, the general point is that there is a con-
siderable amount of the data relevant to evaluating social care services within
local authority records, both within structured forms and free text. There is also
some information, such as direct measures of quality of life, which one would not

generally expect to be contained within administrative records.

In social work literature, need is often defined in terms of expressed demand for
care, or a functional impairment related to a specific activity, e.g. an inability to

dress independently [95, 96]. However, the POW framework stresses the impor-
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tance of considering a wider range of need-related characteristics associated with
(or mediating) the potential to benefit from social care support. These include
functional impairments i.e. ability to complete activities of daily living, personal
characteristics, such as ethnicity and gender, and wider factors, including social
networks and environmental factors such as housing conditions and local area de-
privation. The circumstances of individuals receiving care, which are extensively

documented in free text records, are paramount to outcomes [97].

2.1.2 The importance of needs and demographics

The importance of controlling for needs when establishing the effects of resource
inputs on outcomes can be demonstrated with an example adapted from Davies
and Fernandez [29]. I generate some outcomes data for a group of individuals
with high needs, and another whose needs are low. The equation given for the

data generation process is,

Outcomes; = intercept, + effectiveness - (V(0, 1) 4 inputs, )

Where

ot . 0 if inputs, > 7
intercept, =
’ 1 if inputs, <7

7 is a threshold indicating whether an individual is in the high or needs low
group, reflecting that individuals in the lower needs group receive a lesser quantity
of services, but that they may have better outcomes related to lower levels of
disability. I set 7 = 60, effectiveness = 0.0125 and inputs € [30,100] N Z. For
reproducibility, I added the random noise defined in NV (0, 1) using the R rnorm()
function immediately after setting the random seed to 1 using set.seed(1) [98].

I then ran two regression models, specified as follows:

Outcomes; = 3, + 3; - inputs; + ¢; (Model 1)
Outcomes; = 3, + f3; - inputs, + 3 - group, + €, (Model 2)
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A well-specified model should estimate that 5; & 0.0125. However, Model 1, which
does not include the needs group, finds a negative (and significant at o = 0.05)
association between inputs and outcomes, as set out in Figure 2.2a. Model 2,
which includes needs, estimates § = 0.0126, as set out in Figure 2.2b. While
this data is contrived, it closely follows a similar specification presented in Davies
and Fernandez [29], which was based on the principle that the circumstances and
characteristics of individuals have a greater impact on outcomes than quantity of
service received. Given this concern about confounding by indication [99], it is
crucial that researchers have a broad understanding of individual characteristics
when using observational data to assess the effectiveness of interventions in the
care system [29, 30, 100].

Association of inputs and outputs without controlling for needs Association of inputs and outputs controlling for needs

)

Outcomes
Outcomes

05+ Outcomes = 1.79 — 0.00082 - Inputs 054 Outcomes = —0.007 + 1.003 - groupy,y + 0.0126 - Inputs
0.0 0.0
25 50 75 100 25 50 75 100
Inputs Inputs
Group * High « Low Group = High = Low
(a) Model 1 (b) Model 2

Figure 2.2: Comparison of model with and without needs

I summarise in Figure 2.3 key areas of need relevant to the analysis of long-term
care using the framework proposed by Abdi et al. [101] for classifying the care
and support needs of older adults living with chronic conditions. I include in this
figure where such information might be found in administrative data. Structured
records primarily include information on functional ability and services received,
detailed in Chapter 4. Free text data contains other salient information such
as interpersonal relationships, environmental factors and interactions with care
professionals. Information not covered by a specific form will be recorded in case
notes such as action plans created in monthly supervision meetings, records of
case conferences or contact with the person receiving services, family members

or other professionals such as care agencies, GPs or mental health services [102].

38



I outline the contents of free text data in Chapter 4, but the exact composition
of unstructured data in case records is not known, as most of it has never been
analysed [16].

Unpaid care

nvironmenta

factors Technology

Interactions with
care professionals

Functional
impairment
Mobility
Activities and
participation
Interpersonal

relationships

Strengths and
resilience managing
own health

Physical health
) conditions
Body functions
Mental health
conditions

Structured | |Structured and' Unstructured
data unstructured data

KEY: Location in administrative data

Figure 2.3: Key characteristics of older long-term care users
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2.2 Available social care data sources in England

Once it is accepted that information about the needs, demographics and charac-
teristics of individuals receiving social care services is required to evaluate those
services, the question is where such information is available. A central argu-
ment of this thesis is that, despite significant barriers to accessing, cleaning, and
analysing administrative data, the benefits are substantial. This data not only
contains unique information unavailable elsewhere but also covers large popula-
tions that would be impractical to recruit in trials or surveys. The dataset that
I use in this thesis relates to older people receiving publicly funded adult social
care in a London local authority. I outline here the other available data sources

for this group, i.e. older adults receiving statutory care in England.

The 2015 scoping review of adult social care data in England by King and Witten-
berg [31] is the most recent, comprehensive review of sources of information for
English long-term care users. There have been new releases, updates and amend-
ments to all the datasets included since 2015. These have been quite substantial
in the case of aggregated national service use data and some surveys, which have
added new questions or even modules that are relevant to social care. In this sec-
tion I will provide an updated summary of the description of the key data sources
highlighted in King and Wittenberg [31]. I set out below that aggregated statis-
tics and survey data have many advantages, but also limitations which create the

rationale for finding new data sources, such as administrative data.

2.2.1 Survey data

Surveys are commonly used to assess population-level needs, but have limitations
when it comes to representing older adults with significant social care needs such as
publicly funded care users. Individuals with fewer social and health resources may
be less likely to respond to surveys, and the majority of participants in English sur-
veys do not have substantial social care requirements [103]. Under-representation
occurs because individuals lacking the capacity to consent to participate — such
as those with severe cognitive impairments — are often excluded from research
[33], as seen in the Health Survey for England [31]. Even when initial inclusion
is possible, participants whose needs increase may be lost to follow-up in longi-
tudinal studies like the English Longitudinal Study of Ageing (ELSA) [32, 34].
Additionally, people residing in care homes are excluded by design from the Fam-
ily Resources Survey (FRS) and Understanding Society [31, 32, 104, 105], further
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limiting the representation of those with the highest needs. Surveys can also face
issues of under-reporting, where respondents may not accurately disclose their
true levels of need [106]. There has been little analysis in the literature examin-
ing whether survey participants are representative of social care users. However,
I explore in Chapter 5 evidence suggesting that individuals who report receiving
statutory care services in surveys are not representative of publicly funded care
users, but tend to have systematically lower needs than those reflected in ad-
ministrative data. The implication for research and policy is that administrative
records may provide a more appropriate and comprehensive source of informa-
tion for understanding the needs and experiences of individuals who use statutory

social care services.

2.2.2 National data collections

The other main sources of information about older people who use adult social
care services in England are published by the Department for Health and Social
Care (DHSC) or NHS England [31]. I include below an updated summary of the
national datasets set out in King and Wittenberg [31], as well as new or soon-
to-be-published datasets. As in the case of survey data, such sources contain
useful information. The main shortcoming is that current data is not published
at individual level, and while there will soon be an individual-level dataset, so far

the information included within it is limited.

2.2.2.1 Existing national data

National data about adult social care is published by the Department for Health
and Social Care. In particular, the Short- and Long-Term Support (SALT) Adult
Social Care Activity and Finance Report (ASC-FR) includes information on the
number of people receiving social care and related expenditure in England [107].
However, these statistics are aggregated at local authority level. There is not
currently a comprehensive, individual-level, time-variant national database for
adult social care users comparable to those in health such as Hospital Episode
Statistics (HES) [108]. Data in ASC-FR and SALT are banded into age groups
of over and under 65, and generally not split by gender.

Data from SALT indicates that there were 226,990 older people receiving publicly-
funded care in England in 2022/23. This is around 2.1% of the total population

of over 65s in England. However, it is relatively unusual for people in their sixties
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to need long-term care. It is likely that the proportion of the population receiving
statutory care of, for example, over 85s is considerably higher. The mean age in
the administrative dataset used in this thesis is around 82, which is close to the
mean age for older people receiving care in ELSA and Understanding Society (81
and 80, respectively) [109, 110]. However, it is not possible to use the national
data such as SALT to establish the mean age for older people receiving care,
as individual-level age is not included. The same applies to other demographic
characteristics such as ethnicity and gender, which are in some tables in SALT
reported at aggregate level, while in others are excluded entirely. Functional
ability is not reported in SALT.

There are also aggregate level statistics published monthly under the Community
Services Statistics [111], relating to individuals receiving care in NHS-funded com-
munity services, which might be used to capture a picture of demographics and
needs in an area. These contain local authority level aggregate numbers of refer-
rals by age band (children, adult or older adult), ethnicity and gender, but also
do not contain functional ability. While these datasets are useful for an overview
of some care provision, they are not suitable for answering questions about the

impact of care needs on service use.

There is individual-level, functional data published in the Adult Social Care Sur-
vey (ASCS) dataset published by NHS England [112]. While this survey provides
individual-level data, the recruitment process is not representative of care users,
and it does not contain weights or other means to account for under-representation
of subgroups by age, gender, ethnicity or functional ability [113, 114]. Further-
more, the majority of this data contains questions relating to care outcomes, such
as satisfaction with the home environment or care services. It does contain self-
reported ADL questions, but this cannot be linked with service receipt data to
quantify the impact of needs on service use. Finally, ASCS is cross-sectional,
with no way to link individuals over time. There are other national data sources
published, such as workforce data, safeguarding concerns and applications for de-
privations of liberty. However, these do not contain individual-level functional

ability and are not intended to capture the needs of adult social care services.

2.2.2.2 Upcoming national data: Client Level Data

In February 2023, DHSC published Care data matters: a roadmap for better adult
social care data [68]. This set out plans to implement Client Level Data (CLD),

a national collection of pseudonymised, individual-level social care data from all

42



local authorities. Collection of data from local authorities started on a quarterly
basis in July 2023. The move from aggregate to individual level information in-
creases opportunities for research. Aggregate statistics have been published since
March 2024 [19], but at the time of writing in November 2024, individual-level
data is not publicly accessible. However, access to individual-level CLD would
not yet make research using administrative records redundant. A technical speci-
fication [115] for the data sets out that while it includes demographic information
such as gender, ethnicity and age, and service cost information, it does not yet in-
clude functional information about ability to complete ADLs and IADLSs, or other
needs-related information such as cognition, housing or social circumstances. If
one wishes to examine, for example, whether loneliness contributes to care home
entry (as in Chapter 7), this would require individual-level data on loneliness. It
is also necessary to control for functional ability as, for example, it would be ex-
pected that loneliness would be correlated with disability. Neither loneliness nor
functional ability are included in the CLD schema, so it would not currently be

possible to answer such questions with this data.

While CLD represents progress, it is not yet comparable with administrative
datasets in health such as HES [116], as the specification includes a minimal
subset of the data recorded by local authorities. This seems unlikely to change
imminently, owing to the practical challenges in national aggregation of individual-
level adult social data at administrative level. The Autumn 2024 ADASS survey
identified challenges in standardising information across local authorities, with less
than half of councils stating they agreed that the information in CLD accurately

reflects their area [26].

2.2.3 Administrative records

Administrative records capture a wide range of information on service use and
individual needs. They are less likely than surveys to suffer from limitations such
as sampling bias or missing data. Furthermore, social care records contain much
more information about factors relevant to care than general population surveys.
They also contain free text fields for recording salient information not captured by
structured fields. This section explores the types and amounts of data available
within these records, highlighting how they complement survey data by offering
detailed, longitudinal, and in some cases continuous insights into social care users.

I will outline the strengths and limitations of both structured and unstructured
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administrative data, showing how administrative records, and in particular free

text, can fill gaps left by traditional data collection methods.

2.2.3.1 What are administrative records?

Administrative records are collected in the course of exercising statutory duties.
In England, the Care Act 2014 s.9 established a duty to carry out a needs assess-
ment of adults who may be eligible for care (although a similar duty existed prior
to this under the NHS and Community Care Act 1990 s.47). There is no legally
mandated format for the recording of such interventions, although local author-
ities tend to use an assessment form. Local authority social care data can be
recorded by a range of individuals, including social workers, care managers and
occupational therapists. Figure 2.4 outlines the assessment and care planning

process as described in the Care Act 2014 guidance [94].

First contact with
local authority

No further action

have needs
changed?

Signposting to
voluntary or
universal services

Appearance of
care needs?

Services delivered

Needs assessment Care plan

A

Figure 2.4: Local authority social care assessment process

Information is recorded using a combination of structured data fields and free text.
Structured data is information that is trivially machine-readable, such as a binary
gender field, or a numeric field recording age [117]. Free text fields can appear
within structured assessment forms, or in separate sections of case management
systems to record information not covered by structured forms (“case notes”).
While the Care Act 2014 mandates the eligibility criteria, it does not specify how
data should be recorded, and the type, format and structure of data collected can

vary temporally within local authorities, and between local authorities. I include

44



in Figure 2.5 examples of structured and unstructured data in adult social care

case notes.
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97

Statutory social care records

Assessment form (structured and free text)

Case notes (free text)

Service use (structured)

Assessment form

Case notes

Service use data

Unique ID ] [ FirstName LastName ]

[ Unique ID ] [ FirstName LastName ]

Personal care

Washing Unable to manage independently 3
Dressing Unable to manage independently 3
Undressing Unable to manage independently 3
Continence management [Select option 2
Independent

Needs assistance

Unable to manage independently

Comments

|Additional free text description entered here by
case worker, e.g.

Mr **NAME** needs more time to get dressed

than undressed as he is stiffer in the mornings.

[Title (e.g. telephone call / home visit) ]

Free text description entered here by case worker, e.g.

| briefly visited Mr **NAME** whilst in the area and he
appears to be doing well with positive feedback from
care agency manager. | told Mr **NAME** he will be
reviewed in 6 weeks time to ensure package of care is
meeting his needs. Mr **NAME**'s environment was in
a poor state of repair, with no hot water. He appears to
be socially isolated. He has use of a wheelchair. | plan
to put in package of care and review in 6 weeks.

Unique ID ] [ FirstName LastName ]

Service Start End Cost/week
Home care | 1Jan 2018 |31 Dec 2018 180
Home care | 1Jan 2019 |31 Dec 2019 390
Care home | 1 Jan 2020 - 750

Figure 2.5: Structured and unstructured data in adult social care case notes




2.2.3.2 The purpose of administrative records

Administrative social care records serve multiple purposes, each reflecting distinct
demands placed on social workers and care managers (unqualified workers respon-
sible for assessing need and arranging care). In her comprehensive book examining
the role of social care records, O’'Rourke [67] identifies three primary purposes of

administrative records: functionality, accountability and values.

Functionally, social care records must support the administration and evaluation
of service delivery. For example, operationally, needs assessments keep track of
disability over time, and care plans specify how services should be delivered. Case
notes can also provide detailed instructions for continuity where cases are closed or
transferred. Social care records are also used for performance monitoring, provid-
ing statistical data about individuals receiving care or care managers’ performance.
Accountability refers to the use of records in disputes or investigations, where they
must provide an audit trail of decision-making to protect workers and their organ-
isations against legal challenges or complaints. Value demands encompass both
professional social work values, and the knowledge that individuals have access to
their own records. This may entail recording information in a way that reflects
the individual’s strengths, needs, and preferences, rather than focusing solely on
deficits or risks [72, 73].

These incentives can overlap. For example, the functional purpose of recording
care needs and how they are met can provide accountability in the case of legal
challenge, and information for statistical returns. However, they can also conflict.
O’Rourke [67] describes the balancing act for workers who feel compelled to ex-
aggerate dependency to make a case for funding, while simultaneously wishing
to accentuate the strengths of the person they are describing, who has access to
their own records. It is important to understand these incentives and where they
might lead to inaccurate information being recorded, or relevant information being
omitted. I discuss the approach to evaluating the reliability of the administrative

records used in this thesis in Chapter 4.

2.2.3.3 Research access to administrative records

Administrative records contain detailed, personal information about people re-
ceiving care. Individuals have a reasonable expectation that data collected for
their personal care and support will remain confidential and be used solely for

the purposes for which it was collected. In England, the Data Protection Act
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2018, which ratified the EU General Data Protection Regulation (GDPR), sets
out stringent requirements for the processing of personal data. These regulations
mandate that personal data must be processed lawfully, fairly, and transparently,
and collected for specified, explicit, and legitimate purposes. Furthermore, indi-
viduals have specific rights under these laws, including the right to be informed
about how their data is used, the right to access their data, and the right to ob-
ject to certain types of processing. In the context of social care, this means that
service users expect their sensitive information to be handled confidentially and

in accordance with local authority privacy notices.

Any secondary use of this data, such as for research purposes, requires careful
consideration to ensure compliance with legal obligations and to maintain public
trust. One major obstacle for researchers is difficulty in obtaining the data, which
is often compounded by public concerns over privacy and data sharing. Projects
can be abandoned for information governance reasons. For example, the care.data
data sharing initiative to join up records across hospitals and the community was
cancelled, after opposition from the public about the lack of clear communication

about the use of individual data and how to opt out [118].

Furthermore, permission to access this data can be subject to delays, which ham-
pers timely research and analysis [119]. As a result, studies tend to be limited to
data from a single local authority or, at most, a handful of councils, making it
challenging to generalise findings across different regions due to the variability in
data collection and recording practices among local authorities [see e.g. 120, 119].
Additionally, free text information presents a particular challenge, as it is often
excluded from information-sharing agreements due to concerns about the poten-
tial for containing identifiable information, including that of third parties who
have not consented to the sharing of their data [121]. In this study, software was

developed to pseudonymise free text data. I discuss this further in Chapter 4.

2.2.3.4 Scalability of research with administrative records

Currently, the analysis of administrative social care data for establishing the im-
pact of needs on service use in England must begin at a local council level, as
there is no nationally mandated structure for social care forms. There is little
recent evidence on the variation in the type of social care assessment forms used.
In England in the 1990s there was wide variability in the format and content of
forms [122, 123]. There have since been significant efforts to address this, par-
ticularly with the introduction of the Single Assessment Process (SAP) in 2004,
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which aimed to introduce a more standardised assessment process for older peo-
ple across health and social care [52] and the Common Assessment Framework
(CAF) introduced in 2009 [53]. Both policies aimed to ensure that older people’s
needs were assessed comprehensively, and to reduce duplication in the assessment
process by improving information sharing between health and social care. The
focus of these policies was through increasing partnership working between local
authority adult social care departments and relevant health authorities. However,
implementation of SAP varied across the country [54]. Local authorities appeared
to prioritise the use of standardised assessment forms over other aspects of SAP
[124] and by 2010, there appeared to have been some convergence, with more
than half of local authorities using one of two nationally-accredited forms. Never-
theless, tensions between central and local government resulted in differences in

implementation of SAP between areas [56, 124].

The SAP and CAF were superseded by The Care Act 2014, which defined new,
national eligibility criteria for adult social care, and did not prescribe any specific
forms for recording this information [94]. However, there remain barriers to local
authorities designing their own forms and systems. Councils must demonstrate
that they meet their statutory duties, and any council who designs rather than pur-
chases forms assumes a degree of legal risk. Furthermore, there are technical costs
associated with implementing IT systems, which it may be more economical for
councils to share. The result of this is that most local authorities purchase forms
and IT systems from private sector suppliers. There is little public information
on which systems are used. A 2019 report by the Local Government Association
(LGA) into social care data found the market was dominated by two suppliers,
with 75% of councils in England using their systems (though not necessarily the

same assessment forms) [125].

While the dominance of two providers might suggest there would be consistency
across councils, structured data can be challenging to standardise within local au-
thorities, as well as between them. For example, a paper reviewing the assessment
and care planning process in Birmingham City Council found that there were six
forms involved at the time of the study [120]. Four of these were different types
of needs assessment forms, which might record the individual’s functional ability
with different questions. Additionally, it appeared that despite a codified assess-
ment and care planning process, individuals could appear at stages in the middle
of the process without having been recorded earlier. Similarly, care users might
regularly be recorded as requiring a follow-up action at one stage of the progress,

with no record of that action taking place.
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The 2019 LGA report noted that at that time there appeared to be a trend towards
diversification in the market. There is evidence that there has been innovation in
the way that social work records are collected since 2019 [15, 126], although it is
not clear the extent to which the market share of the two providers has changed.
A 2024 report by the DHSC into streamlining social care assessments in England
named only two providers of social care IT services, who were the same as men-
tioned in the 2019 LGA report [127]. Nevertheless, even if providers of databases
remain the same, the changes in forms used by local authorities over time create
challenges in harmonising administrative data. As well as new IT systems, forms
can be updated because of legislation, reorganisation of internal processes or pol-
icy changes such as the decision to move from local to nationally accredited SAP
forms [128], or the more recent shift to a strengths-based approach [72]. This
can be seen in the data used in this thesis, which use the same database of needs
assessment data recorded between 2010 and 2020. Chapter 4 describes the nine
assessment forms used over this time, each of which has multiple versions, owing
to changes in structured data triggered by updates to policies, local priorities or

the law.

While structured data is machine-readable, temporal changes in forms and record-
ing practices mean that the process of translating it into information can be com-
plex. A systematic review of the use of local authority data for research found
widespread challenges in how data are coded [16]. For example, a 2015 study
found there are “considerable resources and time” required to clean adult social
care data to the quality that it can be used for research purposes, requiring de-
cisions made by researchers and tacit knowledge of individuals who collect these
data [119]. I discuss this process with the dataset used in this thesis in Chap-
ter 4.

The use of different assessment forms over time can also introduce problems with
missing data. For example, in the administrative dataset used in this thesis,
a needs assessment form that was temporarily used in late 2014, just before the
introduction of new forms associated with the Care Act, did not include questions
relating to memory or orientation. While this means there can be missing data
in administrative records, where this is related to the form that was in use at
the time, it is not as problematic as missing data correlated with individual need,

such as in survey data.

Data cleaning needs to be duplicated for every additional structured field intro-

duced into a research dataset. Given the range of data recorded across a variety
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of forms and IT systems used by councils [125], this would quickly become highly
resource-intensive for all 152 councils in England. Despite this limitation, as I
show in Chapter 5, the number of statutory social care users within a single lo-
cal authority database is much higher than the number in longitudinal, national
surveys. For example, the data in this study from one London local authority
contains 3,046 care users. A sample size of thousands of individuals can offer far
more statistical power than the numbers of social care users available in surveys,
making it possible to compare subgroups of the population, for example on the

basis of ethnicity, that would not be possible with survey data.

Structured long-term care data requires substantial time and expertise to trans-
late into useful information. However, the result can be information that is sim-
ply unavailable from surveys and nationally aggregated datasets. For example,
administrative records contain continuous service receipt data, rather than re-
peated observations at survey waves. Furthermore, as set out in Figure 2.4, in
England there is a legal duty to update functional information if there is a change
in care needs. If this duty is met, it should allow for more accurate recording of

changes in functional ability over time than surveys.

2.2.3.5 Quality of administrative data

Administrative data is not recorded for research purposes, and its use in research
requires an understanding of the context in which it is recorded, the incentives of
those creating the records, and the fact that the reliability of information can vary
widely; some fields may be highly accurate, while others may be inconsistent or
unreliable. In social care in England, there are limitations in the identification of
health needs in social care assessments. Davies and Fernandez [27] found that care
managers’ perception of the needs and characteristics of individuals differed from
those of care users. Challis et al. [129] compared the needs assessments of social
work care managers with those conducted by specialist clinicians, finding care
managers missed a significant number of conditions, and cognitive impairment in
particular was under-recorded. Clarkson et al. [130] found that depression was

systematically under-recorded in social care assessments.

Clarkson et al. [55] found that — while recording improved after the introduc-
tion of the SAP — there remained widespread under-identification in social care
needs assessment of medical diagnoses and disagreement between care managers’
assessment of functional ability and those of the individual. For dressing, bathing

and using the toilet, Cohen’s x was 0.27, 0.24 and 0.46. This measure is bounded
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between -1 and 1, with 0 representing agreement no better than random chance,
and k < 0.4 representing poor agreement [131]. However, it is challenging to
interpret the extent to which inconsistencies between professional assessment and
self-reported measures reflect inaccuracy in social care records, as individuals can
under-report their own health needs. Stoye and Zaranko [106] compared self-
reported medical conditions in ELSA with information from hospital records and
found omissions in both, though administrative data was more accurate. I address
this in Chapter 5, which compares self-reported and observed cognitive function in

ELSA, finding that there is not a strong association between the two measures.

There is limited other literature on the accurate identification of functional needs,
such as ability to complete ADLs, in administrative data. Spiers et al. [132] is
a systematic review of social care supply on healthcare utilisation. They find 12
studies using administrative data examining the relationship between the avail-
ability of social care support and healthcare utilisation, seven of which are from
the UK. However, six use national data returns, which it is not possible to disag-
gregate to assess. The seventh study, Bardsley et al. [133], uses individual-level
local authority records. However, there is no triangulation with other data sources
capturing need, and it is not possible from the published data to undertake such

a secondary analysis.

Challenges in the reliability of administrative records are not unique to social
care. General medical practitioners systematically under-identify dementia [134]
and depression [135]. Research into recording of health diagnoses in medical
records in the US found that the correct primary diagnosis was recorded for 57%
of visits [136]. Similarly to social care [55, 130], specificity in health records tends
to be high, ranging from 0.9 to 0.99, with false diagnoses recorded quite rarely
[137]. Conversely, the sensitivity for clinical conditions was lower (between 0.75
and 0.96), with diagnoses not always recorded. A study in the Netherlands found
that correlation between self-reported and actual functional ability was 0.2, and
argued that this difference was so large that the two constructs should be treated
as complementary but separate measures [138]. Children’s social care records also
contain missing information [139]. This is not necessarily a barrier to the use of
administrative data in research, but it means that those using such data must
have sufficient understanding of how it is recorded to assess which parts of the

data are of sufficient quality [140].

Inaccuracy in data is of particular concern where, as in the case of under-recording,

it is systematic rather than stochastic [141]. Incentives in social care recording
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can both create and mitigate the opportunities for such bias. In adult social
databases in England, service use information is often linked to payment systems,
so must be recorded accurately for providers to be paid [125]. This is reassuring as
providers are incentivised to ensure that every service is logged. It is possible there
could be a slight upwards bias to costs, if there exist unscrupulous providers who
are less likely to report recording errors resulting in overpayments. Nevertheless,
if one assumes that local authorities would notice significant overpayments, and

providers the converse, service use data is likely relatively reliable.

In contrast, there are various incentives that may lead to needs being under-
reported in social care administrative data. Social work has a “blame culture”
[142]. Records can be scrutinised if an adverse event occurs and workers may
omit information to avoid accountability [143, 67], or because they are aware that
the services required cannot be provided. For instance, if a social worker knows
that they are unlikely to be able to provide a social inclusion service, they might
choose not to document that an individual is lonely. This might occur because
the worker wishes to avoid recording unmet needs, which could increase stress and
legal risks [144]. Alternatively, it may be that recording this information may be
seen as an unnecessary data collection effort [141] given that no action is likely to
be taken.

Another incentive may be that workers over-report a person’s needs to meet eli-
gibility criteria for certain services or funding [67]. The Care Act 2014 eligibility
criteria require that individuals must meet specific thresholds or are ineligible for
all publicly funded services. In close cases, social workers might inflate the severity
of a client’s condition to ensure they qualify. This practice can be driven by a gen-
uine desire to secure the necessary resources for clients, but it may lead to inaccu-
racies in the data. This phenomenon has been observed in various contexts, where
the financial incentives or performance metrics tied to specific outcomes prompt

workers to record data in ways that are not entirely accurate [145, 146, 147].

While this is concerning, there are reasons to be reassured. Social care records
are subject to supervision and audit, which are effective mechanisms for reducing
inaccuracy [136]. Fraudulent recording incurs significant legal risk to professional
registration and job security [148]. These incentives are most likely to affect
recording in borderline cases, where there is room for interpretation. Social care
incentives are not likely to impact recording as much as payments, and even in a
situation with financial incentives for physicians the correlation between recorded

structured data and actual need was very high (r > 0.98) [146]. There is no
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reason to assume that the issue in adult social care is more widespread. However,
it should be considered and accounted for. There is likely to be a distribution of
fidelity in administrative records, with some fields more accurate than others. I
discuss in detail the way that I established the reliability of the administrative
dataset used in this thesis in Chapter 4.

Finally, the other approach for managing this issue is through the interpretation
of results derived from administrative records. An approach used in Minchin
et al. [147] estimates the effect of an intervention on the documented quality of
care. The same approach can be taken when extracting information from social
care records. For example, when extracting loneliness from free text, rather than
assuming that this necessarily measures real loneliness, it can be understood as
a measure of whether loneliness is recorded. While this might appear to side
step the issue, it is useful in policy and practice terms. Chapter 7 finds that,
controlling for needs-related factors, the measure of loneliness extracted from free
text at the time of the first assessment predicts time until care home entry. Such
a finding could be integrated into case management systems to highlight the risk

of care home entry based on what is recorded in case notes.

2.2.3.6 Free text administrative data

One of the most significant advantages of administrative records is the wealth of
free text data they contain. Unlike structured data, which is confined to pre-
defined fields and categories, free text allows practitioners to record nuanced
observations, contextual details, and personal narratives that offer a richer un-
derstanding of an individual’s circumstances. This unstructured data can capture
the complexities of social care needs, interventions, and outcomes in a way that
structured data often cannot [69, 70, 71, 67]. For instance, case notes and as-
sessment summaries may include detailed accounts of a person’s daily challenges,
social relationships, and emotional well-being — information that is invaluable
for comprehensive evaluations of care services. Researchers in the US have used
natural language processing with free text children’s social work records to au-
tomatically identify abuse [149, 150]. Another study uses US data to categorise,
from free text, types of intervention delivered by social workers, such as care co-
ordination, financial planning or referral to community services [151]. In health,
researchers have extracted information about social determinants of health from
free text data [152, 153, 154].
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Furthermore, the reliability of administrative data can be particularly improved
by including free text, expanding the data available for establishing internal consis-
tency. A study which combined free text records with structured fields increased
the positive predictive value of allergic drug reaction from 46% to 86% [155]. Sim-
ilarly, a study predicting length of stay found the addition of free text notes into
the model significantly improved model performance over using structured data
[156].

Yet there have been no published papers using free text social care data in England.
This is partly because the very richness of free text data also presents challenges.
The unstructured nature of this information makes it difficult to extract and
analyse systematically. It can be challenging to handle the variability in language,
terminology, and recording styles found across different practitioners and time
periods. Additionally, the sheer volume of free text — often amounting to millions
of words — means that manual analysis is impractical. Without effective tools to
process and interpret this data, much of its potential value remains untapped. In
the next chapter, I describe the recent developments in LLMs and the potential for
their use for insight into the information contained within free text administrative

data in social care.
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3 Large Language Models for
understanding social care

This chapter outlines uses of LLMs with administrative records to enhance un-
derstanding of social care and inform decision-making. The chapter covers defi-
nitions of LLMs, their theoretical advantages over traditional NLP methods, and
potential applications in social care, before discussing practical considerations. I
begin by defining LLMs and contrasting them with traditional natural language
processing (NLP) methods used with administrative care records. I discuss the
advantages and limitations of previous NLP methods when applied to free text
care records, followed by an overview of the emergence of LLMs and their im-
proved capacity for processing text in care records. Next, I present a theoretical
framework distinguishing data, information, and knowledge, to clarify the benefits
of language models for transforming raw data into useful information. Finally, I
examine the potential of LLMs as a method for addressing the core challenges of
extracting meaningful information from large volumes of unstructured data, and
reducing the manual effort needed to document social care. This covers LLMs for
evaluating social care services using administrative records, including their roles in
predictive modelling, understanding service use, and reducing the administrative
burden through automation. This chapter highlights the opportunities provided
by LLMs, underscoring the importance of evaluating their accuracy and biases to

assess their suitability in social care settings.

3.1 What are large language models?

In this section, I will define the term Large Language Model (LLM), giving a
brief overview of how NLP methods were used with administrative care records
prior to LLMs, and explain how LLMs are distinguished from earlier NLP models.
Although using LLMs with long-term care records is relatively new, using NLP to
extract information from administrative health records is more established [see e.g.
157, 152, 158, 159]. Until the mid-late 2010s, NLP models were trained for specific
tasks in certain domains, such as identifying the presence of medical conditions
in free text records [160]. However, such models were “brittle and sensitive to
slight changes in the data distribution and task specification” [161]. Furthermore,
it was challenging to create models for administrative care records, which often

include domain-specific acronyms and terminology, and typographic errors [159].
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Development of NLP models to parse such data requires large volumes of it which,

for information governance reasons, are not generally available [162, 160].

The development of LLMs has been driven through increases in computing power,
larger datasets and the development of new machine learning methods [163].
These models are considered large because of the vast number of parameters
— numeric weights in computational neural networks — they contain relative to
earlier models, improving their capacity to learn, represent, and classify complex
patterns in language. While earlier NLP methods also used neural networks to
model language, I describe below how LLMs are distinguished by their scale and
a model architecture designed to represent text in context-specific ways [164].
LLMs also differ from earlier language models in that they tend to be general
purpose rather than domain-specific, and through their ability to generate coher-
ent text [163]. Since the explosion of pre-trained, general-purpose LLMs in 2022,
where increased performance can be achieved by scaling the model size rather
than through large volumes of domain-specific data [165], there have been far

more opportunities for the use of language models in long-term care.

I'include in this section examples of relevant research using smaller language mod-
els, such as dictionary-based approaches, count-based methods, and pre-trained
word vector models, describing the strengths and limitations of such approaches.
This forms the argument that LLMs are more suitable than earlier NLP methods
for addressing specific challenges in administrative care records, because of their

improved capacity to accurately represent context-specific information.

3.1.1 Dictionary-based approaches

Dictionary-based natural language processing aims to assess the presence of con-
cepts by defining lists of words or phrases. Text is pre-processed, which means
removing stop words (such as conjunctions, articles and prepositions), correcting
common spelling errors and undertaking context-specific abbreviation expansion
[162]. Words are lemmatised, or restored to a base form. For example, “walks”,
“walked” and “walking” will all be replaced with the lemmatised form, walk [166].
After this, text is matched to a pre-defined list of words and related phrases.
For example, Perera et al. [158] established housing status from mental health
records by searching for the terms “homeless”, “NFA” and “No Fixed Abode”.
Negation detection aims to ensure that phrases such as “she is not diabetic” are

not miscategorised as indicating diabetes [167].
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However, there are drawbacks to dictionary-based approaches. It can be difficult
to classify sentences such as, “She has nowhere to live”, “He used to be home-
less”, or, “Since she spoke to the homeless person’s unit she has been housed”.
Negation detection is challenging in dictionary-based approaches, leading to false
positives and false negatives [168]. Additionally, negative results of a dictionary-
based approach can be hard to interpret. In Chapter 6, where I establish whether
a worker has recorded whether an individual is lonely, I considered using a dictio-
nary. However, unlike approaches which rely on counts of words, the performance
of a dictionary-based approach depends on the rules defined. If such an approach
cannot identify whether loneliness is recorded, it does not necessarily mean the
method is inappropriate. It may mean that the dictionary rules need to be im-

proved.

3.1.2 Count-based approaches

An alternative method to dictionary-based approaches are count-based ap-
proaches, also known as a Bag of Words (BoW) model [169]. In a BoW
model, the text in each document is treated as a collection (or “bag”) of words,
disregarding grammar and word order. The model creates a vocabulary from
all the unique words in the text corpus and then represents each document as a
vector. The representation of all documents is a large, sparse matrix where the
columns are the set of all words in the corpus (i.e. all documents), each document
is represented by a row, and the value of each field in each row indicates the
frequency of the relevant word in the sentence [170]. I set out an example of a
corpus of three documents in Table 3.1, with the resulting BoW vectors in Table
3.2.

Table 3.1: Bag of Words sentences

No. Sentence

Mr Smith refuses to go to the day centre after he eats.
My Smith refuses to eat after the day centre.
He does not want support with social inclusion.

W N =

Such approaches create a word vector representing each sentence, which can be
used with a variety of algorithms, depending on the downstream task. For exam-

ple, in Chapter 6, I compare LLMs for identifying loneliness in case notes with
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Table 3.2: Bag of Words vectors

centre day eat refuse smith inclusion social support want

1 1 1 1 1 0 0 0 0
1 1 1 1 1 0 0 0 0
0 0 0 0 0 1 1 1 1

the labelled BoW representation used as an input to binary classification algo-
rithms such as logistic regression, random forest and a sequential neural network.
I also use a slightly modified BoW representation called term-frequency inverse-
document frequency (tf-idf), which weights each term in inverse proportion to its
frequency [171] to reduce the impact of words which appear in many documents,

such as “care”. The equation used for this weighting is given in Section 11.1.

BoW models are a simple way to represent text which can be effective. How-
ever, the simplicity has drawbacks. Word order is important in natural language.
Malkin et al. [172] give the example of the sentences, “The scared mouse chased the
hungry cat”, and “The hungry cat chased the scared mouse”, both of which would
be represented in the same way by a BoW model. The same issue can be seen
with the first and second sentences in Table 3.2, which have the same representa-
tion but different meanings. Additionally, the sparsity and high dimensionality of
the matrices created by BoW can pose technical problems for classification algo-
rithms [173]. To mitigate this, similar pre-processing methods are applied as with
dictionary-based approaches, such as lemmatisation and removal of stop words,
and sometimes post-processing such as dimensionality reduction methods. How-
ever, such processing can degrade meaning [169]. Furthermore, sentences with
semantically similar meanings, but different words, will be mapped to vectors
that may have no overlapping features (i.e. columns) in a BoW representation,
leading to a loss of semantic understanding. This can be seen with second and
third sentences in Table 3.2, which are close in meaning but are mapped to orthog-
onal vectors. This limitation means that BoW models often fail to capture the
deeper context and relationships between words in a sentence, making them less
effective for tasks requiring nuanced language interpretation [173]. As a result,
more sophisticated approaches, such as dense word embeddings or contextual rep-
resentations, are often preferred for complex NLP tasks. I outline these methods,

with examples, in the next sections.
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3.1.3 Dense word embeddings

Dense word embeddings were created to resolve the problems of information loss
from pre-processing, the computational limitations of large, sparse vectors and the
issue of semantically similar sentences having different vector representations. In
2013, Mikolov et al. [174] created Word2Vec, a model that revolutionised natural
language processing by creating dense vector representations of words, known as
word embeddings [175]. Unlike the BoW model, which treats words as indepen-
dent and isolated entities, Word2Vec captures meaning based on distributional
semantics, perhaps best described by JM Firth as the principle that, “You shall
know a word by the company it keeps” [176].

The key innovation of Word2Vec lies in its ability to map words with similar mean-
ings to vectors that are close in the high-dimensional vector space, and also for
the relationship between words to be encoded through these distances. I provide
examples of this below. To achieve these encodings, the Word2Vec model em-
ploys a neural network to generate word embeddings by learning patterns from
large corpora of free text. Specifically, Word2Vec uses two main architectures:
Continuous Bag of Words, which predicts a target word based on its surround-
ing context, and Skip-gram, which predicts the surrounding context based on a
central word [174]. These training methods allow Word2Vec to create a language
representation model that captures a wide range of word associations, making the

resulting embeddings highly effective for various NLP tasks [177].

The semantic meanings encoded in vector space are demonstrated in Mikolov et al.
[178], which describes how (unlike in count-based models) the words “king” and
“queen” appear close to each other in vector space. Furthermore, in their represen-
tation, the relationship between words is encoded through vector offsets, such that
(king — man) &= (woman — queen) = (uncle — aunt). This ability to encode both
semantic similarity and relational patterns in word vectors was transformative
compared to count-based NLP models, as grouping words with similar meanings

together simplified the decision boundaries for classification algorithms.

I give in Figure 3.1 an example of this approach to language representation us-
ing the pre-trained Global Vectors for Word Representation (GloVe) [179], which
like Word2Vec creates dense word embeddings to represent semantic meaning.
As the GloVe vectors are 300-dimensional, I used Truncated Singular Value De-
composition (a dimensionality-reduction method) [180] to create a 2-dimensional

representation of the vectors for the purpose of the plot. Although this involves
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some information loss, it is evident from visual inspection of the figure how a

decision boundary might be drawn by a classifier to distinguish relevant words.

GloVe vectors for a selection of words

falls, piking
swimming bathing
running
104 tl
italy
L england older
- meeb l.london arthritis ~ °
.berlin
* _ seclusion
solitary
loneliness
_10.
isolation
alienation”
0 1IO 2IO ?;0

Truncated Singular Value Decomposition used to represent original 300-dimensional vectors in two dimensions

Figure 3.1: GloVe embeddings

However, while these embeddings represented a significant leap forward, they still
have drawbacks. Firstly, they are fixed, meaning that once trained they do not
adapt to new contexts or tasks without retraining, which can be a limitation if
the models are applied in domains where a word may be used in a different sense
to its use in the training data [181]. Secondly, pre-trained word embeddings like
Word2Vec and GloVe assign a single vector representation to each word, which can
lead to ambiguity when a word has multiple meanings (polysemy). A canonical
example of this is the word “bank”; which can refer to a financial institution or
the side of a river, but pre-trained embeddings do not distinguish between these
senses, potentially causing confusion in downstream tasks [182]. This limitation
is especially problematic in cases where meaning is highly context-dependent. For
instance, the word “social” varies significantly in relevance to loneliness in care
records depending on its context — e.g. “social worker” versus “social isolation”.
Polysemy is a limitation of models such as GloVe and Word2Vec which assign
a single vector to each word, conflating differences in meaning. I illustrate this
in Figure 3.2, where “social” has one representation despite distinct potential

meanings.
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GloVe vectors for a selection of words
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Truncated Singular Value Decomposition used to represent original 300—dimensional vectors in two dimensions

Figure 3.2: GloVe embeddings with “social”

Another limitation of models like Word2Vec is that they generate embeddings at
word- rather than sentence-level, which poses challenges when dealing with sen-
tences of varying lengths. Most classification models require a consistent input
size, so sentences of different lengths must be standardised. One common ap-
proach is padding, where shorter sentences are extended with placeholder values
to match the length of the longest sentence. While padding can improve accuracy,
it often comes at the expense of performance, especially when datasets include
many short sentences alongside very long ones [183]. Another approach is pooling,
such as averaging the word embeddings in a sentence across each dimension to cre-
ate a fixed-size sentence representation [184]. Pooling is efficient and sometimes
effective but can lead to the loss of important information [185]. More recent
language models address these limitations by generating context-specific vector

representations at the sentence or document level.

3.1.4 Transformer-based models and LLMs

Contextualised word embeddings, created to address the issue of polysemy and
fixed word representations, marked a significant advancement in natural language

processing. This allowed for more sophisticated approaches, seen in models like
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InferSent or Universal Sentence Encoder, which aim to create an embedding cap-
turing the meaning of an entire sentence rather than individual words [186]. The
Bidirectional Encoder Representations from Transformers (BERT) model, intro-
duced in 2018, significantly advanced state-of-the-art performance across multiple
language model metrics [187]. Transformers are a type of neural network archi-
tecture which allow models to compute contextual relationships between words,
and their use is one of the key distinguishing features of LLMs [164]. BERT, an
early LLM, considered the full context of a word by looking at both the words
before and after it in a sentence, allowing it to generate different embeddings for

the same word depending on its surrounding context [188].

This means models like BERT contain parameters not just for training word
vectors to an optimal mapping of words in vector space, but also for inference,
allowing them to generate context-dependent word embeddings dynamically. In
contrast, a pre-trained word vector model like Word2Vec uses a neural network
during training, which contain parameters (weights and biases) but once trained,
Word2Vec essentially functions as a large lookup table, requiring minimal compu-

tational power to fetch the vector for a particular word.

There were earlier context-aware models, prior to BERT, such as those based
on traditional Recurrent Neural Networks (RNNs). However, the context of a
word may be influenced by ranges longer than just the immediately surrounding
ones. RNNs worked well over a few words but were limited in their ability to
consider longer sequences due to challenges like vanishing gradients — where
the gradients used to update model weights during training decay exponentially,
preventing the model from effectively learning long-term dependencies — and the
need to retain too much information over extended sequences [189, 190]. Prior
to models like BERT, Long Short-Term Memory (LSTM) networks and Gated
Recurrent Units (GRUSs) improved upon this by introducing mechanisms to better
manage information over longer sequences, which mitigated vanishing gradient
issues [191]. While these architectures could remember important information
over extended sequences, such networks were autoregressive, with the state at time
t dependent on the state at t—1, limiting the possibility to run them in parallel and
preventing efficient processing of very long texts [192]. In 2017, the transformer
neural network architecture was developed, which could retain information over
long contexts and run efficiently in parallel [192], and this was followed by the
release of BERT in 2018 [187]. The large version of BERT contained 340 million
parameters [193]. These parameters determine how the model processes input

text into vectors. Models with more parameters require greater computational
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resources [194].

The capacity to create context-dependent vectors was a major step forward, as it
allowed BERT to better represent the nuanced meanings of words and phrases in a
way that static embeddings like Word2Vec or GloVe could not, and it eliminated
the need for a fixed context window, enabling long range dependencies to be
encoded in vectors. In Chapter 6 I use Robustly Optimised Bidirectional Encoder
Representations from Transformers (RoBERTa) [195], a model which uses the
same architecture as BERT but is trained on more data. I present in Figure 3.3 a
comparison of the sentence vector representation of a selection of sentences using
GloVe and RoBERTa. The GloVe sentence vectors are a mean of the word vectors
across 300 dimensions, which is an efficient and often effective method of creating
sentence representations [185]. The RoBERTa vectors are the 768-dimensional
embedding of the [CLS] token, which indicates the start of the sentence, and is
encoded to represent the semantic meaning of the sentence [195]. In Figure 3.3
I have again reduced the dimensionality to two, which leads to some information
loss. Nevertheless, it appears that RoBERTa is able to distinguish “social media”
and “social isolation” more effectively than a model like GloVe, which cannot

account for polysemy. This is a strong case for using such models.

GloVe vectors for a selection of sentences ROBERTa vectors for a selection of sentences

100 +High risk of social isolation High risk of social isolation

+She has no social contact

He is very lonely*
She has no sogial contact
He uses the internet
-She uses Twitter every day He is using social media She uses Twitter every day
-01

He is using social media
i . -0.2 . v
He is very lonely: He uses the internet
ot 100 1052 10

Truncated Singular Value used in Truncated Singular Value

(a) GloVe sentence vectors (b) RoBERTa sentence vectors

Figure 3.3: Sentence vectors

However, despite the significant advantages of BERT and its derivatives such as
RoBERTa, it works as it was primarily designed: as a classification model. Its
architecture is well-suited for tasks where the goal is to predict labels or categories
based on input text, as it excels at encoding a context-dependent representation
of words within a sentence. However, its design does not naturally lend itself
to generative tasks like summarisation or text completion. While BERT can be
fine-tuned for a variety of downstream tasks, its core architecture is optimised for

representing rather than generating language [187].
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3.1.5 Generative LLMs

The limitations of models like BERT in generative tasks led to the develop-
ment of models specifically designed for text generation, such as the Generative
Pre-trained Transformer (GPT) models from OpenAl, Meta’s Llama series and
Google’s Gemini and Gemma models [196, 197, 198]. There is no technical rea-
son that such models must be larger than BERT derivatives. Open AT’s first
GPT model had 110 million parameters, while the larger versions of the BERT
models had 340 million parameters and RoBERTa 355 million [193]. However, in
practice, the models that have been successful for general purpose text generation
have been very large relative to BERT. GPT-2 had 1.5 billion parameters and this
trend continues, with 2024 generative models eclipsing the size of BERT-based
models. For example, Google’s Gemma has 7 billion parameters [199], and Meta’s

Llama 3 model was released in 8 billion and 70 billion parameter versions [200].

Unlike BERT, which focuses on representing words in vector space, generative
models are designed to write coherent, contextually appropriate text based on a
given prompt. The architecture of such models is designed to generate text, rather
than map it to a vector, and such models are suited to tasks such as creating or

summarising documentation [161].

3.2 Theoretical framework: data, information and

knowledge

The focus of this thesis is evaluating LLMs for resolving information challenges
in social care. The thread that unifies the chapters is the transformation of raw
data into meaningful information, and subsequently deriving knowledge from this
information. I distinguish data, information and knowledge in this thesis using
the theoretical approach found in information sciences. In particular, I use the
definition in Meadow and Yuan [201]:

1. Data: a set of symbols with little or no meaning to a recipient.

2. Information: is a set of symbols that does have meaning or significance to
their recipient

3. Knowledge: the accumulation and integration of information received and

processed by a recipient.

I present in Figure 3.4 an example of free text data using this framework.
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Data, information and knowledge
4 Data )

Bytes
83 105 110 99 101 32 104 101 114 32 102 97 108 108 32 115
104 101 32 99 97 110 110 111 116 32 119 97 108 107 32 105

Symbols with little or no meaning 110 100 101 112 101 110 100 101 110 116 108 121
to the recipient

OR

Since her fall she cannot walk independently

\ (stored digitally or on paper) /
N

Information
Data interpreted in context

Information with meaning
to the recipient

Since her fall she cannot walk independently
(as read by an English-speaking human)

)
N

Knowledge

Information with meaning
to the recipient

Her fall has had an impact on her mobility

J

Adapted from Meadow & Yuan (1997) and Pohl (2001)

Figure 3.4: Data, information and knowledge

It is quite straightforward that the representation of text as bytes would be con-
sidered data, but perhaps harder to immediately see how the text, “Since her fall
she cannot walk independently”, could be considered either data or information,
depending on whether it is stored electronically or read by a human. Such dis-
tinctions are generally made in the domain of computer science, because humans
automatically and subconsciously apply their knowledge to interpret data within
a specific context [83]. Context is required to convert data into meaningful in-
formation [83]. Bytes representing text do not have a meaning when stored on
disk. The text would similarly have little value as information if placed in front
of a human who could not read English [201]. It is only through context-specific
interpretation that data becomes information. This awareness of context is the

application of existing knowledge to information [202].

This distinction between text data and text information is perhaps easier to il-
lustrate with a document containing one million words. In this case, storing the
data is straightforward, but extracting the information it contains may not be.

The data used in this thesis, administrative records of older people receiving long-
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term care in one local authority, contains 114.4 million words of free text. Such
data sources provide an opportunity to extract information, but simply reading it
all is not a practical approach. Consequently, the vast majority of unstructured

administrative data has never been analysed [16].

Structured data, such as a field representing gender or age, is encoded in a format
where it is already mapped to meaning. This makes it relatively straightforward
to extract and summarise from structured data, for example, the proportion of
women or the median age. However, there is no corresponding, unambiguous way

to map a word to meaning. As the cognitive scientist Colin Cherry sets out,

The full meaning of a word does not appear until it is placed in its
context, and the context may serve an extremely subtle function...
And even then the “meaning” will depend upon the listener, upon
the speaker, upon their entire experience of the language, upon their
knowledge of one another, and upon the whole situation. Words do

not “mean things” in a one-to-one relation.

— [203, p.10]

This framework for understanding data, information, and knowledge highlights
the inherent challenges in extracting meaningful insights from unstructured text.
In social care, where large amounts of free text administrative records are collected,
this distinction becomes critically important. The difficulty lies not only in the
sheer volume of data but also in the nuanced interpretation required to transform
this data into actionable knowledge. Traditional NLP methods fall short in ad-
dressing these challenges due to the complexity and contextual dependencies of
language. There is an opportunity to use advanced computational approaches,
such as LLMs, to overcome these obstacles. However, it is essential to critically
evaluate the accuracy and potential biases of these models to determine whether

they are appropriate in social care settings.

3.3 Theory to practice: LLMs in social care

The administrative records in social care are rich with data but require sophisti-
cated methods to extract useful information and build knowledge. Increasingly,
LLMs may be able to transform large volumes of unstructured free text data into
formats which are easier for humans to glean information from, such as structured

data or brief, free text summaries. The format of the output of LLMs will differ
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depending on its purpose. To create data for researchers to use in a regression
model, it might be appropriate to use a discriminative LLM, which is trained to
map input text into structured data [204]. This is the approach taken in Chap-
ter 6, where a binary indicator of loneliness is derived from free text. I then use
this structured data in a survival analysis to model time until care home entry
based on loneliness and other demographic and needs-related factors, which com-
prises Chapter 7. Alternatively, to create data to inform social workers’ daily
practice, it might be appropriate to use a generative LLM, i.e. a model whose
output is new sequences of text [205]. Such models can be used for transforming
large volumes of text data into brief summaries, and I evaluate the gender bias of
such models in Chapter 8. I give an overview of the distinction between generative

and discriminative models in Figure 3.5.

Generative and discriminative LLMs

Input Model Output

Discriminati Label
e N Input to quantitative model,_ 'scr'mc"“lat've N Examples:
v ot > model > e
Summary statistics (classification) Ligzllt;\./(%.rl}e

Free text data
Text
To be read be a human Generative Example:
\. J/ ~ model Summary of input
Fact-checking input

Figure 3.5: Generative and discriminative LLMs

3.3.1 LLMs in social care practice

The 2024 LOTI report Opportunities for Al in Adult Social Care Services notes
that there are opportunities for LLMs to be used to generate documentation, and
to generate summaries to allow faster decision-making [14]. The report lists five

potential uses for LLMs in social care [14].

1. Providing case summaries for workers.
2. Automatic transcription of meeting notes.

3. Predictive forecasting to allow for early intervention in care.
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4. Generating accessible, easy-read documents for adults with learning disabil-
ities.
5. Development of a chatbot that allows care users to input a search term and

be provided with care options.

In this section, I will discuss the use of LLMs in social care practice, focusing in
particular on the first two points, summarising existing records, and generating
new documentation, and highlighting both the potential benefits and the concerns

regarding accuracy and bias.

3.3.1.1 Summarising existing records

Given the problem of data overload in health and care, the opportunity for using
LLMs to improve practice is clear. LLMs have been used to process large vol-
umes of care records and provide concise summaries [206, 207]. A study in which
physicians evaluated LLM and human-generated summaries for completeness, cor-
rectness and conciseness found LLM versions were as good as (45%) or better than
(36%) most medical expert summaries, though 19% were worse. In particular, the
LLM summaries were more concise and complete, with fewer misinterpretations,
inaccuracies and hallucinations (i.e. the inclusion of information that was not in
the original text) than medical experts [208]. High quality, relevant records are
associated with improved quality of care [209, 210]. However, accuracy has not

been comprehensively determined or even defined in social care.

At the time of writing in November 2024, LLMs are starting being used to ad-
dress data overload. One English council has identified that they have two major

problems with data sprawl [85] in children’s social care:

1. Time-consuming searches: Finding the information needed often
requires trawling through multiple sources, delaying timely inter-
vention for vulnerable children.

2. Limited access to historical data: Crucial insights can be buried
within years of casework data, making it difficult to draw on past

experiences to improve outcomes.
— [15]

This local authority implemented a chatbot based on a GPT model LLM, which
searches through existing data and generates summaries of relevant information.

This is a new project which was nominated for an innovation award in 2024 [211],
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and the use of such products is not currently widespread. However, there appears
to be a will, or at least an acceptance, that LLMs will be used to ease some
documentation pressures in care. A survey of medical practitioners found that 91%
anticipate the LLMs will be used to summarise health records and 71% anticipate
they will reduce workloads [212]. A literature review found that care professionals
see ChatGPT as a valuable tool for creating summaries of free text notes, despite

concerns about transparency, bias, privacy and accuracy [213, 214, 215].

3.3.1.2 Generating new records

The LOTTI report also outlines how LLMs can be used to reduce the administrative
burden in social care by automating the transcription of meeting notes between
social workers and service users [14]. The 114 million words of notes in the data
used in this thesis would have taken a considerable amount of time to record, and
this is reflective of the general administrative burden in health and social care
[9, 42, 41, 48]. The proposed solution involves using automatic speech recognition
models to transcribe audio recordings of meetings, which are then summarised
into case notes by LLMs, allowing workers to focus on service delivery during in-
teractions. After the meeting, the worker can validate and make minor corrections
to the transcription. The LLM could be further tailored to extract key actions,
summaries, and statutory information required for reporting. By integrating this
functionality with existing social care systems, the report suggests that time spent

on administrative tasks could be significantly reduced.

A 2024 survey of healthcare practitioners found that 95% anticipate that LLMs
will be used to automatically generate health records [212], perhaps because such
products already exist in health and social care [126, 15]. Google is offering a
healthcare product that works with recordings of clinician-patient conversations to
“instantly convert data into drafts of medical notes, which physicians then review
and finalise before they’re transferred in real time to the hospital’s electronic
health record” [216]. A feature on the use of Microsoft’s LLM-based Copilot
on the UK Local Government Association (LGA) website states, “social care
workers experience a significant reduction in administrative burden, freeing them
to dedicate more time to direct client care” [15]. A similar product offered by
a competitor states it saves one day per week of worker time [217]. One local
authority that has introduced LLLM generated case notes reports “significant time
savings in completing case notes and assessments, with an average reduction of
50 to 60 per cent”. [15]
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Although there are no published statistics about how many councils are using
similar products, at the time of writing in November 2024, there are nine local
authorities in England whose website contains a privacy notice stating that LLMs
may be used to process their social care data [218, 219, 220, 221, 222, 223, 224,
225, 226]. A further three local authorities are featured using LLMs in social
care on the LGA website [15]. Other local authorities mention on their websites
that they use LLMs, either explicitly for adult social care [e.g. 227, 228] or more
generally that LLMs are integrated into their MS Office suite [e.g. 229, 230, 231,
232, 233, 234, 235]. In a June 2024 LGA survey of English local authorities, 43%
of respondents saw the greatest opportunities for Al in health and adult social
care [p.32 15].

3.3.1.3 Efficiency savings from LLMs in social care practice

The potential for LLMs to generate efficiency savings through reducing documen-
tation pressures is a key argument for their adoption and is cited in both academic
literature and in reports from local authorities adopting them [e.g. 212, 15]. This is
particularly appealing in social care, where demand is increasing and budgets are
highly constrained [26, 4]. However, the scale of these potential savings remains

uncertain and requires careful examination.

In the financial year 2022/23, net current expenditure on adult social care in
England was £20.2 billion, with approximately 10% allocated to social work ac-
tivities such as needs assessment, care planning, and safeguarding [3]. Figure 9.2
illustrates the proportion of the adult social care budget spent on such activi-
ties, which has remained relatively stable at around £1.9-2 billion annually in
real terms since 2015 [3]. While some suppliers claim that their LLM products
can save up to eight hours of administrative time per worker per week [e.g. 217],
there is not yet an impartial assessment of the time saved, or the quality of the
documentation produced. Extrapolating supplier claims to England’s £2 billion
annual expenditure on social work activities suggests possible savings of £450

million.! However, such estimates depend on the extent to which documentation

1This is higher than the spend on social workers in England calculated from workforce data
and unit costs. Skills for Care report that there were 15,600 filled, full time equivalent local
authority social worker posts in 2021/22 [236], which multiplied by a unit cost of £85,174
per social worker in the same year [237] is around £1.33 billion. However, the Skills for
Care data only includes qualified social work posts, and not the large but unknown number
of unqualified care managers exercising social work functions [238]. It is more appropriate
to use the ASC-FR figure to count the cost of assessment and care planning, regardless of
whether this is undertaken by qualified social workers or non-qualified staff.
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tasks can be automated effectively.

The capacity of LLMs to deliver these savings varies depending on the nature
of the tasks involved. For example, summarising long narrative notes, such as
detailed accounts of home visits, may lend itself to automation. However, such
notes often include observations or professional judgements that cannot be au-
tomated. Case notes can contain information that may not be available to an
LLM model. Alternatively, there may be instances where there are a significant
number of words recorded, yet limited opportunity to save time. To demonstrate
these points, I include in Figure 3.6 two examples of case notes from the admin-
istrative dataset where there were around 2,000 words recorded in a day. In the
first example, all the words are in one long description of a home visit. In the

second example, the words are spread across 33 case notes.

Day 1: 2000 words in 1 note Day 2: 2000 words in 33 notes

Time | Summary Time | Summary N words
Outline of home visit including: 09:01 | Discharge required today 57
- Verbal abuse from son towards mother (an older woman receiving 09:05 | Problem with discharge. Ms Smith has no keys. 148
social care services). 09:36 | Call to care agency. They have keys. 48
- Allegations of financial abuse by mother regarding son. | o " .
- Statement from son he is unable to cope with providing care and || 10:00 | Call from OT notifying of discharge time. 50
is leaving. 10:31 | Ms Smith discharged. Could not enter house. 60
- Statement from son that his mother needs to live in a care home.
- Son's depature. 11:00 | Ms Smith has been taken back to the ward. 61
- Visual assessment of social worker that mother appears 11:15 | Granddaughter unaware of hospital discharge. 30

appropriately dressed.
- Note from social worker that the mother appeared clean and tidy 11:17 | Phone call to ward. They were unaware of readmission. | 85
and was not malodorous.

- Note from social worker that mother appeared lucid.
- Disclosure from mother of concerns about her son's behaviour 11:45 | Care agency will try to find worker with keys. 63
and that of his friends.

- Discussion about potential drug use by son.

11:36 | Phone from ward. Ms Smith is present but not readmitted. | 85

12:00 | Care agency cannot yet find available worker with keys. | 94

- Discussion of legal and practical options for mother's safety. 12:10 | Hospital transport arranged. 108
- Potential and desire for son to enter drug rehabilitation.
- Options for mother to enter residential care home. 12:20 | Care agency updated. 96
- Return of the son. 12:21 | Transport time updated. 61
- Statement from son that his mother is a liar.
- Visual assessment from social worker that son appeared 12:30 | Care agency has no keys yet. 7
) extremely anxious and jittery. ) ) 13:20 | Transport will not discharge without keys. 69
16:30 | - Description from social worker of son's behaviour searching
(2000 | through drawers and cupboards and his mother's handbags. 13:30 | Son has keys. 76

words) | - Second departure from son, stating he will not return again.
- Social worker describes the state of the property, which is

unclean, with very little food in the fridge and incontinence pads 14:12 | Ward updated. 19
strewn all over the kitchen.

14:10 | Care agency updated. 68

- Social worker describes their observations of mother's mobility as 14:45 | Care agency confirms worker. 27

she appears to have difficulty standing. 15:06 | Care agency awaiting transport at Ms Smith's home. 49

- Social worker noted that there did not appear to be any visible ) .

medication and asked mother where it was. She did not know. 15:09 | Ms Smith still on ward. 81

- Social worker noted dirty laundry around property and handbags 15:27 | Care agency unwilling to wait indefinitely. 5

in the mother's bed. _ .

- Mother informed social worker she sleeps with her handbags to 15:30 | Ward unsure of discharge time. 6

prevent theft. . " .

- Social worker advised mother to report her son to the police but 18:36 | Ward report discharge will happen tomorrow. 2

mother declined, although she does not wish her son to live with 15:39 | Care agency updated. 60

her anymore. . .

- Social worked noted that she felt the mother had the mental 15:48 | Services formally restarted from tomorrow. 15

capacity to make this decision. 15:50 | Care agency informed. 99

- Social worker arranged with care agency for a regular care .

worker. 16:02 | Son informed. 94

- Social worker to contact housing to change the locks on the 16:14 | Case conference rescheduled. 61

property.

- Social worker agreed to return the next day and discuss with 16:25 | Granddaughter updated. 149

mother arrangements for her safety. 16:25 | Ward updated. 32
16:32 | Son updated. 10

Figure 3.6: Examples of case notes
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It seems plausible that a single, long note which is a record of a visit would
be a good example of a case note that could be automatically summarised from
a transcript of the audio in considerably less time than it might have taken to
write. However, closer examination of the note reveals that while an LLM might
generate a note more quickly, it could not be equivalent as the note includes
content that a summarisation model would be unable to generate. Firstly, there
are observations that cannot be deduced from an audio transcript. For example,
the social worker remarks that the mother was clean and not malodorous, the
son appeared jittery, incontinence pads were strewn across the kitchen and there
was very little food in the fridge. Secondly, the worker not only describes the
conversation with the mother but also makes a professional assessment of her
capacity to make decisions about her own safety. This is more than a summary.
It serves to discharge a legal duty which, under the Mental Capacity Act 2005,
cannot be met by an Al model. Furthermore, any such assessment by an Al
model may constitute automated-decision making which is prohibited under the
UK General Data Protection Regulation (GDPR).

The second example is quite different, but also seems to provide an example of
a case where the potential for time-saving by LLMs may be limited. The 2000
words written in case notes on this day were spread across 33 notes over a period
of over seven hours, and the maximum number of words in a single case note was
149. Each note records a brief phone call arranging one aspect of a discharge. For
example, coordinating with the ward about hospital transport, the care agency
about when their next visit will be, or with the son about access to the property.
While it is technically possible for LLMs to record the phone calls and write up
these notes, it seems unlikely that the majority of the time would have been
taken by the transcribing of the calls rather than assessing the issues which need
to be resolved prior to discharge, deciding who to contact and speaking with
them. These two, quite different examples both demonstrate that there may be

limitations to the benefits of generative LLMs for creating case notes.

It is not yet established how much time LLMs products might save, or how com-
parable their output is to that generated by humans. While it is certainly true
that there are large volumes of case notes that take a long time to generate, it is
not clear what proportion of these notes could be automatically generated. Sub-
stituting handwritten notes with automatically generated ones is likely to save
time, but would not constitute an efficiency saving unless it were established that
the documentation created was of comparable quality [239]. Realising potential

savings depends not only on the appropriateness of LLMs for different documenta-
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tion tasks, but also on the quality and accuracy of their outputs, which I explore
in the next section. A comprehensive evaluation of potential efficiency savings,
including factors such as adoption, scalability, and organisational readiness [240],
is beyond the scope of this thesis, which focuses on specific aspects of the use of
LLMs in social care. However, this remains an important area for future research

and I return to it in Chapter 9.

3.3.1.4 Accuracy of LLMs used in care practice

The effectiveness of Al products to create or retrieve information from case notes
is yet to be determined in social care. The established metrics for quantifying
the accuracy of generated texts arise from machine translation, and work by com-
paring an LLM generated text to a reference text created by a human. This
can be done lexically. For example, Bilingual Evaluation Understudy (BLEU)
compares the overlap of n-grams (phrases of n or more words) in reference and
generated texts and is considered a reliable metric [241]. Alternatively, Recall
Oriented Understudy for the Gisting Evaluation (ROUGE) compares overlaps of
n-grams, word sequences and word pairs [241]. As neither approach takes account
of synonyms, often the Bidirectional Encoder Representations from Transformers
(BERT) score is used, which measures semantic similarity through the cosine dis-
tance of the reference and generated text in vector space [241]. However, with
medical records, Van Veen et al. [208] found that the correlation with human

judgement is not higher than 0.25 for any of these methods.

It is not yet established whether these metrics are sufficient for evaluating accuracy
of summarisation of social care records. However, both the performance of such
metrics in healthcare and issues inherent in the way that the metrics are designed
might suggest it is likely that new metrics will need to be developed. I demonstrate
in Table 3.3 some examples of typical sentences that one might find in social care

case notes.

Table 3.3: Reference sentences

Sentence No. Sentence

She is very disabled and at risk of falls and abuse from her son.
He lives with his daughter and she provides all care.

She lives on her own and is lonely.

He has advanced dementia and cannot be left alone.

Grade 4 bed sore needs dressing changed 4x daily

U W N =
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I set out in Table 3.4 two possible generated versions of each sentence. Version a.
is lexically similar, but semantically different, either omitting key information or
contradicting the original sentence. In contrast, version b. is semantically similar

but rephrased using different terms.

Table 3.4: Sentence summaries

Sentence

1. She is very disabled and at risk of falls and abuse from her son.
She is very disabled and at risk of falls and lives with her son.

He has mild dementia and can be left alone.
His Alzheimer’s is severe and he must be accompanied at all times.

5. Grade 4 bed sore needs dressing changed 4x daily
Grade 1 pressure sore needs dressing changed 1x daily

Extremely severe necrotic pressure ulcer requires QDS intervention

Comparison of BLEU, ROUGE and BERTscore

BLEU ROUGE BERTscore
0.75 1

0.50 1
0.254 I
0.004
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Sentence number
Figure 3.7: Rouge, BLEU and BERTscore
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Figure 3.7 presents the ROUGE, BLEU, and BERTscore metrics for each ver-
sion of the sentences. BLEU and ROUGE, which rely solely on lexical similarity,
consistently rate the first version (which omits key information or reverses mean-
ing) as closer to the reference sentence than the second version (which is lexically
different but semantically similar). The second version frequently receives very
low scores due to insufficient n-gram overlaps. While BERTscore captures some
semantic similarity between the second version and the reference sentence, it still
ranks the first version as more similar. This indicates that these metrics may
not be appropriate for evaluating the accuracy of summaries. For instance, in the
first example, the sentence omitting the risk of abuse scores highly across all three

metrics.

Developing a suitable evaluation metric for free text summaries in social care
presents unique challenges. The omission of even a few highly salient words,
such as those indicating a risk of abuse, might have severe consequences. While
Van Veen et al. [208] found that LLM-generated summaries of text records could
outperform human summaries overall, it will be important to establish what the
implications would be in the one-fifth of instances where LLM summaries were
judged to be worse than those of professionals. Additionally, the study was lim-
ited by practical challenges, such as the length of doctor-patient conversation
transcripts, which made some assessments of accuracy infeasible. Similarly, the
size and complexity of social care data, combined with the lack of suitable evalua-
tion metrics, make it impractical for me to assess summarisation accuracy within
the scope of this thesis alongside the evaluation of bias and focus on LLMs for
classification and generating inputs for statistical modelling. However, evaluating
accuracy is central to the adoption of LLMs in social care, and I revisit it in
Chapter 9.

3.3.1.5 Bias of LLMs used in care practice

Another important concern regarding the use of LLMs in care is the potential for
bias [242]. Bias in LLMs refers to undesirable, systematic differences in outputs
across demographic characteristics, particularly those that disadvantage groups
who are marginalised or legally protected [243]. Such biases can be related to

gender, race, ethnicity, socioeconomic status, or other characteristics.

Bias in Al products which generate social care documentation can exist in either
of its components. Firstly, digital sound files are generated through audio record-

ing of interactions with users of care services, and automatic speech recognition
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(ASR) models are then used to create a transcript of these conversations [207].
Subsequently, a summarisation LLM is used to synthesise this transcript into a
case note. There are racial disparities in ASR models, with transcription errors
disproportionately affecting ethnic minorities [244]. Furthermore, ASR products
are prone to hallucination, where gaps in speech are filled with fabricated content
[245]. This is particularly concerning in a social care context, as harmful hallu-
cinations were more likely to occur where individuals have aphasia, which is a
symptom commonly associated with conditions such as stroke or dementia, which
often lead to social care needs. Secondly, the summarisation LLM may exhibit
bias such as the omission of relevant information or the inclusion of extraneous or
even false information. Bias in LLMs used for relieving the administrative burden
in social care could impact decision-making, as well as erode public trust in the

use of such products in social care services.

The rationale for the research question in Chapter 8, which evaluates gender
bias in state-of-the-art LLMs used to summarise social care notes, was driven
by the need for careful evaluation of bias in these models. While the potential
for bias spans various social dimensions, this thesis focuses on gender bias for
several reasons. Firstly, gender disparities in social care are well-documented, with
women representing the majority of care recipients, unpaid carers and care workers
[246, 247, 248, 249, 107]. Decisions made about social care disproportionately
affect women [250], and evaluating gender bias in LLMs aligns with these broader
equity concerns. Secondly, gender bias in LLMs continues to be a focus of ongoing
research, and it has been observed in LLMs used in other domains, such as hiring
algorithms and language translation [251, 252]. Finally, as gender is a prominent
and easily identifiable characteristic in social care case notes, it provides a clear

entry point for analysing how biases might manifest in LLM outputs.

Although this thesis narrows its focus to gender bias, the same methodological
and conceptual challenges apply to evaluating biases across other dimensions, such
as race or socioeconomic status. These broader questions, alongside the issues
of accuracy and applicability, remain essential to the responsible deployment of
LLMs in social care and are revisited in Chapter 9. The same concerns apply to
the use of LLMs extracting structured information from administrative records to

support the evaluation of social care services, as I discuss in the next section.
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3.3.2 LLMs for evaluating social care services

Administrative social care records contain contemporaneous, detailed informa-
tion about the characteristics of people receiving social care services. However,
large volumes of this data are stored as free text. Traditional NLP methods of
extracting information from free text are often limited [253]. LLMs may offer
more potential for success through their improved capacity to understand natural
language, making it possible to identify and structure relevant information from

complex and heterogeneous datasets.

It is difficult to quantify the amount of information stored in free text adminis-
trative records, though in Chapter 4 I give an overview of the 114.4 million total
words of free text recorded for the 3,046 individuals included in this thesis. While
size of the dataset is easiest to measure, the amount of information contained in
these words will depend on the heterogeneity, noise and complexity of the data
[254]. The range of the sources of the information recorded, the richness of the
text, and how the documents relate to one another contributes to the amount
of information contained [255, 256]. In social care, text may be gathered from
several sources, such as the person receiving care, medical professionals or family
members, and this variety is not measured in bytes. Conversely, unstructured
data can contain noise, which increases size without a corresponding increase in
information. Noise could be created through spelling error, poor grammar or tran-
scription error which render text data impossible to decipher [257, 258]. There
might also be repetition. An example seen in the administrative dataset is that
occasionally a worker may copy and paste emails into case records, choosing to
include the entire thread each time they send or receive a new message, inflating
the size of the data without increasing the information contained. Finally, the
amount of information contained in data also depends on its complexity, i.e. the
amount of work required to extract information from data. Gandomi and Haider
[254] describe the idea of data complexity as the need to connect, match, cleanse
and transform data (p139).

Structured and unstructured data both require cleaning. I outline the process
with structured data in Chapter 4. The process of extracting information from
unstructured data is a central theme of this thesis. While the precise amount of
data is difficult to quantify, 114.4 million words is too much for an individual to
read. Meadow and Yuan [201] define data as potential information. In these terms,
if LLMs can increase the potential for extracting information from administrative

data over traditional NLP models, it has the capacity to improve understanding
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of the needs, interventions and outcomes of social care users.

3.3.2.1 Predictive modelling and early intervention

The LOTTI report highlights predictive modelling as one of the most promising
applications of LLMs in social care [14]. Specifically, it suggests using LLMs to
extract information for use in machine learning models to forecast the likelihood
of a person being hospitalised within a given timeframe. The proposed system
would generate a prioritised list of users at risk, providing workers with risk scores
to guide triaging decisions. For instance, when logging into a case management
system, social workers would be able to see which individuals are at high risk of
hospitalisation in the next six months. A model would integrate structured, needs-
related metrics such as mobility, prior hospitalisations, and care visit frequencies
with free text data about the needs and circumstances of care users. The idea of
such products is that support could be targeted on this basis, though this would
require further work into whether there are effective interventions to reduce risk

of hospitalisation in those identified.

LLMs may be a useful tool to extract the information from the large quantity of
data in administrative records, as they offer the potential to extract meaningful
insights from free text, filling the gaps left by survey data and structured admin-
istrative data. I examine the capacity of LLMs to extract information from free
text administrative records in Chapter 6, where I also compare their accuracy
against traditional NLP models. However, while NLP and LLMs are widely used
with health data [e.g. 259, 260, 261, 152, 262, 153, 154], I am aware of only a
handful of papers which use similar methods with social work or long-term care
data [149, 150, 151]. The analysis in Chapter 6 is, to my knowledge, the first pa-
per using LLMs to extract characteristics of care users from administrative social
care records for the purpose of understanding the relationship between needs and
service use, and the first study to extract any information from free text social

care data in England.

3.3.2.2 Using LLM-extracted data for understanding service use

One purpose of extracting structured from unstructured data is to use it to eval-
uate social care services. An important area for evaluation relates to potential

effects of changes in the types of care services provided. Internationally, the
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increased pressure on public funds of an ageing population has led to a retrench-
ment in community care services, with more focus on personal care and nursing
tasks, and services for loneliness and social needs shifted to unpaid carers [see
5, 263, 264, 6].

However, there may be unintended consequences of this approach. Social inclusion
services such as day centres can lead to a reduction in loneliness [265], a factor
associated with higher risk of care home admission for older people observed in
surveys [266, 267]. Despite this, there has been limited analysis of how reducing
the availability of these services for those with the highest needs — particularly
individuals receiving publicly funded care — affects the likelihood of care home
entry. This informs the research question in Chapter 7, which explores loneliness
as a risk factor for care home entry among older social care users using struc-
tured data extracted in Chapter 6. While this approach can highlight a strong
association between loneliness and earlier care home entry, it cannot establish
whether reducing loneliness reduces this risk. Nonetheless, these types of analy-
ses demonstrate how information extracted with LLMs can deepen understanding
of the relationships between needs and service use, providing valuable insights for
policymakers and paving the way for further research into the consequences of

service changes.

3.4 The importance of data quality

While the potential for LLMs to transform unstructured administrative records
into meaningful insights is significant, their effectiveness is inherently tied to the
quality and reliability of the underlying data. Before we can confidently apply
LLMs to extract information and evaluate social care services, it is crucial to
evaluate the extent to which the data they are being applied to is robust. In the
following chapter, I turn my attention to the dataset used in this thesis, detailing
the processes involved in acquiring, pseudonymising, and preparing the data for
analysis. By thoroughly examining the steps taken to address challenges such as
data quality, completeness, and consistency, I aim to provide a clear understanding
of the strengths and limitations of the data used in the subsequent analyses. This
rigorous assessment not only underscores the importance of domain knowledge
when using LLMs for social care research, but also demonstrates the reliability of
the findings.
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4 Establishing the reliability
of administrative data

In this chapter, I examine the data used in this thesis, focusing on the processes
involved in acquiring, pseudonymising, and preparing the dataset for analysis. I
detail the steps taken to ensure data quality, including addressing challenges such
as missing information, over-redaction of free text, and inconsistencies in service
cost and needs assessment data. By documenting these processes, I aim to provide
a clear understanding of the dataset’s structure and reliability, which serves to
demonstrate the robustness of the findings in the analyses presented in subsequent
chapters. This chapter also illustrates the substantial amount of complex and
iterative work required to assess data quality and transform administrative records
into a format suitable for research, which is a key finding of the thesis. The nature
of this process underscores the importance of understanding the intricacies of
data collection and processing in social care. I also describe in this chapter the
demographic characteristics of individuals receiving services, highlighting patterns

in age, ethnicity, and support needs.

4.1 Data pseudonymisation and egress

The dataset used in this thesis comprises the pseudonymised, local authority ad-
ministrative records for older adults using adult social care in a London local
authority. This group was defined as adults aged at least 65 years on the 31st
August 2020 who had been in receipt of long-term (defined as at least one year)
community adult social care services during the period 1st January 2016 - 31st
August 2020. This included 3,046 individuals in this local authority.

4.1.1 Information governance and ethics

The project partners were the Care Policy and Evaluation Centre (CPEC) at the
London School of Economics and Political Science (LSE), the local authority and
the local NHS Commissioning Support Unit (CSU). These organisations made a
joint application to the NHS Confidentiality Advisory Group (CAG) for permis-
sion to use free text administrative social care records and received approval in
August 2020 (application reference number 20/CAG/0043). This approval was

renewed yearly. A Data Processing Agreement was signed between CPEC and
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the local authority, who remained the data controllers, while CPEC acted as data
processors. The free text data was pseudonymised by the local authority, then
passed to the CSU for further removal of any remaining identifiable information,
such as NHS numbers, before being sent to CPEC. The data flow process is illus-
trated in Figure 4.1. The first data extract was sent using this process in August
2021.

This study uses secondary data from administrative records, which were
pseudonymised prior to egress to remove identifiable personal information (e.g.,
names, addresses, NHS numbers, and other unique identifiers). This process is
described in the next section. According to the UK General Data Protection
Regulation (GDPR), processing of these data was conducted under the legal
basis of legitimate interests, which does not require individual opt-in consent.
A Data Processing Impact Assessment was completed, and the details of the
project were made publicly available via a Privacy Notice on the local authority’s
website, with local opt-out options provided. Ethics approval for the project was
granted by the LSE Personal Social Services Research Unit’s ethics committee
on 30th May 2019, in compliance with the LSE’s Research Ethics Policy.

Model development

—) 1 Extracting structured data from free text
> AR 2 Linking this to service use data
Care records tool (PSCI
database ColllBECleansr) 3 Summarising text data

“ A Care Policy and Evaluation Centre at LSE (CPEC)
Local authority

DSA

0 National Health Service (NHS)
Commissioning Support Unit

Secure processing

Model evaluation

Removal of
structured
identifiable info (e.g.
NHS numbers)

Legend Identifiable structured + free text data
DSA: Data sharing agreement DA RES
DPA: Data processing agreement

Pseudonymised data
Data processor Data processor )

Figure 4.1: Data flow and data sharing agreements
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4.1.2 Development of the free text pseudonymisation tool

The free text data was pseudonymised using PSCleaner [268], an open-source
tool developed by the CSU specifically for this project. This tool was designed
to remove personally identifiable information, such as names, telephone numbers,
locations, dates, and currency from text data. Development was an iterative
process. Prior to the extraction of the data, I received an early version of the tool
and its source code in September 2020, and wrote some tests to ensure the tool’s
reliability.! During this process, I identified some words that were incorrectly

W

redacted, including relevant terms like “hygiene,” “enjoy,” and “discomfort.” I
shared this list with the developers, and we arranged a meeting to discuss the
issue. I pointed out the area in the code where it appeared these false positives
were occurring. The developers subsequently updated the software, and these

words were no longer redacted.

After this issue was resolved, the local authority conducted further testing of the
tool in October 2020 on a sample of 13 individual records. They manually verified
that these records contained no personal information before sharing them. My
assessment confirmed that while no personally identifiable information remained,
some instances of over-redaction persisted. Specifically, responses to structured
questions, which could not contain free text, were unnecessarily redacted. I raised
this with the local authority, who reviewed the affected fields. It became apparent
that non-dictionary words beginning with capital letters were being misidentified
as names. For example, responses such as SuppLiv (supported living), Shelt (shel-
tered housing), Nurs (nursing care home), and Res (residential care home) were
all redacted. Once this issue was highlighted, the developers updated the code
again. Additionally, the local authority decided not to apply the pseudonymisa-
tion software to responses where free text could not be entered. We continued
with further testing and established a fortnightly meeting schedule with the local
authority and CSU from December 2020 to August 2021. The purpose of these
meetings was to ensure all stakeholders were confident that the pseudonymisation
software was fully refined and to discuss data egress procedures. The successful
development of the tool was a sustained and collaborative process, relying on on-
going commitment and engagement from all parties over several months to refine

and implement the solution.

!The tests were written in Python and TypeScript [269], as the software used regular expressions,
which can behave inconsistently across different programming languages due to variations in
syntax and implementation [270]. For details of the code, see the GitHub repository [268].
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4.2 Reliability of structured data

I received the first data file in August 2021, marking the beginning of a collab-
orative process of assessing data quality which continued until July 2022. Over
the course of this period, I engaged in an iterative cycle of identifying anoma-
lies, providing feedback, and receiving clarifications or additional data as needed.
This section outlines that process to demonstrate the robustness of the findings
derived from this dataset. The main components of the data received from the
local authority are detailed in Figure 4.2. This figure also includes the dates each
file was received, highlighting the iterative nature of the data extraction process

needed to resolve issues like missing records and metadata.

Demographics
Time-invariant

3046 rows, 12 columns

3046 PersonIDs

Received: August 2021

Needs assessments ( Case notes \ Service use
4 )

Structured and free text Structured and free text Structured data
Overview assessments Case notes Services received
Mar 2010 - Oct 2020 Mar 2010 - Oct 2020 Mar 2015 - Oct 2020
295,424 rows, 10 columns 1,149,354 rows, 10 columns 16,434 rows, 8 columns (no cost data)
2851 PersoniDs (subset of All 3046 PersoniDs All 3046 PersoniDs
Demographics)
Received: August 2021 Received: November 2021 Received: January 2022
Incomplete assessments Service costs
Mar 2010 - Oct 2020 Mar 2015 - Oct 2020
167,269 rows, 3 columns 16,434 rows, 10 columns
All 3046 PersonIDs All 3046 PersonIDs
Received: May 2022 ( Assessment metadata \ Version 1 received: February 2022.
| Structured data Version 2 received: March 2022.
Additional assessments Service suspensions
Mar 2010 - Oct 2020 Assessments Mar 2015 - Oct 2020
3,634,515 rows, 15 columns Overview assessment question codes, 16,434 rows, 10 columns
options and full text (Aug 2021)
All 3046 Person|Ds All 3046 PersonIDs
Additional assessment question codes, )
Received: July 2022 options and full text (July 2022) Received: February 2022

/ VAN _/

Figure 4.2: Outline of data received

A query was developed to identify all individuals in the borough who were aged
65 years and over by 31st August 2020 and who had been receiving adult social
care services in the community for at least a year at some point since 1st January

2016. This resulted in a cohort of 3,046 people, included in the Demographics file
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received in August 2021, which contained information on sex, year of birth, year

of death (if applicable), and ethnicity.

4.2.1 Needs assessment data

The first file extracted contained needs assessment data for 2,851 individuals.
Upon reviewing the data, I noted that each of the 295,424 rows corresponded to
the response to a specific assessment question for a given PersonlD on a particular
date. The needs assessment form template I had been sent comprised 49 questions,
so I initially expected 49 rows per person for each assessment date. However, I
discovered many instances where only two or three responses were recorded, and
others where between 30 and 52 questions had been answered, as illustrated in
Figure 4.3.

Number of responses per PersonID per form

3000+

2000+

Count

1000 -

- ﬁmmmmﬂﬁmmmﬂﬂﬂﬂﬂ [

0 20 40
Number of answers

Figure 4.3: Number of responses per PersonlD per form

Through my weekly meetings with the council, I was able to determine that there
had been several minor changes to the assessment form over the period in question.
This explained the clustering of responses around 49, corresponding to periods
when the form had a different number of questions. Lower numbers of responses,
particularly very low numbers, likely represented forms that had been started but
not completed. While it was straightforward to identify forms with fewer than, for
example, 40 responses, this presented a potential issue. If a form was incomplete,
the responses should not be considered accurate and ought to be excluded from
the analysis. However, determining whether a form was incomplete based solely

on the number of responses was challenging. As the number of fields changed over
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time, it was difficult to establish whether forms with fewer than the maximum
fields were unfinished, particularly as answers from previous forms were in some
cases automatically carried through when a new form was generated. Furthermore,
a form could have all fields filled in, yet still not be finalised. I communicated these
concerns to the local authority, and in August 2021, they provided the Incomplete
Assessments file. This additional data allowed me to exclude assessments that had
not been finalised from the analysis. The distribution of the number of responses
per PersonID per date after this exclusion process is shown in Figure 4.4. This
reflects the varying number of questions in different versions of the assessment
form over time. There were no longer any forms with fewer than 46 fields included,

as the data only contains complete forms.

Number of responses per PersonID per completed form
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Count

500+

47 49 51
Number of answers

Figure 4.4: Number of responses per PersonID per completed form

Another significant issue with the data at this stage was that all individuals re-
ceiving a service should have undergone a needs assessment, so it was unclear
why the data only included a subset of individuals: 2,851 out of 3,046. Upon
closer examination of the service use data, it became evident that some data was

missing. I will outline this process below.

4.2.2 Service use data

I initially received the service use data in January 2022. This dataset contained a
row per PersonlD for each service, along with the start date, end date, and type
of service (e.g., direct payment, residential care, day centre). However, it did not

include cost data, which was essential for the analysis, particularly in the analysis
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of loneliness on care home entry, where costs following the initial assessment were
included as a covariate. The local authority was highly motivated to extract all
relevant data throughout the process. After I provided a rationale for the necessity
of cost data, their Information Governance lead confirmed that it was within the

original project scope, and the cost data was sent in February 2022.

Upon reviewing this data, while the overall distribution of costs appeared correct,
some questions arose regarding specific aspects of the data. There were ‘NULL’
values, indicating a missing or undefined entry, raising questions about cost data
completeness. Notably, some services recorded with ‘NULL’ costs were unlikely
to be without cost, as outlined in Table 4.1. Additionally, the cost data contained
only a single numeric field, making it unclear whether this figure represented the

cost to the local authority or the individual receiving the service.

Table 4.1: Services with NULL costs

Service N
Community - Homecare 363
Community - Equipment etc 83
Reablement 72
Permanent nursing placement 34

Permanent residential placement 26

Community - Day care 25

Further discussions with the local authority revealed that the database actually
contained four cost fields, but only one had been extracted. A new version of
the data was provided in March 2022, along with the internal algorithm used to
determine which of the four cost fields should take precedence. After applying
this algorithm to the data, the only services with NULL or zero weekly costs were
those where this was appropriate, such as equipment, health-funded services, and
reablement (which are block-funded rather than individually-costed). Costs were
now associated with all residential, nursing, and domiciliary care services. These

adjustments ensured that service cost data was comprehensive.

4.2.3 Extraction of all needs assessment data

After receiving time-variant cost data, I was able to investigate the issue of the
missing assessment data. I plotted the trajectories of cost over time, overlaid

with the dates of each assessment. The Care Act assessment process mandates
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that there should be an updated assessment whenever there is a change in need.

However, it was clear that there were significant changes in provision of services

which were not preceded by an assessment. I include in Figure 4.5 a sample

of nine such cases, with assessment dates overlaid on to the cost trajectories. I

discussed with the local authority that the extracted assessment forms seemed

to be a subset of all needs assessment. This would explain why there were some

individuals with no needs assessments at all, and others with changes in service

but no corresponding record of a change in need.
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Figure 4.5: Cost trajectories and assessment dates (original forms)

response to this, the local authority generated an extract containing all com-

pleted forms for the individuals in question, as the original extract of assessment

forms had only included one form. Although this was the primary assessment
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form used during the period of observation, several other assessment forms were
also in use. The use of different forms was not related to need but to internal
processes. If an assessment and care plan were already in place, generally a re-
view form would be completed, though this contained almost identical fields to
an assessment form. Additionally, the primary assessment form was introduced
shortly after the Care Act 2014 came into force in April 2015, and there were other
assessment forms used during the period of observation. While there were nine
assessment forms in total, there were multiple versions of each form over time, as
questions may be added, or drop-down response options changed (though the ma-
jority of these changes are relatively minor). I include in Table 4.2 a breakdown

of the versions of each form in the administrative dataset used in this thesis.

Table 4.2: Versions of assessment forms in the administrative dataset

Form Name N % Versions Form Type
Assessment Form 1 9099 38.2 20 Assessment
Assessment Form 2 3697 15.5 15 Assessment
Assessment Form 3 3146 13.2 3 Assessment
Assessment Form 4 2284 9.6 9 Assessment
Review Form 1 1735 7.3 15 Review
Assessment Form 5 1194 5.0 13 Assessment
Assessment Form 6 1162 4.9 9 Assessment
Assessment Form 7 789 3.3 13 Assessment
Review Form 2 722 3.0 3 Review
Total 23828 100.0 100 -

Although it happens to add up to 100, the number of versions
of forms is a count and not a percentage.

I include in Figure 4.6 the previous care trajectories, now with the additional
relevant forms overlaid. After producing these plots and discussing them with
the local authority, it became evident that the additional assessment forms were
relevant, as they were capturing need prior to a change in service provision. In
July 2022, the local authority extracted and provided this additional data, which
included around 3.6 million rows of assessment questions, encompassing all 3,046

PersonlIDs. This is labelled as Additional Assessments in Figure 4.2.
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Cost trajectories and assessment dates
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Figure 4.6: Cost trajectories and assessment dates (additional forms)

4.2.4 Establishing reliability of structured fields

Once it was established that the coverage of the data was comprehensive, I needed
to ascertain which fields were reliable. In this section I describe this process, which
consists of comparing the distribution of characteristics like age and ethnicity to
the expected distribution from national datasets. I also compare the responses in
related fields for the same individuals. The conclusion of this is that functional
ability fields recorded in the needs assessment forms appear to be reliable: the
distribution is as expected, they are updated regularly, and internally consistent.
However, not all information recorded in administrative records is reliable. In

particular, the Primary Support Reason field (PSR) does not appear to reflect
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expected levels of need, and I do not use it in the subsequent analysis in this

thesis.

4.2.4.1 Age

The study is focused on older adults who are long-term users of adult social
care. The definition of this group is: adults aged 65 years and over by the 31st
August 2020 who were in receipt of adult social care services in the community
for at least a year at some point since 1st January 2016. This included 3,046
individuals in this local authority. The median age of all individuals during the
period of observation was 81 years, with a distribution as set out in Figure 3.
The demographics data provided year of birth and year of death, so the mean
is an average of each age rounded to the nearest year. Individual age in 2020
was calculated as 2020 — year of birth, except in cases where the person had died

before 2020, in which case I used year of death — year of birth.
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Figure 4.7: Age distribution

In Figure 4.8, I present a comparison of the age distribution for individuals aged 65
and over who report receiving local authority care, using survey data. I focus on
the 2014 wave of the Health Survey for England (HSE), as subsequent waves report
age in five-year bands. In both HSE and the English Longitudinal Study of Ageing
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(ELSA), individuals over 90 are grouped together as aged 90. For consistency, I
apply the same grouping to the administrative data and Understanding Society.
With individuals over 90 banded together, the mean ages are 78 in HSE, 79 in
Understanding Society, 81 in ELSA, and 82 in the administrative data. ELSA
and HSE show a higher proportion of people at the lower end of the age range,
which may reflect the issue discussed in the introduction: as people age and their
needs increase, they are less likely to participate in surveys. However, since the
totals for these groups are relatively low in absolute terms, it is difficult to draw
firm conclusions. Overall, the age distribution in the administrative data aligns
broadly with expectations based on survey data, with the distributions appearing

relatively similar and the largest group being those aged 90 and over.
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Age distribution: older people receiving LA care (Und. Soc. waves 9, 11, 13) Age distribution: older people receiving LA care (ELSA waves 6-9 pooled)
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Figure 4.8: Comparison of age distribution with survey data

4.2.4.2 Ethnicity

Table 4.3 shows the breakdown of ethnicity by gender in the administrative data.
Almost half (47.8%) of those receiving services are recorded as White British. It is
worth noting that there is significantly more ethnic diversity among those receiving
statutory adult social care compared to the borough’s general population, where
79.6% of individuals aged 50 and over were White British in 2021. In that same
year, there were 12,700 people over 50 from minority ethnic backgrounds in the

local area, although a detailed breakdown by age, local authority, and ethnicity is
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not available [271]. While the 1,590 people who were not White British cannot be
directly compared to this figure — as they represent a flow of individuals over five
years — it appears that individuals from minority ethnic backgrounds are more

likely to receive statutory adult social care.

Table 4.3: Breakdown of ethnicity by gender (administrative data)

Ethnicity F M Total %

White British 881 575 1456 47.8
White other 402 227 629 20.7

Black 280 179 459 15.1
Not known 189 132 321 10.5
Asian 94 53 147 4.8
Mixed 21 13 34 1.1
Total 1867 1179 3046 100.0

Note: The raw data does not contain cate-
gories for Black, Asian or mixed British.

Given that this is a London borough, we would expect to see a higher proportion
of individuals from ethnic minorities compared to surveys covering the whole of
England, so it is not appropriate to compare absolute proportions with national
survey data. However, in Figure 4.9, I compare the proportion of non-White
British individuals in surveys who report receiving local authority care with the
proportion of non-White British people in the general population aged over 65.
Although the confidence intervals are wide due to the small numbers of people
receiving local authority care, the general trend remains consistent: a higher pro-
portion of individuals from ethnic minorities receive local authority care. This
trend supports the reliability of the ethnicity data in the dataset. In Chapter 5,
I also compare the proportion by ethnicity with the Adult Social Care Survey
(ASCS) data, finding the proportion of individuals from ethnic minorities in this
dataset is very close to that recorded in ASCS, which supports the same conclu-

sion.
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Comparison of ethnicity of older people receiving LA care against general population
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Figure 4.9: Comparison of ethnicity of older people receiving LA care

4.2.4.3 Service costs: data cleaning/cost smoothing

I received service cost data in the format of a list of services provided for each
PersonlD, with each row containing start and end dates and the service cost. This
table contained 16,434 rows. I transformed this into a daily panel format, with a
row for each service received by each PersonlD for every day that they received a
service. In this format the data comprised 6,372,162 rows, and enabled straight-
forward calculation of the total cost of services per person per day by summing
all services provided on that day. However, this approach led to a recurring issue
where service costs appeared to briefly double. I set out in Figure 4.10a an exam-
ple of this across a sample of nine cost trajectories. PersonlD 2 appears to jump
from requiring around £850 to £1700 a day of services in 2017 and 2019. This
individual resided in the same nursing care home from 2016 onwards. However,
when the weekly price was subject to a yearly contractual uplift, the service was
formally ended, and a new service was created. The end date of the previous
service and start date of the new service were the same, leading to this apparent
doubling of cost for one day. This occurs frequently, and we see the same effect
for PersonlDs 1, 7, 8 and 9. I resolved this by assuming that where such spikes
occurred at a time that a service ended and a new one began, this reflected the

data entry process rather than an actual doubling of services received, and the
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true cost that should be used is the cost of the new service. The result of the

same trajectories after this can be seen in Figure 4.10b.
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Figure 4.10: Service costs: before and after smoothing

4.2.4.4 Service costs: distribution of costs

I present in Figure 4.11 the distribution of cost for each service type. The plot
appears as I expected. Cost data should be right-skewed, with the distribution of
community home care packages dropping off at the point it becomes less expensive
to meet the person’s needs in a residential care home. I also expected to see the
distribution of nursing care to the right of residential care, as it reflects individuals
with higher needs. There were a handful of outliers, such as around £200 per week
residential or nursing care costs in some years, which I was able to confirm with

the local authority were errors and were straightforward to remove.
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Distribution of weekly cost by service type
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Figure 4.11: Distribution of service costs

The data includes service-level costs for all services but does not provide informa-
tion on the number of units delivered. This means it is not possible to determine
the unit cost for services that can be provided in varying amounts, such as home
care (which might be delivered for different numbers of hours per week) or day care.
However, it is possible to determine unit costs for nursing and residential care, as
individuals require exactly one unit (i.e. bed). I compared these costs with the
Unit Costs of Health and Social Care from 2016 to 2020 [272, 273, 274, 275, 276].
To account for higher land and labour costs in London, I multiplied the Unit Cost
by the mean London multiplier of 1.203 provided in the unit cost data over these
years. The results, shown in Figure 4.12, indicate that the administrative costs
are very close to the expected unit costs. Additionally, the costs of residential and
nursing care in the administrative data make sense relative to each other, with
nursing care being more expensive than residential care. Both also show a general
trend of increasing by around 3-5% per year, which suggests that the cost data is

reliable.
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Comparison of service cost with unit costs for social care
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Figure 4.12: Comparison of administrative service costs with unit costs for social
care

4.2.4.5 Date distribution of records

In Figure 4.13, I illustrate the date distribution of records across each dataset.
There are certain artefacts in the data, influenced by how the cohort was defined
and the data extraction process, which must be considered during analysis. The
cohort selection query required individuals to have been receiving services since
at least 1st January 2016 and to have been receiving services for at least one
year at some stage the period until August 2020. The expected decline in assess-
ments, notes, and services from 2019 reflects that individuals who began receiving
services after August 2019 could not have been included in the cohort, as they
could not meet the one-year service receipt requirement. The extract includes all
needs assessments and case notes for the 3,046 individuals in the cohort, which ex-
plains the gradual decline observed prior to 2016 in Figure 4.13a and Figure 4.13c.
However, Figure 4.13b presents a notably different pattern, with a steep drop-off
before 2016. This difference arises because, unlike assessments and case notes,
where all relevant records were included for each identified individual, services
which started before 2016 were only included if still being delivered as of Jan-
uary 2016. This means that an individual who started receiving services on 1st

January 2015 and stopped receiving any services on 1st January 2016 would be
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included in the data. However, if they had received a service from 31st December
2010 to 31st December 2015, at which point they stopped receiving any services,
they would not be included. Unfortunately, this means that while the exported
records contain case notes from 2008, and assessment date from 2010, this cannot
be linked to all services received before 2016, and in particular there is very little
service data prior to 2015. As a result, in Chapter 7, which focused on loneliness
at the time that services began, I was unable to determine whether individuals
who had assessments prior to 2015 had received services at this time. This limited
the identification of the initial receipt of care date from the 3,046 individuals in
the cohort to a subset of 1,011 people.

Date distribution of free text entries Date distribution of services provided
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Figure 4.13: Date distribution of extracted records

The plots also show that the number of case notes, services, and assessments
peaked in 2016-17. This was caused by changes in statutory requirements and
internal processes within the local authority. The Care Act 2014, which came
into force in March 2015, played a key role. Discussions with the local authority
revealed that after the Act’s implementation, there was a period of staff training
focused on the new eligibility criteria, followed by the introduction of a new as-
sessment form in November 2015 (labelled Az 5 in Figure 4.13d). This was part

of a broader effort to ensure everyone was assessed under the new criteria [57].
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The figure also highlights that the use of nine different assessment forms over time

was largely due to temporal changes in policy about which forms to use.

While the number of services provided decreases over time, the mean cost of these
services increases, as shown in Figure 4.14b. In this figure, I compare the actual
rise in weekly costs since 2015 with the hypothetical increase if costs had risen
solely by the health rate of inflation [277]. The fact that actual costs are higher,
despite fewer individuals receiving services, suggests a tightening of eligibility
criteria during the observation period, i.e. fewer people are receiving services, but

those who do have higher needs.
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Figure 4.14: Yearly changes in assessments and service costs (administrative data)
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Figure 4.15: Trend in statutory home care costs and recipients (England)

The trend in the local authority aligns with the overall pattern in England, as
shown in Figure 4.15. Specifically, Figure 4.15a illustrates that the number of
adults aged over 65 receiving home care in England decreased from 2015-2019,

which is consistent with the administrative data. Although there was an increase
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nationally in 2020, the administrative cohort definition excludes individuals who
began receiving care after August 2019, so this increase would not be reflected in
the administrative data. Figure 4.15b further demonstrates that while the num-
ber of individuals receiving home care decreased, average spending per person
increased from 2015-2020, and that this was a real terms rise, higher than would
be expected from inflation alone. This mirrors the trend observed in the admin-
istrative dataset. The absolute figures are slightly higher in the administrative
data, but this is not surprising, as the cohort is limited to individuals receiving
services for at least one year.? Additionally, London services would be expected
to cost more than the average across England. I show in Figure 4.14a the count
of individuals receiving care services in the administrative dataset. In 2016, 2017
and 2018, we see similar patterns in the administrative data of individuals re-
ceiving services, and proportions of direct payments, to those in SALT set out in
Figure 4.15. The trends in the numbers of individuals included in the plots are
very different in 2019 and 2020. However, this is to be expected, as individuals
who started to receive care during or after the final quarter of 2019 could not be
included in the cohort, as they could not fulfil the condition of using care services
for at least a year by 31st August 2020.

4.2.4.6 Functional ability

One challenge in establishing the reliability of functional ability data by comparing
it to survey data is that surveys are not representative of the needs of older
people receiving statutory social care services, a key argument in this thesis (see
Chapter 5). However, it is possible to assess reliability by comparing the needs

recorded in one assessment to those recorded in subsequent assessments.

Typically, needs of older people receiving long-term care would either remain sta-
ble or deteriorate over time [278, 279]. For instance, it would be highly unusual
for an individual identified as having severe memory issues in one assessment to
show no issues in the next. While such changes might occasionally occur — for
example, if an assessment had been undertaken while the individual had been

acutely confused while in hospital — these instances are exceptional. Similarly,

2The SALT definition of individuals receiving long-term support encompasses any service or
support which is provided with the intention of maintaining quality of life for an individual on
an ongoing basis, which has been allocated on the basis of eligibility criteria/ policies (i.e. an
assessment of need has taken place), and which is subject to regular review. There is no
minimum period of time for support to qualify as long-term.
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physical needs, such as the ability to dress independently, are generally not ex-
pected to show significant improvement in older adults receiving long-term social
care (rather than short-term services focused on improvement such as reablement),
though minor improvements might occur in some cases. We would expect to see
some cases of individuals moving from having very low needs to very high needs,
which might occur after an event such as a fall or stroke, but if the local authority
is fulfilling its duties to assess needs every time they change, we would hope that

most deterioration would be incremental.

I do not perform a statistical test to assess reliability of assessment in functional
needs, as the literature indicates that function is generally expected to decline,
there is no specific hypothesis about the distribution of how often needs might
improve, deteriorate, or remain stable in statutory care users. Instead, I present
in Figure 4.16 the flow of needs between assessments for memory and dressing.
Broadly, the results indicate that needs tend to remain the same or deteriorate
over time. While there are occasional instances of improvement, these are usually
modest, such as a shift from “Mild” memory issues to “No issues”. There is
some sudden decline, but this is quite unusual. Cases where individuals with
marked or severe memory issues subsequently exhibit no needs are extremely rare.
Similarly, individuals with high support needs for dressing are rarely recorded as
having low support needs in subsequent assessments. This pattern demonstrates
consistency and plausibility in how needs are documented over time, supporting
the reliability of the functional data recorded in needs assessments. However, not

all needs-related fields appear to be as reliable, as I discuss in the next section.

Flow of memory needs across assessments Flow of dressing needs across assessments
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Figure 4.16: Flow of needs across assessments
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4.2.4.7 Primary Support Reason

The needs-related data primarily is derived from the needs assessment forms. How-
ever, there is also a field called Primary Support Reason (PSR), which is stored
in the Demographics file. This is because it is not updated at the time of needs
assessment. Instead, it is created at the same time as an individual’s case file, and
can be updated at any time. The PSR data in the administrative dataset is largely
consistent with the national data from SALT [107], as set out in Figure 4.17. In

this sense it initially appears reliable.

Older people’s long-term care by Primary Support Reason Older people’s long-term care by Primary Support Reason
England 2016 - 2020 Administrative data 2016 - 2020
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Figure 4.17: Older people receiving care by Primary Support Reason

However, the PSR field is not always consistent with the needs assessment data.
Of the 3,046 individuals in the administrative dataset, 2,495 have only one PSR
recorded, 2,110 of which are for physical support. I present in Figure 4.18 the
functional memory needs recorded at successive needs assessments for these 2,110
people. It is clear that there are significant changes in their memory needs over
time. At the first assessment, almost 50% have no memory needs. However,
by sixth or greater assessment, this figure is under 25%. We see corresponding
increases in proportions of individuals with some memory needs, with more in-
dividuals having marked or severe memory issues by the sixth assessment than
those with no memory issues. This is unsurprising, as we would expect the needs
of some older adults who have had repeated care needs assessments to have dete-
riorated. However, despite this recorded deterioration, the PSR was not updated

for any of these individuals whose memory worsened.
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Memory needs for individuals who have only a Physical Support PSR
Administrative data 2016 — 2020
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Figure 4.18: Memory needs by PSR

We see a similar phenomenon when examining the PSR of individuals who have
marked /severe memory needs and reside in care homes. Dementia often con-
tributes to care home entry, as individuals who are very physically disabled but
not cognitively impaired can often live safely at home with regular care visits,
while those with impaired cognition may be unable to be left safely between vis-
its. Around 70% of older adults in care homes in England are estimated to have
dementia [280, 281, 282]. However, SALT data indicates that over the 2016-2020
period, only 22% of older adults receiving long-term care services in residential or
nursing care homes had a Support with Memory and Cognition PSR [107]. In the
administrative dataset, the figure is 17.5%. It is possible in the administrative
data to compare this breakdown by functional memory ability as recorded in a

needs assessment. I set out this comparison in Table 4.4.
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Table 4.4: Comparison of PSR for individuals in care homes (SALT and adminis-
trative data)

England Administrative data

All care homes All care homes Marked/severe memory & care home

PSR N % N % N %
Physical Support: Personal care 596225  54.7 674 56.0 655 56.7
Support with Memory & Cognition 244380 224 211 175 207 17.9
Mental Health Support 99570 9.1 116 9.6 79 6.8
Physical Support: Access & mobility 87280 8.0 158 13.1 176 15.2
Learning Disability Support 33465 3.1 23 1.9 15 1.3
Social Support 15508 1.4 18 1.5 22 1.9
Sensory Support 13625 1.2 3 0.2 2 0.2

It is difficult to directly compare across three different constructs, i.e. Primary
Support Reason, a diagnosis of dementia and having marked cognitive impair-
ment. Additionally, it may be challenging for workers to determine a “primary”
support reason for individuals with significant physical and cognitive impairments.
Nevertheless, this analysis again indicates that the PSR field is not updated as fre-
quently as functional needs, and that the memory PSR is much lower than would
be expected given the prevalence of dementia in adults in care homes, while mem-
ory recorded in needs assessment appears more responsive to changes in need, as
it declines over repeated observations. An explanation for this may be that the
PSR is completed when an individual initially approaches a local authority, and
is not updated, even as needs change, perhaps because it is not part of the needs
assessment form. I do not use the PSR field in the analysis and instead use the
functional assessments recorded in the needs assessment forms. This highlights
the importance of understanding the process by which data is entered, and the

caution that must be used when reporting on and interpreting fields in the data.

4.2.5 Harmonisation of functional ability across forms

The needs assessment forms contained functional needs assessment data regarding
assistance required with using the toilet, washing, dressing, mobility, shopping,
meal preparation and staying safe in the home. They also ask whether the per-
son being assessed lives alone and receives unpaid care. The analysis included
nine assessment forms, each with multiple versions of questions over time. ADL
question responses were often consistent across forms, with a total of three sets of
possible answers. One set of potential response codes was {0, 1,2, 3,4}, another
{0,2,3,4,5} and the final one {1,2,3,4,5,N,U,X}. The assessment responses

only contained response codes but not the question text or the meaning of each
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response. | requested the metadata associated with each question and response
and received it in July 2022, and was able to join it to the relevant tables. The

meaning of each response is set out in Table 4.5.

Table 4.5: ADL questions and responses

Form number Question text Response code Response text Response combined

the toilet/ma inence 0 ] ndependent (no need) /

y independent (som

continence

Your
Your

5 Unable to ma
ntinence (0 nd
continence
conti nce

continence

Using the toile ging continence e
Using the toilet/managing continence Not assessed
3 Using the toilet/managing continence X Not known

For Chapter 7, where these responses were included as covariates in a regression,
the responses needed to be comparable. Additionally, the five categories were
not all meaningfully different. I grouped the ADL answers into three categories:
Low/No needs, Moderate or High. I manually mapped each response to the desired
category based on the response text rather than the numeric value, as set out in
Table 4.5, and repeated the process across all ADLs. This highlights the issue
raised in Witham et al. [119] about the significant investment of time and domain
knowledge required to aggregate even structured administrative data into the

format required for research.

4.3 Reliability of free text data

4.3.1 Completeness of free text data

I include in Figure 4.19 a summary of information relating to case notes. Fig-
ure 4.19a shows the strong correlation (r = 0.94) between the total number of
case notes recorded and the total number of words recorded for each PersonID.
This is a reassuring sign that there were no systemic issues with the extraction
(and also provides the rationale for only including one of these as a covariate

in Chapter 7). Figure 4.19b shows the correlation between the number of case
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notes and the cost of the care package. There is a significant correlation of 0.29.
There is no benchmark figure in the literature to compare this against. However,
a positive correlation is reassuring, indicating that higher numbers of case notes
are somewhat associated with higher care package costs. We would expect the
number of case notes to be associated with total cost, as the act of gathering infor-
mation for an assessment and care plan will usually generate case notes recording
home visits, contacts with family or professionals. It is also reassuring that there
is variance in the total cost that is unexplained by number of case notes, as there
are many social work contacts that will generate notes but not costs, such as
annual reviews with no changes to care, cases with complex family dynamics, or
safeguarding investigations. A very high correlation between number of notes and
care package costs would indicate that the quantity of services could be modelled
by counting case notes alone, which might undermine the case for using complex

language models to extract information from the content of free text data.

Figure 4.19c¢, illustrates the distribution of the number of words per person. There
is a long tail, showing a small number of individuals with extremely high word
counts. The distribution has a mean of 37,568 and median of 29,650 words per
person. This suggests that while a few cases involve extensive documentation,
possibly reflecting more complex care needs or more detailed record-keeping prac-
tices for certain individuals, average cases still contain a considerable amount of
free text. I set this out in Figure 4.19d, which shows the proportion of people
whose case notes contain more than the number of words on the x-axis. This
shows that, for example, around 25% of people have around 50,000 or more words
of case notes. This indicates that even outside the most extreme cases, a substan-
tial amount of information is being recorded, which has implications for the time

and resources required for case management and review.
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Correlation of total case notes and total words Correlation of number of case notes words and care package cost
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Figure 4.19: Free text figures

Establishing the reliability of free text fields is different to the structured fields.
While it is possible to create quantitative metrics, such as word counts or the
number of case notes per person, these metrics can highlight problems with data
quality, and provide insight into the volume of the data, but they do not provide
even a superficial description of its content. Unlike fields quantifying functional
ability, where values can be compared and analysed, free text content is inherently
unstructured, making simple comparisons difficult. The true value of free text lies
in the information it contains, but this information must first be extracted and
processed before it can be used in a meaningful way. This challenge of extracting

information from this data forms the basis of much of this thesis.

4.3.2 Quantity of free text

There are 783,252,474 bytes of free text needs assessment and case note data for
the individuals in this study, and 261,429,895 bytes of structured needs assessment
data. I include in Figure 4.20 a rough calculation of the number of words recorded

per worker per day in the data used in this thesis. This is calculated as,
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Word Words 4,
OTAS yorker = Naw + Nop
Where Words,,, is the total number of words recorded per day, and Ngy, and
Ngyy are, respectively, the total number of local authority social workers and oc-
cupational therapists working with older people. This figure should be taken as
an approximate estimate as, while the number of staff by job role is published at
local authority level [283], the proportion who work with older people is published
at national level [284]. Furthermore, it only includes words recorded in admin-
istrative records for this subset of older adults, and excludes those who receive
services for less than a year. It also does not include all forms of administrative
recording such as emails, instant messaging and handwritten notes. The figure
includes free text in needs assessment forms but not structured data selected from
drop down menus, or text entered into other forms such as for safeguarding in-
vestigations. It excludes non-qualified workers who may be entering notes whose
numbers are not easy to measure. The total declines towards the end of the pe-
riod partly due to the way the cohort was constructed, and partly as it appears
that fewer people were receiving services over time. Nevertheless, these rough
estimates indicate that the average worker in this local authority generally added
around 1000 - 1500 words of notes to their recording systems every day for the

individuals in this cohort in the subset of forms captured in the data.
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Words recorded for cohort per worker per day (monthly mean)
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Figure 4.20: Words recorded per worker per day

4.3.3 Content of free text data

While the content of structured data is determined by its schema, free text records
are not so well-defined. There is little published literature on the content of free
text social care records, so I present in Figure 4.21 a breakdown of the topics
covered in the case note titles that appear most frequently in the administrative
data used in this thesis. These titles comprise 63,911,860 words (72% of case note
words) over 804,000 entries (77% of all notes). I have grouped semantically similar
titles such as Telephone call and Phone call. The titles do not always illuminate
the nature of the content. The top title, Case update could cover a range of
topics. The same applies to other frequent titles such as Telephone call, Contact
and Record of email. However, the titles in Figure 4.21 do provide some insight.
I present in Table 4.6 a breakdown of the topics by category. 37.6% of notes
are related to case management, which includes case updates, case summaries,
screenings, allocations and reviews. 20.6% are contacts, such as phone calls and
emails and home visits, although such notes tend to be longer, and comprise
25.3% of words. A similar proportion contain records of professional assessments
by Occupational Therapists (OTs), physiotherapists and sensory workers. Case
notes also contain many notes about variations in service provision such as service

suspensions or restarts. Interestingly, there is a relatively small proportion of
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urgent actions, with only 5.8% of notes or 5.6% of words including safeguarding
(allegations of abuse and neglect) and “no replies”, where an individual does not
answer the door to care workers. This shows one of the limitations of these
descriptive statistics. It would be imprudent to assume that this means these are
a relatively small part of the role, as social workers inevitably focus on high risk
cases even where the probability of the risk occurring is low [285], and managing
risk of abuse and neglect can be very time-consuming and stressful [286]. As
outlined in Chapter 3, more complex methods than word counts are required to
extract meaningful information from unstructured data. These methods are used

in the subsequent chapters.

Top case note topics
Administrative data 2010 - 2020

Case update q
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Reablement note 4
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Intermediate care note 4
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Review 1
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Hospital discharge 4

Urgent response
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Care home entry 4
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Sensory worker note q
Service suspension/restart 4
Case supervision q
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Figure 4.21: Top 100 case notes topics

Table 4.6: Categories of case note titles

Category N Notes % N Words %
Case management 302,354 37.6 23,825,547 37.3
Contact 165,623 20.6 16,156,482 25.3
Professional assessment 161,146  20.0 13,072,461 20.5
Service provision 88,186 11.0 5,093,557 8.0
Urgent action 46,353 5.8 3,548,869 5.6
Hospital 40,788 5.1 2,214,944 3.5
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Free text is found in needs assessment forms, as well as case notes. I present in
Figure 4.22 the breakdown of the number of words contained in the 100 most
frequent free text assessment questions in the administrative data used in this
thesis. The text in response to these questions comprises 28,059,980 words, which
is 86.2% of the total free text in assessment responses (as opposed to case notes).
Many of the top 100 questions are versions of the same question on different forms,
and I was able to aggregate these 100 questions into 28 categories, which I present
in the figure. The Summary of needs tend to be the first question in the needs
assessment, and are usually written in the form of a pen portrait describing the
individual’s needs, circumstances and changes since the last assessment.? There
is a considerable amount of text about a wide range of topics, some of which are
covered in structured data, such as personal care and nutrition, and some which
are not, such as social networks, managing finances and the views of the person

receiving care, their family and other professionals.

Breakdown of top 100 needs assessment text questions
Free text assessment questions: administrative data 2010 — 2020
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Figure 4.22: Breakdown of top 100 needs assessment questions

31t is these responses that I use in Chapter 8, to assess bias in LLM summarisation models.
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4.4 Establishing the foundation for comparison with

survey data

This chapter has detailed the processes involved in acquiring, pseudonymising, and
preparing the administrative data, demonstrating its reliability and robustness for
providing insights into the needs and experiences of social care users. However,
it also describes the significant practical obstacles and technical complexity of
transforming raw administrative records into a format suitable for research. In
the next chapter, I will compare the administrative data presented here with data
about statutory care users contained within surveys. This comparison will un-
derscore that challenges inherent in survey methodologies — such as attrition,
under-reporting, and exclusion of certain populations — lead to incomplete cap-
turing of the needs of statutory social care users. By bridging the gap from the
reliability of this administrative dataset to the limitations of surveys, I make
the case that despite the practical obstacles inherent in using routinely-collected
data, administrative records play a critical role in understanding social care and

informing effective policy and practice.
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5 Limitations of survey data
for evaluating social care in
England

5.1 Introduction

Understanding the needs of older people who use statutory social care services
is crucial for developing effective policies and interventions. This chapter investi-
gates the use of surveys for accurately capturing the needs of statutory social care
users in England. Using comparisons between survey and administrative data,
I examine specific issues such as attrition, under-reporting, and methodological
constraints in survey design. Population surveys are a common tool for gath-
ering data on social care needs, yet there is evidence they may not adequately
represent individuals with the greatest care needs. The overwhelming majority
of participants in English population surveys do not have significant social care
needs (defined as inability to complete three or more activities of daily living
[ADLs]) [103]. It is not clear, however, whether those individuals included in sur-
veys who receive statutory care services are a small but representative sample, or
have systematically lower needs than individuals in administrative data. This is

the question I explore in this chapter.

I focus on key datasets that provide individual-level information about care recip-
ients, including functional ability to complete ADLs, receipt of unpaid care, and
use of statutory care services. These datasets include the Family Resources Survey
(FRS) [287], Health Survey for England (HSE) [288], English Longitudinal Study
of Ageing (ELSA) [109], Understanding Society [110], and the Adult Social Care
Survey (ASCS) [112]. While there are many other surveys, such as the Whitehall
study of UK civil servants [289] or UK Biobank [290], I exclude them here as they

LT also exclude the census and the

are less relevant to the focus of this thesis.
ONS Longitudinal Study [293] due to their infrequent data collection and lack of
information about functional ability. Surveys have strengths over administrative
data, such as fewer restrictions on accessing data, and include individuals who do
not need social care or purchase it privately, but I do not focus on these aspects

in this chapter as they are less relevant to the studies discussed in this thesis.

! Additionally, it is established that large-scale voluntary surveys such as UK Biobank have
limitations around selection bias towards healthy participants [291, 292].
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5.1.1 Challenges in capturing the needs of statutory care users

Several methodological issues in survey design and data collection contribute to
the under-representation of individuals with the highest care needs. One primary
reason is the intentional exclusion of certain populations. For instance, individuals
who enter care homes are excluded from FRS [104] and Understanding Society
[105]. Additionally, those with higher needs are frequently omitted from research
because they lack the capacity to consent to participate [33], as seen in HSE
[31].

Participants whose needs increase may be lost to follow-up, as observed in ELSA
[32]. This attrition exacerbates the under-representation of individuals with high
care needs. Attrition is systematically related to health outcomes and socioeco-
nomic status. There is attrition bias in ELSA associated with impaired cognition,
and this may lead to underestimating the needs of populations most relevant to
policymakers [294, 295]. Further examinations of longitudinal surveys in Japan
and the US have found that attrition is associated with declining functional ability
and social isolation [296, 297].

Under-reporting in surveys is another significant concern. Individuals may under-
report their needs due to factors such as social desirability bias or misunderstand-
ing of survey questions [298]. A study comparing self-reported medical diagnoses
in ELSA linked with Hospital Episode Statistics (HES) data found that more than
half of respondents did not report serious conditions they had been diagnosed with
in a hospital within the previous two years [106]. Under-reporting was particularly
associated with impaired cognition and was more common among men. Studies
have also found low correlation between self-reported and observed measures of
functional ability in the US and the Netherlands [138, 299].

5.1.2 Limitations of survey design

There are inherent limitations in cross-sectional studies (such as ASCS, HSE and
FRS) for understanding social care users as it is not possible to measure the
progression of needs over time. Longitudinal studies, such as ELSA and Under-
standing Society, allow for individual needs and circumstances to be captured
at repeated intervals. Furthermore, longitudinal studies can distinguish between
ageing effects and cohort effects, and control for time-invariant unobserved charac-
teristics [300, 301]. However, ELSA and Understanding Society have limitations in

the context of evaluating social care. Participants with high needs may not enroll
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or be lost to follow-up owing directly to declining health and impaired cognition,
or factors correlated with this, such as socioeconomic status [34, 302, 295, 294].
Attrition is especially concerning when studying factors associated with cognitive
function in older populations, as cognitive ability is linked to continued participa-
tion, potentially skewing results in ways difficult to adjust for through reweighting
[295]. Additionally, capturing significant changes in care provision, such as care
home entry, is problematic even in longitudinal surveys. When care home entry is
recorded, it often occurs between waves. While interval-censoring survival models
can manage this, approximations can increase standard errors and even lead to
biased results [303].

While these methodological challenges pose significant problems for researchers
investigating issues related to high-need populations, attrition is a persistent issue
in panel studies and there are various approaches available to manage it, such
as multiple imputation, or Bayesian methods that estimate missing values as
additional parameters [304]. Survey weights are also commonly used to address
attrition, although their effectiveness is sensitive to how the weights are calculated
[305]. Despite these methods, limitations remain, particularly when unobserved
variables contribute to dropout and cannot be directly accounted for [306, 307].
The extent to which these methods are appropriate for addressing attrition found
in statutory care users will depend on the association between social care needs
and survey dropout. However, the relationship between the association between
survey attrition and functional social care needs in general, and factors such as
cognition in statutory social care users in particular, have not been analysed in

English surveys.

5.1.3 Research question: how well can surveys capture statutory

social care use?

In light of these methodological challenges, I explore: To what extent can sur-
vey data accurately capture statutory social care use and the needs of high-need
populations? It would be easier to use survey data for the analyses in Chapter 6
and Chapter 7, where I use data extracted with a LLM from free text case notes
in a regression model to assess whether loneliness is associated with time to care
home entry. Indeed, a similar analysis in 2018 using ELSA data established that
older people who are lonely are at greater risk of care home entry [267]. However,
the concerns about the extent to which those with higher needs are captured in

surveys raises questions about the generalisability of such findings to statutory

116



care users. In this section, I compare survey data with administrative records to
assess whether English survey data is suitable for research into older people’s use

of publicly funded care.

5.2 Methods

5.2.1 Comparing surveys and administrative data

I initially compare the sample sizes of older people who report receiving statutory
care across data sources, contrasting the administrative dataset used in this thesis
with data from ELSA, Understanding Society, HSE, FRS, and ASCS. I include
the most recent waves of each survey that contain social care data. In ELSA,
the social care module is introduced in wave 6 (2013/14), so I include waves 6 to
9. For Understanding Society, social care questions are asked every other wave
from 2018, so I use waves 9, 11, and 13. I use the most recent available waves of
the HSE, which are from 2014 to 2019, and yearly ASCS data from 2014/15 to
2022/2023.

I then present a comparison of functional ability between individuals reportedly
receiving statutory care in HSE, ELSA, Understanding Society, ASCS, and those
in the administrative data used in this thesis. I exclude FRS because it does not
contain questions about the ability to complete activities of daily living (ADLs).
To ensure the comparison is between similar groups, I use only the subset of
individuals in the administrative dataset who are living in the community (rather
than in care homes) and I use needs from the time of initial assessment. I only
use fields which I determined were reliable as set out in Chapter 4. I only include
those individuals in surveys who report that they are in receipt of local authority
care. As the absolute numbers of statutory care users in population surveys are

relatively low, I pool the data across survey waves.

To assess the extent to which default survey weights mitigate the issue of under-
representation, I weight survey responses using the weights provided with each
survey. For ELSA and Understanding Society, I use the longitudinal weights, and
for HSE, I use the cross-sectional weights. I create confidence intervals using
the R survey package. For the administrative data, I create confidence intervals
clustering by Person ID with equal weights for each individual. I do not include

ASCS in this part of the analysis as it is not published with weights. I discuss
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below whether it would be possible to create social care survey weights from the

available information.

5.2.2 Local authority level comparison between administrative
records and ASCS

The ASCS dataset, unlike other surveys, includes the respondent’s local authority.
I analyse whether the differences in reported needs between the administrative
data and survey data are due to unique characteristics of the local authority whose
data is used in this thesis by looking at the distribution of support needs across
local authorities using ASCS data. In this analysis, I focus on key functional and
demographic indicators included in ASCS, such as support with dressing, receipt
of unpaid care, gender, and ethnicity. I create estimates of these characteristics
by local authority and compare them with results from ELSA, Understanding
Society, HSE, and the administrative records used in this thesis. I plot these
distributions to visually assess how much needs vary across local authorities and
compare them with the proportions from national surveys and the administrative
dataset. This helps identify whether the differences between the administrative
data and survey data come from unique local factors or reflect wider discrepancies
across data sources. While I cannot identify by name the specific local authority
whose data is used in this thesis, I plot the distribution of these needs across
local authorities using the ASCS data (removing two councils with very small
populations, the City of London and Isles of Scilly), and highlight the position of

the sample local authority in this distribution.

As ASCS contains around 200 older people’s responses per year for the local
authority in question, I can also directly compare it with the administrative data
used in this thesis. I do this by using ASCS to estimate the mean level of needs
among older individuals in the same local authority captured in the administrative
records. I compare key indicators of functional support that appear in both
the ASCS and administrative data, including needs for assistance with dressing,
toileting, and demographic characteristics. I use the R survey package to apply
the survey design, giving equal weight to all responses as there are no weights
provided with the ASCS data. For each indicator, I first filter the ASCS data to
exclude missing or non-disclosed values and then apply the survey design to obtain
the mean proportion of individuals who report care needs by local authority, also
generating confidence intervals to provide an estimate of the precision of these

means. I then compare these weighted survey estimates with the equivalent mean
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levels recorded in the administrative data for the same local authority. I consider
the administrative records to be the population data in this case, and thus do not

present them with confidence intervals.

5.2.3 Measuring under-reporting in surveys

While it is possible to measure under-reporting by linking survey data to adminis-
trative datasets, I cannot use the data in this thesis for this purpose, as it is from
one local authority and is unlikely to contain many ELSA respondents. However,
under-reporting in surveys can also be identified by assessing the internal consis-
tency of several responses. For example, self-reported data on unpaid care within
ELSA can be examined through mismatches between respondents’ and spouses’
answers to whether care is provided for a partner [308]. I use a similar approach

to examine under-reporting of functional cognitive ability in ELSA.

As most functional questions in surveys are self-reported, it is difficult to decom-
pose any differences in the functional ability of those in surveys with individuals in
administrative records, to establish how much is under-reporting and how much
sample composition. However, ELSA waves 1 to 9 include an immediate word
recall question (imrc). Respondents are read a list of ten words and then asked
to recall them immediately to the interviewer, receiving a score from 0 to 10, in-
dicating the number of words they can remember [109]. Immediate word recall
is an effective test for cognitive impairment [309]. ELSA waves 1-4 and 7-9 also
include the question, How would you rate your memory at the present time?, with

possible responses: Ezcellent, Very good, Good, Fair and Poor (slfmem).

To establish the association of functional ability with self-reporting, I look at
the association between performance on an immediate word recall task and self-
reported memory. I use a x? test to assess whether there is an association between
immediate recall and self-assessed memory. Since the null hypothesis of no asso-
ciation seemed unlikely given the intuitive relationship between these variables,
I also use Cramér’s V to quantify the strength of any association [310]. I also
use the R survey package [311] to calculate confidence intervals for self-reported
memory among ELSA respondents who can recall zero words, reweighting using
the longitudinal weights provided with ELSA clustered by unique person 1D, to

indicate the precision of these estimates.

I use the same approach to explore the differences between functional ability and

self-reporting in statutory care users in particular using data from ELSA waves
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6 to 9, by comparing the distribution of immediate word recall scores among
individuals reporting that they receive local authority care with those of other
individuals, and by comparing this with the distribution for self-reported memory.
This comparison cannot be made among statutory care users in Understanding
Society, as the immediate recall question is only included in wave 3, and receipt
of local authority care from wave 7 onwards. Similarly, the Health Survey for
England and the Family Resources Survey contain a memory question but no
functional test of memory. ASCS does not include any questions about memory

or cognition.

5.2.4 Measuring the relationship between needs and survey
attrition

To investigate the impact of cognitive function on attrition in longitudinal sur-
veys, I conduct an analysis using data from ELSA and Understanding Society.
The aim is to assess whether participants with lower cognitive function are more
likely to be lost to follow-up in subsequent survey waves, which could contribute
to under-representation of individuals with higher needs in survey data. Partici-
pants are considered lost to follow-up if they do not participate in the subsequent
survey wave and have not died between waves. Participants who continue to
participate in the next survey wave are included as the comparison group. I use
the same immediate word recall and self-reported memory variables as above in
ELSA. To measure self-reported memory issues in Understanding Society, I used
a binary variable indicating whether participants experienced memory problems,
cgsrmem2_dv. The immediate word recall question in Understanding Society is

cgwri_dv.

By comparing the proportions of participants lost to follow-up in each cognitive
function group, I aim to identify whether higher attrition rates are associated
with cognitive function or self-reported cognitive function. I conduct x? tests to
assess whether the differences in attrition rates between groups are statistically
significant. A significant difference in the rate of loss to follow-up between groups
would suggest that cognitive abilities have an impact on participation in ELSA
and Understanding Society over time. I examine this association by comparing the
proportions of participants lost to follow-up depending on both observed cognitive
function (immediate word recall) and self-reported memory issues. Standardised

residuals are calculated to understand the magnitude of the differences between
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observed and expected frequencies. A significance level of @ = 0.05 is used to

determine statistical significance.

5.3 Results

5.3.1 Sample sizes of statutory social care users

The vast majority of individuals in the included English surveys, excluding ASCS,
report they are not receiving statutory social care, as set out in Table 5.1. Around
3.6% of individuals aged 65+ in England are in receipt of statutory social care in
2024.? However, the proportion of individuals who report receiving social care in
surveys (presented in parentheses in Table 5.1) is lower than this. The exception
to this is ASCS, where of respondents are receiving statutory social care services.
While ASCS is an extremely useful source of data, it has other limitations, which

I discuss in the subsequent sections.

Table 5.1: Number of older people receiving statutory care per survey wave

Year ELSA Und. Soc. HSE FRS ASCS

N (%) N (%) N (%) N (%) N (%)
2013 78 (0.9%)
2014 54 (0.5%) 38,963 (100%)
2015 111 (1.1%) 36 (0 3%) 39,869 (100%)
2016 31 (0.3%) 39,061 (100%)
2017 135 (1.3%) (O 2%) 33,269 (100%)
2018 90 (0.2%) 21 (0.2%) 87 (2%) 35,764 (100%)
2019 99 (1.2%) 26 (0.3%) 110 (2.6%) 32,401 (100%)
2020 46 (0.1%) 40 (21%) 3,188 (100%)
2021 61 (1.7%) 29,954 (100%)
2022 31 (0.1%) 04 (1.6%) 29,946 (100%)
2023 30,584 (100%)

ELSA: English Longitudinal Study of Ageing, Und. Soc.: Understanding
Society, HSE: Health Survey for England, FRS: Family Resources Survey.
ASCS: Adult Social Care Survey. Understanding Society asks social care
questions every other wave.

2This is based on 394,000 people aged 65+ receiving statutory care and a population of 10.8
million aged 65+ [19, 312].
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5.3.2 Comparison of functional ability (unweighted)

I present in Figure 5.1 a comparison between administrative and unweighted sur-
vey data for key demographic and functional variables among social care recipi-
ents, highlighting the substantial differences in reported need levels. Across de-
mographic factors, such as gender and living alone, the rates in administrative
and survey data are relatively similar.® The difference in ethnicity is expected
as we are comparing a London local authority with a national picture. However,
across functional ability, individuals in administrative data have far higher needs

than the comparable cohort included in surveys.

Table 7.1 contains the data in the plot in tabular form, including the total indi-
viduals as well as percentages.* It shows that, for example, 52% of individuals
in administrative data require support with using the toilet. However, the self-
reported rates among older statutory care users in survey data range from 19% -
38%. There are similar patterns with memory impairment and requiring support
to get dressed. The table includes the sample size (IV) as well as the percent, which
indicates another advantage of administrative data. Although we are comparing
a snapshot from one local authority with survey data over 5 years, the number in
each category in the administrative dataset is generally larger than survey data
by at least a factor of four, and sometimes as large as 20. The exception to this

is ASCS, which has a much larger sample size than the administrative data.

31 use unweighted survey responses as the purpose of this plot is to demonstrate the lower
numbers of individuals with self-reported needs in surveys, using raw counts. However, I
examine the impact of weighting below in Figure 5.2. It does not make a meaningful difference
to the proportion of individuals with self-reported care needs.

4Table 7.1 and Figure 5.2 do not include data from ASCS, HSE or Understanding Society on
awareness of risk or support required with meal preparation, which are not recorded in these
surveys.
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Comparison of administrative data with survey data
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Figure 5.1: Comparison of administrative data with survey data (unweighted)
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Table 5.2: Comparison of needs and demographics between survey and adminis-
trative data

Admin ELSA HSE Und. Soc. ASCS
N (%) N Uniq N (%) N Uniq N (%) N Uniq N (%) N Uniq N (%) N Uniq
Ethnicity (non-white) 364 (33%) 364 18 (4%) 15 17 (9%) 33 (20%) 32 28408 (9.5)
Toileting (requires support) 570 (52%) 570 160 (38%) 132 36 (19%) 37 (22%) 36 87,673 (29)
Lives alone 608 (55%) 608 255 (60%) 203 103 (54%) 92 (55%) 84
Memory (has needs) 664 (60%) 664 50 (12%) 49 64 (34%) 54 (32%) 52
Sex (F) 686 (62%) 686 267 (63%) 208 126 (66%) 96 (58%) 90 212,756 (68)
Awareness of risk (impaired) 806 (73%) 806 90 (21%) 81
Unpaid care (receives) 819 (74%) 819 344 (81%) 277 148 (77%) 68 (41%) 65 245,332 (82.4)
Dressing (requires support) 877 (80%) 877 293 (69%) 233 51 (27%) 71 (42%) 67 128,401 (42.5)
Meals (requires support) 998 (91%) 998 276 (65%) 219
Shopping (requires support) 1066 (97%) 1066 336 (79%) 272 168 (88%) 138 (83%) 129

N Uniq is number of unique individuals (as data is pooled). This is not known for HSE and ASCS which are cross-sectional.

5.3.3 Comparison of functional ability (weighted)

We can assess the extent to which default survey weights mitigate this discrep-
ancy in needs by re-weighting the raw responses used to create the plots in Fig-
ure 5.1. This is set out in Figure 5.2. There are some small differences between
the weighted comparison in Figure 5.2 and the unweighted one in Figure 5.1,
but weighting does not ultimately change the overall story, with individuals in
surveys appearing demographically similar to those in administrative data across
gender, living alone and unpaid care, but reporting substantially higher levels of
functional ability. I do not present ASCS in Figure 5.2 as it does not include
weights. I discuss below whether weights could be calculated for ASCS and other

surveys.
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Comparison of administrative data with survey data
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Figure 5.2: Comparison of administrative data with survey data (weighted)
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5.3.4 The impact of local variation on differences between
administrative and survey data

Statutory care services have a national eligibility criteria set out in the Care Act
2014. Nevertheless, demographic factors and differences in implementation of
the eligibility rules can yield differences between local authorities. However, the
differences in needs between the administrative data and survey data cannot be
attributed to the fact that it comes from a particularly unusual local authority.
In Figure 5.3, I present the distribution of ASCS responses across local authori-
ties for support needed with dressing, receipt of unpaid care, sex, and ethnicity. I
have overlaid these distributions with the proportions from ELSA, Understanding
Society, HSE, and the administrative data. The variation in the demographic char-
acteristics (sex and ethnicity) across local authorities is wide enough to explain
the discrepancies observed, but this is not always the case with the needs-related

characteristics.
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Distribution of needs across local authorities
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Figure 5.3: Distribution of needs across local authorities

There is a notably wide distribution in ethnicity in Figure 5.3, with some local
authorities being almost exclusively white and others having a majority non-white
population. This is the only category exhibiting such a pronounced pattern. The
percentage of women in the population is particularly consistent across local au-
thorities, with results from other surveys and administrative data generally clus-
tering around the average. The distribution of those receiving unpaid care is
similarly consistent. However, the percentage of individuals requiring support
with dressing varies between 52% and 78%, with a median of 67%. The interquar-
tile range for support with dressing across local authorities is 7.7%, indicating
relatively limited variation compared to the rates reported in HSE or Understand-

ing Society, where the percentage requiring support with dressing is 25-40% lower
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than the ASCS figure. In contrast, the administrative data shows a rate of 80%
needing support, higher than any individual local authority in ASCS. This dispar-
ity might be due to the recruitment and strategy used by ASCS, which I discuss

below.

It is not the case that the sample local authority has unusually high needs. In fact,
it falls within the lowest 15% for England in ASCS in terms of the proportion of
individuals needing support with dressing, using the toilet and in receipt of unpaid

care. I set this out in Figure 5.4.

Distribution of needs by local authorities
ASCS data 2014-2023 (pooled)
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Figure 5.4: Distribution of needs in sample local authority

However, the needs in this local authority may be higher than they appear in
ASCS. It is notable in Figure 5.4 that the local authority is ranked towards the

lower end of the distribution for the percentage of individuals who require support
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with dressing. However, in Figure 5.3, the results from the administrative records
of the same local authority indicate that it is at the upper end of the distribution.
To investigate this tension, I set out in Figure 5.5 the comparison between the
needs reported in the relevant local authority in ASCS and those recorded in that
authority’s administrative records. Once again, we see the pattern that demo-
graphic characteristics are very similar in both data sources, but needs-related
factors appear significantly higher in administrative records than the survey data.
In particular, ASCS data indicates that in this local authority 22.6% of individ-
uals require support with using the toilet (0.95 CI 20.6% - 24.6%), and 31.3%
with dressing (0.95 CI 29.2 - 33.7%). The values recorded in the administrative
records are far outside these confidence intervals, at 52% and 80% respectively.
This may partly reflect under-reporting or sampling bias in ASCS. I explore these
phenomena in the next sections.

Comparison of ASCS and administrative records in sample local authority
ASCS data 2014-2023 (pooled)
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Figure 5.5: Comparison of ASCS and administrative records in sample local au-
thority

5.3.5 The impact of under-reporting on differences between

administrative and survey data

I compare responses to the ELSA questions about self-reported memory and im-

mediate word recall to investigate under-reporting of memory issues. A x? test
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indicated that there is an association between self-reported memory and immedi-
ate word recall (p < 0.001). However, this is perhaps not the most appropriate
test, as it would be surprising if the null hypothesis (i.e. that there is no asso-
ciation) were true. The Cramér’s V between the two questions is 0.115. This
provides a measure of association for categorical data, with values ranging from
0 to 1, with scores in the range 0.1 - 0.2 indicating a weak association [313]. This
suggests that while some relationship exists between immediate recall and self-
assessed memory, immediate recall performance alone does not strongly predict

self-perception of memory.

The weakness of the relationship is particularly evident among individuals who
can recall zero out of 10 words immediately after they were read out. There are
599 respondents with an immediate recall with a score of zero pooled across ELSA
waves containing both questions (waves 1-4 and 7-9). Around 34% of such individ-
uals reported that their memory was poor. This is set out per wave in Figure 5.6,
where it is compared against the number of people reporting their memory is
Good or better. Until wave 7, more respondents who scored zero in immediate
recall reported good than poor memory. This trend has somewhat reversed in
waves 8-9, but it remains the case in later waves that around a third of those who
score zero report that they have good or better memory. The confidence intervals
are quite large, as the raw number of individuals per wave is relatively low (the
largest is 41 in wave 7). Nevertheless, it is evident from these figures that there
is a large overlap in the confidence intervals for reporting good memory and poor
memory among individuals who could not immediately recall any words, indicat-
ing that self-reported memory may not be a good proxy for cognitive impairment,

particularly among those who are most impaired.
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ELSA: self-reported memory of IMRC task zero—scorers
Waves 1-9 (reweighted using longitudinal weights)
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Figure 5.6: Self-reported memory among ELSA respondents scoring 0 on the im-
mediate word recall test

I set out in Figure 5.7 a comparison of the distribution of immediate recall scores
between individuals receiving local authority care and others from wave 6 onwards,
when ELSA introduced the social care module. It does not appear that the

majority of people receiving local authority care have highly impaired memory.

IMRC task: Distribution of score among individuals receiving LA care IMRC task: Distribution of score among individuals not receiving LA care
ELSA waves 6-9 (unweighted) ELSA waves 6-9 (unweighted)

Wave: 6 Wave: 7 Wave: 6 Wave: 7

z Wave: 8 Wave: 9 z Wave: 8 Wave: 9
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Note: Receipt of LA care was added to ELSA in wave 6 Note: Receipt of LA care was added to ELSA in wave 6

(a) (b)

Figure 5.7: Self-reported memory among ELSA respondents scoring 0 on the im-
mediate word recall test
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There were 63 individuals receiving LA care who responded to this question in
ELSA, which was too few for a wave-by-wave comparison of all scores. However,
I grouped scores into Low (0-2), Medium (4-6) and High (7-10) and performed
a x? test of the observed distribution of memory recall scores from individuals
receiving local authority care against the expected distribution of scores from all
others, pooled across waves. This resulted in a p-value of 0.33, indicating that we
should not reject the null hypothesis that there is no association between memory
score and receipt of social care services. It is possible that with a larger sample
of statutory care users there would be more of an effect, as visual examination
of the plots suggests the people who score zero may be over-represented in statu-
tory care users, particularly in wave 7. Nevertheless, there is no strong evidence
that there are differences in functional memory ability between those receiving
statutory care and others. We would expect people receiving local authority care
to have higher needs than the general population, both because of the evidence
from administrative records and the minimum eligibility thresholds for statutory
care. This indicates that while under-estimation of one’s own needs caused by
self-reporting needs is an issue, it does not entirely explain the apparently lower
needs of individuals receiving statutory care in surveys than administrative data.
The other possible explanation for the individuals with care needs not having sig-

nificantly greater memory issues is the impact of need on survey participation.

5.3.6 Correlation between needs and survey attrition

It is notable in Table 7.1 that the mean number of unique individuals with care
needs as a proportion of the total individuals with care needs pooled across waves
is around 78% in ELSA and 95% in Understanding Society. This indicates that
individuals with higher needs do not frequently appear in more than one wave. To
examine this in more detail, I set out in Table 5.3 the number of people in ELSA
who are lost to follow-up (excluding those who die between waves), compared
against those who appear in the next survey wave, based on both self-reported
memory issues and immediate word recall score. Around a third of individuals
with an immediate recall score of zero are lost to follow up, compared with just
under a fifth of individuals who score higher. This is a highly significant difference,
with p < 0.001 in a 2 test, and standardised residuals around 31 standard devi-
ations from the expected result if the distributions were equal. However, when
stratified by self-reported memory score, the proportion of those who state their

memory is ‘Poor’ that are lost to follow up (19.3%) is very close to the proportion
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who state their Memory is ‘Fair’ or better (20.3%) (p = 0.38 in a x? test). I in-
clude in Table 5.4 the same table for Understanding Society, based only on wave 3
data, which was the only wave with the immediate recall question, and using the
derived binary variable indicating self-reported memory issues. Again, those who
score zero on the recall task are likelier to be lost to follow up (20.7% vs 14.8%,
p < 0.001), while we do not see the same difference based on self-reported memory
(13.5% vs 13.2%, p = 0.36). Immediate word recall is evidently a greater predictor
of attrition than self-reported memory in ELSA and Understanding Society.

Table 5.3: Individuals in ELSA lost to follow up based on memory

Word recall score Self-report
Status Memory recall > 0 Memory recall = 0 P No memory issues Memory issues  p
N % N %| <0001 | N % N % | 0.38 |
Lost to follow up 3263 19 257 gy 3040 20 522 19.3 ‘ ‘
Remained in survey 13916 81 515 66.7 ‘ Hork 12133 80 2185 80.7

ELSA: English Longitudinal Study of Ageing waves 6-9. Self-reported memory variable: slfmem. Immediate word
recall variable: imrc

Table 5.4: Individuals in Understanding Society lost to follow up based on memory

Word recall score Self-report
Status Memory recall > 0 Memory recall = 0 p No memory issues Memory issues  p
N % N % | <0001 | N % N %036
Lost to follow up 7204 14.8 119 20.7 FF* 3934 13.5 2158 13.2
Remained in survey 41621 85.2 455 79.3 ‘ K 25179 86.5 14180 86.8 ‘ ‘

Understanding Society waves 3-4. Self-reported memory variable: cgsrmem?2_dv. Immediate word recall variable:
cgwri_dv

5.4 Discussion and limitations

These comparisons between survey and administrative data indicate that individ-
uals in surveys report lower needs than would be expected from administrative
records, that the association between self-reported memory and measures of cog-
nitive ability are statistically significant but not as strong as expected, and that
there is an association between cognitive impairment and survey attrition. How-
ever, the administrative data comes from a single local authority, which may limit
the generalisability of the findings to other regions or the country as a whole. Dif-
ferences in local policies, demographics, and service provision practices can affect
the applicability of the results to other settings. It is impossible to be certain
about the extent to which one can extrapolate from trends observed with one

local authority’s data. Nevertheless, it appears from this analysis that the higher
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levels of impairment recorded in the administrative data cannot be attributed to
particularly high needs in that local authority. Additionally, while there is lim-
ited literature comparing administrative social care records to survey data, other
research using administrative data appears to find they are higher. A study us-
ing data from 10 authorities in England and Wales in the 1990s found that a
sample cohort of care users had higher needs than national data would indicate
[27, 314]. Similarly, a table in a report assessing the impact of the Care Act using
administrative records shows that 1,616 older people sampled from administrative
data across 32 local authorities found workers reported that 46% of individuals
required support to use the toilet [57]. While this is not directly comparable to
the figures in Table 7.1 as only around 65% of participants were older people, it
is higher than is indicated by survey data.

Another limitation is that, while administrative data provides detailed records,
it may contain errors or inconsistencies due to variations in how information is
recorded by different staff members. Missing data, over-redaction of sensitive
information, or changes in data collection methods over time can impact the re-
liability of the findings. While the quality of administrative data used here has
been assessed (I set out in Chapter 4 the mechanism by which I established the
reliability of the data used in this chapter), and the literature highlights system-
atic sampling and reporting issues in surveys, it is nevertheless possible that some
discrepancies between survey and administrative data are due to inaccurate admin-
istrative records rather than the survey data. It is possible that the estimates of
functional ability from administrative data are an overestimate. Using data from
2006, Clarkson et al. [55] found that 66% of older, statutory care users in one local
authority required help with dressing, which is lower than the 80% recorded here
(though higher than the estimate of need from HSE, ASCS and Understanding
Society). However, as demonstrated in the spending data presented in Chapter 4
and discussed in the literature [e.g. 5, 57, 6, 7], there has been retrenchment in
social care and tightening of eligibility criteria, particularly since 2008. If the level
of support required with dressing recorded in administrative data was found to be
the same in 2024 as 2006, this might indicate that needs may not be being accu-
rately captured. Indeed, in general, the literature assessing data quality in social
care indicates an under-identification of care needs in administrative records [see
e.g. 55, 130, 129]. If this were the case here, it would amplify the magnitude of

the differences between survey and administrative records.

There is another inherent limitation in an analysis of this sort across several

data sources. Many of the indicators that I have included are continuous, and
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recorded as ordinal categories. However, several surveys include them only as
binary variables. To enable comparison across all sources, I have summarised
every indicator as a binary variable. While this adds breadth to the analysis, some
information is lost. However, the binary analysis of the proportion of individuals
unable to complete an ADL is still valuable, as it provides a clear and comparable
measure of need across datasets. Further research could explore methods for
comparing datasets with more than two levels, if these can be mapped to each

other effectively, to enhance the depth of future analyses.

Another issue is that the administrative data and survey data do not align per-
fectly in terms of the time periods they cover. Some differences observed may be
due to changes in policies, economic conditions, or population demographics over
time. If there were larger numbers of adult social care users in each wave of the
longitudinal surveys, it would be possible to examine this, but this is limited by
the available data. I am also limited by the relatively small sample size in most
surveys, so have had to pool the data. This was not necessary for ASCS, though I
have used the same methods for ASCS as the other surveys. I have examined the
yearly ASCS data separately over the period and for 84% of the data, the yearly

mean is within the confidence interval of the pooled mean.

This analysis also does not explore the potential use of instrumental variables
(IVs) to address the limitations of non-random dropout [315]. IVs can provide
a way to account for unobserved factors that influence both dropout and the
variable of interest by isolating variation in the outcome that is independent of
unobserved characteristics. It is possible IVs could potentially quantify the extent
to which the variable of interest accounts for attrition — and thereby inform the
creation of more accurate weights — identifying valid instruments that satisfy
the required assumptions is challenging. The approach depends on sufficiently
predictive instruments and strong theoretical assumptions, which are not always

possible to empirically verify [316].

Finally, the only measure of functional ability that is not self-assessed was immedi-
ate word recall, which was only available in specific waves of surveys, limiting the
analysis to that information in those time points. It is possible, and even likely
given that the relationship is weakest among those most impaired, that reduced
cognitive ability in particular is associated with reduced accuracy of self-assessed
functional ability. The association of cognitive impairment with inaccurate report-
ing has been found in other surveys [106]. Having said this, researchers have also

found differences between self-reported and observed physical functional ability
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not associated with cognition [138, 299]. Whether physical functional ability is
also weakly associated with self-reported ability is an empirical question. It is not
possible for me to answer it with the English surveys here, which do not include

both measures.

5.5 Conclusion

This chapter highlights significant limitations in using survey data to understand
the needs of older adults receiving publicly funded social care services in Eng-
land. While the Adult Social Care Survey (ASCS) is by far the largest source
of data about users of local authority care, it is limited by its cross-sectional
design and omission of important variables such as cognitive ability. The way
that ASCS is administered varies by local area, as does its representativeness of
the local population [113]. Furthermore, the analysis in this chapter shows that
respondents in ASCS from one local authority report lower levels of functional
impairments compared to administrative records from the same local authority.
Longitudinal surveys like ELSA and Understanding Society offer potential ad-
vantages but suffer from small sample sizes of statutory care users and system-
atic under-representation of those with higher needs. The analysis here finds, in
line with previous research [e.g., 295], that individuals with impaired cognition
are more likely to drop out of these surveys, further contributing to the under-

representation of high-need populations.

Several factors contribute to this disparity. Under-reporting of needs in surveys
is evident, particularly due to self-assessment bias and cognitive impairments
that affect individuals’ ability to accurately report their own needs. Additionally,
sampling biases arise from the exclusion or under-representation of people with
higher levels of need, and from survey attrition that disproportionately affects

participants with declining health or cognitive function.

These findings demonstrate that survey weights are unlikely to be able to ade-
quately correct for these biases. While survey weighting can mitigate some issues,
in cases where missingness is systematically related to unobserved variables —
such as severe disability or cognitive impairment — standard weighting methods
fail to produce unbiased estimates [306, 317]. It would be possible for researchers
using ELSA to create weights based on memory function, although this could be
problematic if cognition itself is a variable of interest [318], which is often the case

in long-term care research. Moreover, it would not be possible to create weights
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based on cognitive ability for Understanding Society (excluding wave 3), ASCS,
HSE or FRS as it is not measured. While cognitive function is correlated with
observed characteristics such as self-reported memory issues, the results here in-
dicate the correlation of self-reported memory is low, and so may not be enough
to capture the effect. Sensitivity analyses indicate that weighting methods often
cannot fully adjust for biases arising from unobserved variables [319]. As a result,
adjusted estimates may still not reflect the actual conditions or outcomes for those

at greatest risk, leading to their under-representation in study findings [320].

These limitations have significant implications for research and policy. Given the
limitations highlighted, reliance on survey data alone risks under-representing the
needs of individuals requiring statutory social care. Researchers and policymakers
should be cautious in interpreting survey data about social care, and consider
exploring alternative data sources if hoping to understand the impact of care
interventions on those with the highest needs. Administrative records, despite the
effort required to process and analyse them, contain rich, unstructured data that
is not available in survey data. However, it has previously not been practicable
to extract information from this data. In Chapter 6, I address this gap by using
LLMs to extract indicators of loneliness and social isolation from free text in
administrative care records. This approach uses the large volumes of unstructured
data recorded by care workers. This innovative method makes it possible to
explore loneliness among statutory care recipients and assess its impact on care
use — such as predicting care home entry — an analysis that is not possible with

survey data.
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6 Using Large Language
Models to extract loneliness
from free text social care notes

Abstract

Loneliness and social isolation are distressing for individuals and predictors of mor-
tality. Evidence about the impact of loneliness and isolation on publicly funded
long-term care usage is limited as there is little data indicating whether individuals
using care services are lonely or socially isolated. Recent developments in natural
language processing have made it possible to extract information from electronic
care records, which contain large quantities of free text notes. In this paper we
identify loneliness or social isolation from free text by analysing pseudonymised
administrative care records containing 1.1 million free text case notes about 3,046
older adults recorded in a London council between November 2008 and August
2020. We use three natural language processing methods to represent the la-
belled notes as vectors: document-term matrices, pre-trained word embeddings
and transformer-based, discriminative large language models. The most accurate
model used a bidirectional transformer architecture. Evaluated on a test set of
unseen sentences this model had an F; score of 0.92. We generate predictions
of loneliness or isolation on the rest of the data using the best-performing model
to examine the construct validity of our indicator by comparing it with other
datasets and the literature. Our measure generally behaves as we expect: it is
highly correlated with living alone, which we see in survey data. It is also asso-
ciated with impaired memory which we expect from the literature. Furthermore,
our indicator of loneliness or social isolation is a strong predictor of whether an
individual receives services for social inclusion. According to our model, around
43% of individuals have a sentence indicating loneliness or social isolation in their
case notes at the time of their initial care assessment. Similar estimates of preva-
lence are obtainable from individual-level survey data. The advantage of our
method over surveys is that classified free text administrative data can be used
in conjunction with other data in administrative records, such as care expendi-
ture or service use. The outputs of our model can be used to generate inputs for
regression models of service use which include social isolation and loneliness as

independent variables. We include with this paper an open-source version of the
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model in a GitHub repository.
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https://github.com/samrickman/lonelinessmodel

6.1 Introduction

In 2021, public expenditure on long-term care was 1.98% of GDP in OECD coun-
tries [321]. In England, where the term adult social care is used to describe long-
term support to complete activities of daily living, public spending was £23.7
billion (USD $30.4 billion) in 2022/2023 [322]. By 2038, projections indicate a
55% increase from 2018 levels in the number of older people receiving care, with
public expenditure approximately doubling [323]. Given the demand for public
funds, it is important to understand how individuals with different needs receive
care and support. However, since the vast majority of participants in national
surveys do not receive publicly funded care [103, 324], the available evidence for
quantifying the use of such services from survey data is limited. Administrative
care records provide a rich potential source of evidence about the characteristics
and support received by people supported by the social care system. In the UK,
long-term care needs have been widely recorded in electronic databases since the
1990s [325], and similar systems exist internationally to facilitate information shar-
ing, manage performance and enhance safety [22, 58|. Historically, analysing large
volumes of free text has not been practical. However, it is now possible, using ma-
chine learning, to extract information from data which is “complex, heterogeneous,
poorly annotated and generally unstructured” [326]. Recent papers use natural
language processing to extract information from free text electronic health records,
[259, 260, 261, 152, 262]. However, to our knowledge only a handful of papers use
similar methods with social work or long-term care records [149, 151, 150], all of

which use US data and none of which focus on loneliness or social isolation.

This paper extracts from free text records whether a worker has recorded that an
individual receiving care is lonely or socially isolated. We begin by setting out why
social isolation and loneliness are an important area of focus given their health
impact and the absence of structured, time-variant, individual-level data recording
which publicly funded care users are lonely or socially isolated. We then describe
the administrative dataset used in the analysis in this paper. Needs assessment
forms in such datasets do not generally contain structured questions, such as a
checkbox, indicating whether a person is lonely. However, they contain large
quantities of free text about an individual’s social needs. An advantage of using
administrative records over survey data is that classified free text administrative
data can be used to model care expenditure or service use data, such as care home
entry, which also form part of administrative records. We discuss this and other

policy implications in our concluding section.
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6.2 The impact of loneliness and social isolation

A question faced by researchers with access to administrative care data is which
information to extract. Loneliness and social isolation have been found to be as sig-
nificant a predictor of mortality as smoking, obesity or hypertension [327, 328, 329].
Loneliness and social isolation are related but distinct concepts. Although defi-
nitions vary [330, 331], generally social isolation is an “objective lack of relation-
ships” [332], whereas loneliness is represented as a “subjective, distressing feeling”
occurring when the quantity or quality of existing social relationships is less than
desired [333].

Loneliness has been an international health policy concern for decades [see e.g.
334] and a consensus statement from leading international researchers described
loneliness as “the 21st century social determinant of health” [335]. In 2021, the
World Health Organisation (WHO) published an advocacy brief stating that more
research is required to understand the prevalence of loneliness and social isolation
in older people, and the effectiveness of interventions [331]. In 2018, the UK
government published a loneliness strategy, which aimed to “embed loneliness
as a consideration across government policy” [336]. In 2023, they published an
update calling for more research into the measuring of loneliness and the economic
effectiveness of interventions [330]. In 2022, a question was added to England’s
Adult Social Care Survey asking care users if they feel lonely [112], the first change
since 2014.

In England, the National Institute for Health and Care Excellence (NICE) rec-
ommends that older adults participate in social activities [337]. In recent years,
however, many publicly funded interventions to increase social connectedness have
been closed or decommissioned [263]. Local authority returns show that adults
who receive a support package where the Primary Support Reason is social iso-
lation have reduced by around a third since 2015 [338]. There is some evidence
indicating loneliness is associated with increased long-term care use. A 2018 study
using English Longitudinal Study of Ageing (ELSA) data indicates that loneliness
is a risk factor for entering a care home after adjusting for factors such as age,
gender and disability [267]. However, the number of people receiving publicly
funded social care services in the ELSA is very limited [109], and such research
gives a less comprehensive picture of how loneliness might impact publicly funded

care packages than administrative data.

Administrative care records in England contain structured and free text informa-
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tion about an individual’s ability to develop and maintain family and personal re-
lationships and to access community and recreational services, which form part of
the eligibility criteria for publicly funded care [339]. Distinguishing between lone-
liness and social isolation in free text notes can be challenging, as social workers
may not use the terms “lonely” or “isolated” consistently with their definitions in
the literature. For instance, the phrase “feels isolated” frequently appears, which
might refer to a subjective feeling of loneliness or indicate that the person has a
lack of social contact. In a 2024 paper, Patra et al. were able to distinguish types
of social support needs from psychiatric records [154]. However, they note that
those records “include relative consistency in documentation style” and contain
“comprehensive biopsychosocial patient evaluation”. As the administrative data
used in our study is less consistent in documentation style, with social networks
or circumstances often mentioned only briefly or indirectly, we examine both so-
cial isolation and loneliness together. This approach is common in public health
research; for instance, a 2023 report by the US Surgeon General was entitled Our
Epidemic of Loneliness and Isolation, highlighting the interconnectedness of these
issues [340]. Research which has considered the concepts together has found that
being socially isolated or lonely has an adverse effect on mortality among older
people [327, 328, 329, 341]. In this paper, we take the approach used in the papers
which consider the concepts together. This is also consistent with the approach
taken in Zhu et al. [152] when they extract social isolation and loneliness from
free text medical notes of cancer patients. Our study also aligns with recent re-
search efforts exploring the use of large language models (LLMs) to extract social
and contextual factors from clinical text [153]. A 2024 study developed multil-
abel classifiers to identify six distinct Social Determinants of Health (SDoH) from
clinical notes. Their findings revealed that fine-tuned, discriminative models out-
performed generative models in SDoH extraction tasks, particularly for rare and
under-documented categories such as social support and housing issues. This
demonstrates the capacity for using free text to extract adverse social conditions

compared to structured data alone.

6.3 Materials and methods

6.3.1 Data collection

In England, every person requesting publicly funded care must receive an assess-

ment under the Care Act 2014. In this paper we attempt to identify social isolation
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or loneliness from the free text notes of a London borough. Adult social care case
notes are written by individuals employed by a local authority to assess needs and
commission care in accordance with The Care Act 2014. This generally consists
of social workers, occupational therapists or care managers. Workers complete an
assessment form, which is a snapshot of needs at a certain time containing both
structured data and free text. Recording systems also contain case notes, which
are free text fields to record ongoing work on the case over time. In Figure 6.1 we

show how the assessment form and case notes appear to caseworkers.

Statutory social care records

Assessment form (structured and free text) Case notes (free text)
Assessment form Case notes
Unique ID ] [ FirstName LastName ] [ Unique ID ] [ FirstName LastName ]
Personal care [Title (e.g. telephone call / home visit) ]
Washing Unable to manage independently 8
= = Free text description entered here by case worker, e.g.
Dressing Unable to manage independently §
Undressing Unable to manage independently § | briefly visited Mr *NAME** whilst in the area and he
Continence management |Select option 3 appears to be doing well with positive feedback from
Independent care agency manager. | told Mr **NAME** he will be
Neceh caaEEs revie\_/ved i_n 6 weeks time to ensure par_;kage of care i_s
T = = meeting his needs. Mr **NAME**'s environment was in
nable lo manage independenty a poor state of repair, with no hot water. He appears to
Comments Additional free text description entered here by be socially isolated. He has use of a wheelchair. | plan
case worker, e.g. to put in package of care and review in 6 weeks.
Mr **NAME** needs more time to get dressed
than undressed as he is stiffer in the mornings.

Figure 6.1: Structured and unstructured data

6.3.2 Data extraction and characteristics

A query was written to identify all individuals aged 65 or over on August 1st
2020, who had been receiving services for at least one year since 1st January 2016.
Administrative records for these individuals were then extracted from the local
authority database. Identifiable free text data tokens were masked using the open-
source text pseudonymisation software PSCleaner [342]. The data was then sent
to an NHS Commissioning Support Unit, where identifiable structured data such
as NHS numbers were removed. Finally, the data was transferred securely to the
research team at the Care Policy and Evaluation Centre (CPEC) at the London
School of Economics and Political Science (LSE).

The data includes all free text case notes recorded for individuals in the cohort
between 2008 and 2020, as well as needs assessment and service receipt data. Dur-

ing this period, there were 3,046 individuals aged over 65 receiving long-term care.
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Table 6.1: Free text per person

Case notes Assessment Total
N notes N words N text fields N words N words
Mean 377 28,850 148 6,740 35,115
SD 298 27,068 112 5,603 29,670
Median 302 21,444 123 5,212 27,330
Min 2 6 1 4 6
Max 2,585 407,283 869 44,196 408,404

The data contains 10,821 assessment forms comprising 19.1 million words of free
text, and 1.14 million case notes, containing 87.8 million words of free text. Case
notes in the dataset encompass a wide range of updates related to the care and
support of individuals. These include records of emails and telephone calls, de-
scriptions of home visits, case screening and allocation, managerial direction, case
summaries, allegations of abuse or neglect, as well as referrals to services such as
occupational therapy, physiotherapy, and intermediate care. The volume of notes
reflects the comprehensive documentation required in social care to capture vari-
ous interactions and decisions throughout the course of care. There is significant
variation in the distribution, with for example the top 50 individuals having 8 mil-
lion words recorded (7.8% of the total), the same amount as the 850 individuals

with the fewest. Summary statistics per person are presented in Table 6.1.

In addition to the free text case notes, structured data fields are routinely
collected during the assessment process. These fields capture key demographic
and personal information that is relevant for care planning and service provision.
Structured data includes information such as gender, ethnicity, age, functional
ability with activities of daily living (ADLSs), and whether the individual lives
alone. This information is collected directly by social care professionals during
initial assessments and periodic reviews as part of standard care practices.
These structured data fields provide important context for understanding the
care needs of individuals and were used in conjunction with the free text data in
our analysis. Of the 3,046 individuals, 61.2% were women, 47.8% White British,
with a median age in 2020 of 81, and median of 3 years and 6 months of services

received. These characteristics are set out in Table 6.2.
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6.3.3 Overview of model development and evaluation

We set out here methods for model development and model evaluation. In the
model development section, we describe the data pre-processing, manual classi-
fication of text and range of classification algorithms used. We trained several
machine learning algorithms on the data: logistic regression, random forest, boot-
strap aggregation, quadratic discriminant analysis, and a feed-forward neural net-
work. Our model evaluation section contains two sub-sections. Firstly, we set out
the performance metrics for evaluating which of the machine learning models was
most accurate after running the trained models on a test set of human-classified
sentences about individuals unseen by the trained model. Secondly, we examine
the construct validity of the output of the best-performing model, to establish
whether the indicator of loneliness or social isolation that we have derived be-
haves as we would expect. We did this by generating predictions at the time
of initial assessment, and then using hypothesis testing to interrogate expected
relationships with needs and demographic characteristics based on the literature
and related datasets. Additionally, using the same predictions, we ran a logistic
regression to see whether our derived indicator of loneliness or social isolation is
associated with receiving services for social inclusion. We set these methods out

in more detail below.

6.3.4 Model development

We endeavoured to use as parsimonious a model as possible, beginning with count-
based vector representations of words such as document-term matrices [170] and
Term Frequency Inverse Document Frequency (Tf-idf) [343]. We also used the
SpaCy large pre-trained word embeddings [344], and transformer-based represen-
tations, specifically ROBERTa and DistilRoBERTa [195]. The overall process for
training and comparing these models is set out in Figure 6.2. Unless otherwise
stated, we used Python 3.9.7 in all the analysis [345].
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Table 6.2: Training and test set

Group N Sentences (total) Sentences (median) Min Date ~ Max Date  Service length F (%) WB (%) YOB Deceased

Train 200 317263 1286 2011-04-01 2022-04-15 3.03 62 47 1933 40
Test 200 305319 1238 2011-04-01  2022-04-15 3.83 62 49 1934 43
All 3046 4807982 1289  2010-01-29 2022-04-15 3.49 62 47 1934 42
Note:

F: Female. WB: White British. YOB: Median year of birth. Service length: Median time receiving statutory care services.

Model development (training set) Model evaluation (test set)
) Comparison of results using different sentence representations (Bag of Words, TF-IDF, pre-
Document (raw i i isti
toxt) (t Trained models trained embeddings, DistiiIRoBERTa, ROBERTA).
—/
4 - S S S N O O S e . - o o s .
I_ Trained models I_ Metrics 1
- e mm Em oEm o Em Em omm o om - e mm omm owm
e . h 1
Split into g‘— re:rl]n rr‘nlo z:)elllor; | Indicates | 1 « Accuracy
sentences uma t-a ere loneliness or I « Precision 1
\ sentences 1 social isolation | * Recal
A Sentences Classifier 1, ° F1 score 1
| | I
Y 1
( p 1 Does not indicate [ |
Human labelling off Pre-processing of loneliness or 1 |
sentences sentences 1 social isolation | |
\ J
| 1
- o mm s e o o omm omm o Em Em Em Em Em Em 1

Figure 6.2: Overall training and evaluation process

For all approaches, we replaced the pseudonymised masks (e.g., **NAME**,
*+LOCATION**, which had been used to mask identifiable information) with
randomly generated names and locations to ensure that the language models
could correctly tokenise and parse the sentences. Retaining the pseudonymisation
masks could have led to issues with tokenisation, as the models may not have
handled repeated placeholders effectively. For the count-based methods, we also
lemmatised the text, converted it to lowercase, and removed stop words. We
set out further details in Data pre-processing in S2 Methods Appendix. We then
divided the data into a training and test set, using stratified random sampling
to ensure similar proportions of individuals in each set (see Table 6.2). Each set
contained notes about 200 distinct individuals. We split each set by person to
ensure that the test set did not contain sentences about individuals who are in
the training set. Human annotators manually classified 10,083 sentences in the
training set, and 3,573 sentences in the test set for model evaluation. We defined
a set of rules for annotators to define which sentences to classify, using binary
classification (either indicative or not indicative of loneliness or social isolation).
We developed classification rules to guide the annotators in determining whether
a sentence indicated loneliness or social isolation. These rules covered statements
such as when a person explicitly expressed feeling lonely, had little social contact,

or received referrals to services like befriending. Conversely, sentences indicating

146



practical support needs, support for safety or cognition, or day centre attendance
for carer respite were classified as not indicative of loneliness or social isolation.
The full set of rules is detailed in the S2 Methods Appendix in the Supporting
Information section. Our interrater reliability measures produced Cohen’s « [346]
of 0.89 (95% CI 0.84 - 0.94) and Krippendorff’s a [347] of 0.89 (95% CI 0.89 -
0.93). The maximum level of agreement in both cases is 1, and 0.89 represents
excellent levels of agreement beyond chance [131, 348]. The training dataset
was imbalanced, with 9,383 sentences in the negative class (not indicative of
loneliness or social isolation) and 700 in the positive class. We implemented three

approaches for the representation of words:

1. Count-based approaches: We split each sentence into lemmatised, word-level
tokens. Each sentence was represented by a raw count of the number of
times a word appears in it (a document-term matrix) [170]. We also applied
Term Frequency Inverse Document Frequency (Tf-idf) [180] to transform
the count matrix to a weighted representation, reducing the weighting of
higher frequency words across all documents.

2. Pre-trained vectors: We used the Spacy large English model [344], which
represents language through dense embeddings [175], where words which
have similar semantic meanings are clustered together in vector space. We
took the mean of each dimension to create a single 300-dimensional vector
to represent each sentence.

3. Transformer-based approaches: We used the RoBERTa base model, which
has 12 hidden layers, 768 dimensions and 12 heads [195]. This was relatively
computationally expensive to fine-tune, so for comparison we also used Dis-
tilRoBERTa, which has identical parameters except it has 6 hidden layers,
and is around twice as fast to train. In both cases, we used the Hugging-
Face implementation of each model’s tokenizer to split each sentence into
sub-word tokens [349, 350].

We describe these approaches in more detail in S2 Methods Appendix. After
pre-processing, vectorising and labelling each sentence, the problem becomes a
binary classification task. For both the count and pre-trained embedding based
approaches, we evaluated five classification algorithms. We used k fold cross-
validation to avoid overfitting on the training set, choosing 5 folds for k£ as a
value which tends to elicit reasonably high accuracy [351] while reducing training
time compared with higher values. We used five classification algorithms: class-
weighted logistic regression, bootstrap aggregation, random forest, quadratic dis-

criminant analysis and a feed-forward neural network. Again we set these out
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in the Classification algorithms section of S2 Methods Appendix, in our Sup-
porting Information document. For the transformers approach, the HuggingFace
implementation of both the RoBERTa and DistilRoBERTa models contain a clas-
sification head. We trained this final layer of the model on the labelled, tokenised
sentences using the HuggingFace Transformers and PyTorch libraries [352, 353].
Our final model had a training batch size of 16 sentences, with 500 warm up
steps, and weight decay of 0.01. The weight decay parameter is bounded between
0 and 1, with 0.01 indicating relatively low L2 regularisation, which can help the
model fit the smaller, positive classes more accurately, but can risk overfitting.
The final output layer produces a predicted probability for the negative and pos-
itive classes (either indicative or not indicative of loneliness or social isolation).
During training the parameters of the classification head were optimised using
binary cross-entropy loss, which measures the difference between the predicted

probabilities and the true labels.

6.3.5 Model evaluation

We evaluate the performance of our model in three ways to assess the accuracy
and construct validity of the NLP-generated indicators of loneliness or social iso-
lation. Firstly, we measure performance on a test set of unseen sentences, drawn
from individuals not included in the training data, and compare the accuracy,
precision, recall, and F} scores for each model. We then use the model with the
highest F)| score to classify sentences from the initial care needs assessments of all
individuals in our dataset, examining the associations between the model output
and demographic characteristics in structured data, such as gender, ethnicity, and
functional ability. We compare these findings with associations between loneliness
and the same characteristics in the ELSA survey. Finally, we conduct a logistic
regression to assess whether the model’s loneliness or isolation predictions are asso-
ciated with the use of services typically related to social support needs. Together,
the final two steps compare the NLP model output with expected indicators of

loneliness or social isolation, measuring the model’s construct validity.

6.3.5.1 Model evaluation: construct validity

After establishing the best-performing model using the test set, we set out to
establish the construct validity of the indicator of loneliness or social isolation

generated by this model by establishing whether it behaves as we would expect

148



Table 6.3: Model metrics

Case notes
0 1
Assessment | 0 Neither Case notes

1 Assessment Both

it to based on the literature, as in Malley et al. [354]. We did this by using the
best-performing model to classify all free text at the time of the initial assessment
for the 1,331 individuals whose first contact with statutory care services was in
the data. We chose to evaluate the text at the time of the initial assessment
as we would expect care needs to be comprehensively recorded at first contact
with services, and we classified all text within the assessment form, and all case
note text within 90 days of the assessment. We note whether individuals have
at least one case note classified by the model as indicative of loneliness or social
isolation in the assessment form or case notes, separately. As this is a brief period
with relatively small quantities of text per person, very few individuals had more
than one positive sentence, so we treated the indicator as binary rather than
as a count. Once the indicator was treated as binary, we derived four metrics:
individuals with no positive sentences (Neither), those with a positive sentence
only in their assessment (Assessment), those with a positive sentence only in case
notes (Case notes) and those with both (Both). This is set out in Table 6.3.

We then compared the results of the model predictions with pooled data from
waves 6 - 9 (2012 - 2019) of ELSA [109]. This secondary dataset, collected as
part of a large national survey through structured interviews and self-reported
questionnaires, provides a validated source of information on the characteristics
of older adults in England. We used ELSA data for all older adults who stated that
they had care needs and received publicly funded care (N=995 unique individuals
with 1361 total observations over the period). We pooled the results due to the
low number of responses in some groups. We tabulated responses to the ELSA
Center for Epidemiological Studies Depression Scale (CES-D) loneliness question
[355]. We also compared our results to the three UCLA loneliness scale questions
within ELSA, converting a total score of 6 or more into a binary indicator of
loneliness, as in Hanratty et al. (2018) [267]. As our model measures loneliness
and social isolation, in the ELSA data we also establish which individuals are
socially isolated according to the Social Network Index (SNI) defined in Minicuci
et al. (2016) [356].
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We compare the results with ELSA graphically, by examining the proportion of
people in our data and in ELSA who appear lonely or socially isolated, broken
down by demographic characteristics and care needs. We also conduct a Pearson’s
x? test of independence [357] of each need or demographic factor with loneliness
or isolation, to establish whether there are the same associations between our
indicator of loneliness and those found in ELSA. Finally, we conduct a logistic
regression of all these factors and loneliness or isolation, to establish which factors

remain significant after controlling for characteristics such as living alone.

6.3.5.2 Model evaluation: predicting service receipt for loneliness or

isolation

There is a statutory duty under the Care Act 2014 to meet eligible needs for
maintaining personal relationships, recreation and accessing the community. Day
centres are community-based services provided for older people at risk of loneliness
or social isolation [263] which have been seen as the primary method of discharging
this duty. Our data includes information on whether individuals are receiving day
centre services, which we expect to be more likely for individuals who are truly
lonely or socially isolated. To assess this, we generated predictions of loneliness or
social isolation using our best-performing model, the RoBERTa-based language

model.

Next, we conducted a logistic regression to examine whether these predictions
were associated with the receipt of day centre services within 90 days of the
initial assessment, for the 1,331 individuals whose initial assessment could be
identified. To ensure that the RoBERTa model was not simply picking up cases
with more notes, or cases driven by demographic characteristics rather than actual
loneliness or isolation, we included the number of notes and relevant demographic
variables as controls in the logistic regression model. This allowed us to verify
that the RoBERTa model’s predictions were not confounded by factors such as a
greater volume of documentation or demographic differences, rather than genuine
cases of loneliness or social isolation. The logistic regression model is specified in

Equation 6.1.

log =By + B SIL + Bynotes + Bysex + Byethnicity + Bsage+

I=p (6.1)
Bepc + Bymemory + Bgsafety + Byalone
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Where p is the probability of receiving day services in the first 90 days, SIL
is the binary prediction of social isolation or loneliness generated by our model,
notes is the number of sentences written within 90 days of assessment, sex is a
binary variable where 1 indicates male, ethnicity is a binary indicator of white
or non-white and age is age of the person receiving care in years. Additionally,
we include as continuous variables the following rank of severity of needs, where
higher indicates more care needs. pc is personal care needs (the sum of mobility,
toileting and dressing), memory is the score for memory and cognition, safety is
the extent to which the person is aware of their own safety and risk and alone is a
binary indicator of whether an individual lives alone. The demographic and needs-

related scores are extracted from the structured data of the initial assessment.

6.4 Results

We present a set of results for each method of model evaluation. Firstly, we
evaluate the performance of each model against the test set. Secondly, we run the
best-performing model on text recorded within 90 days of every initial assessment
and compare the significance of association with demographic characteristics with
survey data from ELSA. Finally, we present the logistic regression of the results

of the best-performing model on day centre attendance.

6.4.1 Model performance on the test set

We use the evaluation metrics for binary classification models set out in Raschka
and Mirjalili [358], specifically accuracy, precision (positive predictive value), re-

call (true positive rate) and F1 score.
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TP+TN

accuracy =
n
TP
precision = PP
1 TP
ecall = ————
' TP+ FN
F=2 precision - recall

precision + recall

Where n is the number of sentences classified, T'P the number of true positives, F'P
false positives and F'N false negatives. True negatives are included in accuracy,
but not precision, recall or F}. As the majority class is the negative class, it would
be possible to achieve accuracy > 0.9 with a classifier which predicted that every
sentence was in the negative class. We therefore use F; as the primary measure,

which is the standard in binary classification tasks [see e.g. 259, 152].

In Table 6.4 we detail the accuracy, precision, recall and F} score of each model
on the test set of 3,573 labelled sentences not seen by the training set. The
transformer-based models considerably outperform all other models, with Distil-
RoBERTa achieving an F) score of 0.86 and RoBERTa 0.92. The pre-trained
Spacy embeddings outperformed all non-transformers based approaches when
classes were predicted using a feed-forward neural network, with an F) score
of 0.61. However, using the same embeddings, the neural network only slightly
outperformed logistic regression, which had an F} score of 0.58. The count-based
approaches were not effective at prediction using any of the classification meth-
ods. In Figure 6.3, we present a confusion matrix comparing the predictions of
the best-performing model against the classes defined by human annotation. The
values in the matrix represent the sentences classified into each category by human
annotators and the RoBERTa model.
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Table 6.4: Results

Classifier Accuracy Precision Recall F1
Transformers
RoBERTa 0.97 0.95 0.87 0.92
DistilRoBERTa 0.96 0.90 0.82 0.86
Pre-trained embeddings
Feed forward NN 0.90 0.78 0.50 0.61
Logistic regression 0.83 0.46 0.77  0.58
QDA 0.84 0.45 0.28 0.34
Bagging 0.85 0.66 0.07 0.13
Random Forest 0.85 1.00 0.02 0.03
Tf-idf
QDA 0.27 0.15 0.83 0.26
Bagging 0.82 0.15 0.03 0.06
Feed forward NN 0.84 0.22 0.01 0.03
Logistic regression 0.84 0.07 0.01 0.01
Random Forest 0.84 0.00 0.00 0.00
Document-term matrix
QDA 0.23 0.15 0.83 0.25
Bagging 0.83 0.13 0.02 0.04
Feed forward NN 0.84 0.24 0.02 0.03
Logistic regression 0.84 0.06 0.00 0.00
Random Forest 0.84 0.00 0.00 0.00
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Confusion matrix (RoBERTa model)

=)

Human label

0
Model prediction

Figure 6.3: Confusion matrix (RoBERTa)

6.4.2 Construct validity: comparison with survey data

The overall proportion of individuals with at least one case note indicating lone-
liness or social isolation according to our model is 0.44 (95% CI 0.42 - 0.47), and
the proportion with at least one sentence indicating the same in their needs as-
sessment is 0.43 (95% CI 0.40 - 0.45). This compares with a proportion of 0.38
in ELSA (95% CI 0.32 - 0.43) who are lonely according to the CES-D measure or
SNI isolated, and 0.45 (95% CI 0.39 - 0.51) who are lonely according to the UCLA
measure, or SNI isolated. The overall proportions are similar to the UCLA loneli-
ness measure, and this holds for many characteristics. We present in Figure 6.4 a
breakdown of these proportions by demographic and needs-related factors. While
these similarities are reassuring, there are differences between the results of our
model and ELSA. For example, the difference in loneliness between individuals

who live alone and live with others is wider in ELSA than in our data.
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We set out in Table 6.5 the results of the x? test of independence between loneliness
or isolation and the needs-related factors in both our results and ELSA. We also
present the results of the combined indicators: FEither, where a person has a
sentence in either assessments or case notes indicating loneliness or isolation, and
Both where a person has a sentence in both case notes and their assessment
form. The x? tests reveal both similarities and differences in the associations
between our RoBERTa-based indicator and the ELSA measures of loneliness and
social isolation (CES-D and UCLA combined with SNI). Both our indicator and
the survey data show a strong association between loneliness and living alone.
However, our indicator also identifies a significant link between memory issues
and loneliness, which is not found in the ELSA data. Additionally, ELSA data
shows that people receiving unpaid care are more likely to be lonely, a pattern not
reflected in our findings. This discrepancy may be due to differences in the cohorts
or the nature of the data, as ELSA data is self-reported, while administrative

assessments of functional ability are recorded by professionals.

Although we have taken a subset of individuals from ELSA who are older people
receiving local authority care, individuals in the administrative data have higher
needs than those in ELSA. For example, 80% of individuals in the administrative
data require support with dressing, compared with only 69% of those in the ELSA
data. This is set out in Table 6.7. As the ELSA data used in this comparison is
self-reported, while the administrative data are derived from structured records
collected by local authorities, we expect some differences in the association be-
tween specific ADLs and social isolation and loneliness. We do not consider this
a barrier to comparing the datasets, but we do consider it when interpreting the

results. We elaborate on this in the Discussion section.

To consider the association with needs-and demographic characteristics in total,
as well as individually, we conducted a logistic regression. We set out the results
in Table 6.5. To account for multicollinearity, we measured the generalised vari-
ance inflation factor (GVIF) [359]. Rule-of-thumb thresholds are generally that
there is too much multicollinearity if the variance inflation factor is greater than
a threshold, which tends to be between 4 and 10 [360]. The maximum GVIF
between any of our covariates was 1.3. The regression output indicates that in
ELSA, living alone is by far the most significant predictor, though requiring sup-
port with shopping and presence of unpaid care are also significant. Across all
four of our measures, living alone is also a very important predictor of loneliness
or isolation. The coefficient is around the magnitude of that for memory, where

individuals who have memory problems are more likely to be lonely or socially
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isolated. We do not see the same effect for shopping or unpaid care. We discuss

these differences and the differences in the x? test in the Discussion section.

157



84T



69T

Table 6.5:

Factors in structured data associated with loneliness and social isolation: Chi-sq test and logistic regression

Administrative records ELSA
Assessment Case notes Either Both CES-D UCLA
Chi-sq test
Dressing 0.048 * 0.047 * 0.254 0.001 *** 0.398 0.099 .
Ethnicity 0.688 0.635 0.655 0.619 0.606 0.526
Lives alone 0.027 * 0.013 * 0.033 * 0.003 ** <0.001 *** <0.001 ***
Meals 0.471 0.154 0.59 0.066 . <0.001 *** <0.001 ***
Memory <0.001 *** <0.001 *** <0.001 *** <0.001 *** 0.462 0.605
Mobility 0.02 * <0.001 *** 0.071 . <0.001 *** 0.509 0.016 *
Safety & risk 0.284 0.126 0.869 0.477 0.737 0.624
Sex (F) 0.188 0.896 0.814 0.278 0.262 0.181
Shopping 0.062 . 0.878 0.473 0.25 <0.001 *** <0.001 ***
Toileting 0.68 0.001 *** 0.467 0.013 * 0.046 * 0.002 **
Unpaid care  0.726 0.258 0.689 0.657 <0.001 *** <0.001 ***
Logistic regression
Age 1.01 (0.99-1.02) 1.01 (1.00-1.03) 1.01 (1.00-1.02) 1.01 (1.00-1.03) 1.01 (0.99-1.03) 1.00 (0.99-1.02)
Dressing 0.87 (0.78-0.97) **  0.91 (0.82-1.01) . 0.88 (0.79-0.99) * 0.87 (0.78-0.97) * 0.88 (0.62-1.23) 0.92 (0.66-1.28)
Ethnicity 0.96 (0.76-1.23) 0.98 (0.77-1.24) 0.99 (0.77-1.27) 0.95 (0.72-1.23) 1.60 (0.47-5.34) 1.33 (0.36-5.05)
Lives alone 1.37 (1.08-1.75) ** 1.38 (1.09-1.76) ** 1.52 (1.18-1.95) *** 1.39 (1.06-1.82) * 6.12 (4.36-8.70) ***  3.57 (2.62-4.90)
Meals 1.02 (0.90-1.16) 1.09 (0.96-1.23) 1.09 (0.95-1.24) 1.04 (0.91-1.19) 1.36 (0.89-2.07) 1.31 (0.86-1.99)
Memory 1.40 (1.25-1.57) *%%  1.40 (1.25-1.57) *** 1.50 (1.33-1.70) *** 147 (1.30-1.67) *** 1.14 (0.47-2.71) 0.65 (0.26-1.57)
Mobility 0.89 (0.81-0.99) * 0.99 (0.90-1.10) 1.01 (0.90-1.13) 0.85 (0.76-0.96) **  0.86 (0.56-1.32) 1.19 (0.79-1.80)
Safety & risk  1.03 (0.92-1.15) 0.94 (0.84-1.05) 1.00 (0.89-1.12) 0.96 (0.85-1.09) 1.35 (0.55-3.26) 1.17 (0.48-2.85)
Sex (F) 1.15 (0.91-1.45) 0.89 (0.70-1.12) 0.97 (0.76-1.24) 1.06 (0.82-1.37) 0.92 (0.66-1.27) 0.99 (0.72-1.35)
Shopping 1.09 (0.93-1.28) 1.02 (0.88-1.20) 1.06 (0.90-1.24) 1.07 (0.90-1.28) 1.61 (1.13-2.29) ** 1.45 (1.03-2.05)
Toileting 1.04 (0.95-1.15) 0.88 (0.80-0.97) * 0.93 (0.84-1.03) 0.97 (0.87-1.08) 1.25 (0.79-1.97) 1.46 (0.94-2.26)
Unpaid care  1.01 (0.78-1.30) 0.88 (0.68-1.14) 0.94 (0.71-1.23) 0.92 (0.70-1.23) 1.84 (1.08-3.19) *  2.22 (1.27-3.98)
K < 0.001; ** <0.01; * <0.05; . <0.1

ELSA: English Longitudinal Study of Ageing. CES-D: Center for Epidemiological Studies Depression. Chi-sq results are p-values. Logistic regression

results are coefficients (0.95 CI).



6.4.3 Construct validity: day centre services regression

We include the results of the day centre services regression in Table 6.6. Account-
ing for the number of notes and demographic factors, the model output remains a
strong predictor of whether an individual is in receipt of day centre services. The

maximum GVIF for any indicator is less than 1.4.

Table 6.6: Logistic regression: day care within 90 days

Odds ratio (RoBERTa model)
Assessment Both Either Notes

Lonely /isolated (prediction) 5.74 (3.02-11.87, p<0.001) ***  8.35 (4.57-16.09, p<0.001) *** 9.65 (3.47-40.16, p<0.001) ***  8.11 (3.80-20.11, p<0.001) ***
N notes 1.00 (1.00-1.00, p=0.319 1.00 (1.00-1.00, p=0.080 1.00 (1.00-1.00, p=0.118, 1.00 (1.00-1.00, p=0.035

( 1 (

( ) ( ) - ( ) ( )*
Sex: Male 1.12 (0.64-1.94, p=0.681) 1.08 (0.61-1.90, p=0.777) 1.01 (0.58-1.74, p=0.969) 0.95 (0.54-1.65, p=0.869)
Ethnicity: White 1.21 (U 69-2.17, p=0.516) 1.24 (0.70-2.27, p=0.464) 1.21 (0.69-2.16, p=0.516) 1.23 (U 70-2.22, p=0.476)
Age 0.98 (0.95-1.02, p=0.393) 0.98 (0.95-1.02, p=0.369) 0.98 (0.95-1.02, p=0.351) 0.98 (0.95-1.02, p=0.358)
Personal care score 0.68 (0. 5, p=0.001) ***  0.74 (0.58-0. 9-1, p=0.014) * 0.66 (0.52-0.83, p=0.001) ***  0.69 (0.54-0. 87‘ p=0.002) **
Memory score 1.82 (1.4 , p<0.001) ***  1.77 (1. , p<0.001) *** 183 (1.43-2.37, p<0.001) ***  1.83 (1.42-2.37, p<0.001) ***
Safety & risk score 0.99 (ﬂ 76-1.27, p=0.911) 1.00 (0. , p=0.978) 1.00 (0.78-1.29, p=0.993) 1.02 (0. p=0.893)
Lives alone 0.33 (0.18-0.59, p<0.001) ** 0.3 (0.18-0.60, p<0.001) ***  0.34 (0.18-0.60, p<0.001) ***  0.34 (0. p=0.001) ***

Note:
R <0.001; ** <0.01; * <0.05; . <0.1

6.5 Discussion

The goal of this analysis was to extract an indicator of loneliness or social iso-
lation from free text. The key finding is that we can create such an indicator
with a high F} score (0.92) using a RoBERTa-based discriminative large language
model. Simpler NLP models do not perform nearly as well. Our findings indicate
that for extracting this indicator from long-term care free text notes, as we have
seen in other domains, transformer-based approaches can significantly improve
on more traditional count-based or pre-trained embedding methods. Transformer
models are complex and the mechanism by which they outperform other methods
can be difficult to understand. However, we present example sentences in Fig-
ure 6.5 which are indicative of the types of notes which appear frequently. Among
the word representations and classification models explored, only the transformer
models were able to correctly classify all four sentences. Adult social care records
are complex, unstructured descriptions about individual lives containing context-
dependent distinctions between similar words. The attention mechanism in the
transformer architecture may create a sentence encoding which is able to more

accurately reflect this complexity.
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Example 1: Isolation

She feels isolated.

She needs to be isolated for infection control.

Example 2: Day activities

He would benefit from attending a day centre.

His wife would benefit from respite if he attended

a day centre.

Figure 6.5: Polysemy in adult social care case notes

Our method also examines the validity of the best-performing model when applied
to the initial assessment of all individuals in our data. We find that the indicator
of loneliness or isolation is a strong predictor of whether an individual receives
services for social inclusion. Furthermore, each of our four measures has a signifi-
cant association with whether an individual lives alone, a pattern also observed in
survey data. There are, however, some differences with survey data. For example,
although whether individuals live alone or with others is significantly associated
with loneliness or isolation by our measure and in ELSA, there is a greater dif-
ference between the groups in ELSA. It is important to note, however, that one
of the four dimensions of the established ELSA SNI indicator [356] is whether
an individual is married. In the ELSA cohort of individuals aged 654 receiving
publicly funded care, 89% - 93% of unmarried individuals live alone (depending
on the wave), so we would expect a measure of social isolation based on marital
status to be more strongly associated with living alone than a measure which is

based on free text.

Another notable difference between our results and ELSA is that our data does
not show a significant association between loneliness or isolation and needing
help with shopping or meal preparation, whereas ELSA does. On the other hand,
our model identifies a significant association between loneliness or isolation and
memory issues that is not present in ELSA. We have taken a subset of individuals
from ELSA who are older people receiving local authority care, yet in general
individuals in the administrative data appear to have higher needs than those
in ELSA. For example, 60% of individuals in the administrative dataset have
impaired memory or cognition, compared with 12% who report this is the case
in the ELSA data. This is set out in Table 6.7. One explanation for this is that
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people with the highest needs might drop out of surveys. ELSA is known to have
a high attrition rate relative to other surveys and it may be the case that the

individuals with the greatest health needs are the least likely to continue [34].

Another explanation may lie in the differences between self-reported data in ELSA
and professional assessments in administrative records. Individuals receiving pub-
licly funded care in ELSA report appear to have approximately similar demo-
graphic characteristics to those in administrative data, such as gender and living
alone. However, ELSA respondents report less functional impairment. One hy-
pothesis is that people may be reluctant to discuss personal care needs with an
interviewer. Individuals may under-report functional needs intentionally due to
social desirability bias [298] or unintentionally due to impaired cognition [106].
Comparisons of self-reported and actual functional ability in surveys has found
that the correlation can be as low as 0.2, and people with impaired mobility often
report that they are mobile [138, 299].

The finding in ELSA that individuals receiving unpaid care are more likely to
report loneliness, which we do not observe in our data, might also be explained by
these differences. In ELSA, the self-reported data may not fully capture physical
disability, so receiving unpaid care could serve as a proxy for need. Even after
removing individuals in ELSA who report no care needs, we still find that the
overall care needs in ELSA are lower than those in administrative data. Given
the small sample size, we decided to retain all older individuals who report re-
ceiving publicly funded care in the analysis, but we interpret the results with
caution, recognizing the differences between self-reported needs and professional
assessments. This reflects one of the challenges of measuring construct validity
using self-reported measures compared with professional assessment. However, it
is reassuring that validity is reinforced in indicators where self-reporting is less
likely to deviate from professional assessment, such as gender, where our indica-
tor and survey data find that women experience slightly higher levels of loneliness

than men.

An interesting aspect of the comparison is that in the administrative data we
also find that loneliness or isolation occurs less in individuals who have higher
physical care needs. There is no single physical ADL which has a negative asso-
ciation across all four measures, but there remains a trend that requiring more
physical support is associated with less loneliness. It may be that there is a real
effect here that would be observed if there was a larger sample size in ELSA: the

dressing coefficient is negative for both ELSA measures, though not significant.
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Table 6.7: Comparison of demographic and ADL needs between ELSA waves 6-9
and administrative data

Administrative ELSA

N (%) N Unique N (%) N Unique
Ethnicity (non-white) 364 (33%) 364 18 (4%) 15
Toileting (requires support) 570 (52%) 570 160 (38%) 132
Lives alone 608 (55%) 608 255 (60%) 203
Memory (has needs) 664 (60%) 664 50 (12%) 49
Sex (F) 686 (62%) 686 267 (63%) 208
Awareness of risk (impaired) 806 (73%) 806 90 (21%) 81
Unpaid care (receives) 819 (74%) 819 344 (81%) 277
Dressing (requires support) 877 (80%) 877 293 (69%) 233
Meals (requires support) 998 (91%) 998 276 (65%) 219
Shopping (requires support) 1066 (97%) 1066 336 (79%) 272

ELSA: English Longitudinal Study of Ageing waves 6-9 (limited to the subset
of individuals who report they receive statutory care). N Unique: number of
unique individuals (as data is pooled). Administrative values are recorded by
care managers in structured data. ELSA values are from the variables: raracem,
toilta, hhres, slfmem, sex, dangera, rcaany__ e, dressing, mealsa, shopa.

An alternative explanation for this could be to do with how workers prioritise the
needs they record. One explanation is that if a person has very high physical care
needs, a worker might be less concerned about loneliness in the face of more ob-
vious risks, such as falls, pressure ulcers or care home entry. This represents the
corollary to the advantage of administrative records being recorded by workers: if
workers do not record loneliness where other needs are considered more urgent, a
perfect free text classifier cannot produce a true prevalence. Finally, ELSA does
not show a significant association between those individuals with memory prob-
lems and those who are lonely or socially isolated, by either the UCLA/SNI or
CES-D/SNI measures. Although there is a disparity between the administrative
data and ELSA results, we find the association in the administrative data results
reassuring, as the literature suggests there is an association between memory and

loneliness [see e.g. 361, 362].

The comparison with ELSA is challenging to interpret, owing to the apparent
differences in the population and that both care needs and loneliness are self-
reported in ELSA but not in administrative data. We are therefore reassured
by the results in Table 6.6 of the probability of receipt of day centre services
within 90 days of the first assessment. It is clear that the indicator of loneliness

or isolation is a strong and significant predictor of whether an individual receives
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services for social inclusion. This holds when controlling for the number of notes
and demographic factors, suggesting that our indicator is picking up a distinct
phenomenon. It also leads to the reassuring conclusion that workers who record
that a person is lonely or isolated are much likelier to put in place services for
this need.

One aspect of the interpretation of the model output is establishing which of the
four metrics is best (Assessment, Case notes, Either or Both). The x? tests and
regression indicate they are generally associated with the same demographic and
needs-related factors. This may be due to our binary measurement of loneliness
and social isolation which, if it could be measured more properly, may be better
captured as a continuous variable. Individuals can experience different intensities
of loneliness. One interpretation is to consider each of the measures as a reflection
of loneliness or isolation above a certain threshold. The measures from Assessment
and Case notes of around 43% measure each are approximately equivalent to the
prevalence of individuals who are SNI isolated or have a UCLA loneliness score
of 6 out of 9 or above (45%). Alternatively, using the Both metric to define
individuals as lonely or isolated only if they have text indicating this is the case
in an assessment and a case note, may identify individuals with a higher intensity
of loneliness than either of these measures. This captures 26% of individuals,
which is the same as the 26% of ELSA individuals who are SNI isolated, or score
9 out of 9 in the UCLA loneliness scale. Finally, defining an individual as lonely
using the Fither measure, if they have a sentence in an assessment or a case
note indicating this, gives a prevalence of 62%. This is a comparable prevalence
to individuals in ELSA who are SNI isolated or lonely if they have a UCLA
loneliness score of between 4 (71%) or 5 (58%) and above. Which of the four
derived measures is most appropriate will ultimately depend on the policy goal.
If the policy goal is to target only those individuals with the highest need, the
Both measure may be most appropriate. Conversely, an area wishing to put into
place preventative services may wish to cast a wider net with the Fither metric.
Whether proportions similar to these hold in other areas is an empirical question

that can be established by applying this model to additional datasets.

6.5.1 Limitations

There are some limitations to these findings. We used only one set of pre-trained
embeddings and applied mean pooling of each token to represent the sentence.

While effective, this approach could potentially be improved by using methods
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that summarise spans of individual sentence embeddings, which have been shown
to enhance performance in similar tasks [185]. Similarly, for the count-based ap-
proaches, instead of representing each sentence as a count of all words, we could
have employed co-occurrence matrices of n-grams — capturing words that appear
within n words of each other — which might better capture contextual relation-
ships. It is plausible that these and other enhancements could have increased
the F| score of the simpler NLP methods. Nonetheless, we ensured a robust
evaluation of the simpler methods by applying a range of classifiers, including
boosting, bagging, logistic regression, multi-layer perceptron (MLP), and random
forests. Moreover, with the transformer models, we achieved strong results using
the default parameters and did not find it necessary to fine-tune hyperparame-
ters, such as the learning rate. This suggests that while the gap could potentially
be narrowed, it could also be widened again through further optimisation of the

transformer model.

Additionally, our construction of loneliness or social isolation as a binary (rather
than continuous) variable is an oversimplification. It is, for example, possible for
two individuals to be lonely, but one to be more so. We were limited by the data,
as intensity of loneliness or isolation is rarely recorded, and we took a pragmatic
approach. However, the findings do indicate that different measures derived from
the binary indicator may provide some indication of intensity. A related limi-
tation is that our model combines loneliness and social isolation. While this is
consistent with similar research [e.g. 152], such distinctions can guide appropriate
interventions. For example, social inclusion services such as day centres increase
social contact so are by definition effective at reducing social isolation. They
do not necessarily reduce loneliness or emotional isolation [as conceptualised in
e.g. 363]. We do not think it would have been possible to distinguish between
loneliness and isolation through secondary analysis of administrative care records.
However, if the relative impact of the components of loneliness or isolation can

be derived from other data, it will guide appropriate interventions.

Another notable limitation is related to the dataset which, although large in terms
of sentence count, is limited to a relatively small geographic area. Although notes
in the training and test set are not about the same individual, they may have been
written by the same worker. Similarly, there may be organisational culture issues
which lead to individuals using similar phrases that would not be seen elsewhere.
We expect that the model will not perform quite as well on free text case notes
from another area, although the magnitude of the drop-off, and how many new

samples need to be labelled to improve performance, is an empirical question that
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we hope to answer in the future.

There is an inherent limitation in any study that uses secondary, administrative
data to measure a phenomenon. We see this when interpreting the output in Ta-
ble 6.6. It is possible to say that workers who record that an individual is lonely
or isolated are more likely to put in place a social inclusion service for that person.
However, we cannot confidently say how often workers put in place services for in-
dividuals who are actually lonely or isolated. There is likely a degree of unobserved
or unrecorded loneliness or isolation which cannot be quantified by any research
based on administrative records. Furthermore, there will be instances where an
individual is offered a service for perceived loneliness and declines it. However,
as we observe the expected association between our indicator and characteristics
such as impaired memory and living alone, it suggests that the unobserved lone-
liness or isolation is not so significant as to invalidate our results. Furthermore,
administrative records contain real-time information about service use for individ-
uals receiving publicly funded care. Administrative data has enabled researchers
to establish that the probability of care home admission is associated with age,
gender, disability, ethnicity and depression [e.g. 364, 365]. However, whether an
individual is lonely or socially isolated is not generally recorded as a structured

indicator in administrative data, so it has not been included in such models.

6.5.2 Conclusion

Our best-performing model demonstrates an approach to identifying social isola-
tion and loneliness in long-term care case notes with an F; score of 0.92 on unseen
text in the test set. The measure seems valid. It is highly correlated with living
alone, which we see in ELSA, and with impaired memory which we would expect
from the literature. Furthermore, it is a strong predictor of whether an individual
receives services for social inclusion. Around 43% of individuals have a care needs
assessment with a sentence indicating loneliness or social isolation, 44% have a
case note, 62% have either and 26% have both. Similar estimates of prevalence
at different thresholds of loneliness are obtainable from individual-level survey
data. The advantage of extracting an indicator from administrative data is that
it contains many more individuals than survey data, providing enough statistical
power to compare between subgroups on the basis of demographic or needs-related
factors. Additionally, administrative data includes individual-level, time-variant
service cost data. Extracting information from administrative records provides

the opportunity to examine associations with service use and cost data that is
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not contained in surveys. Finally, there are relatively few survey respondents
with high needs or in care homes [366], but such individuals are represented in

administrative data.

It would be useful for future research to include the outputs of a predictive model
from free text as an input to a regression model, to establish whether there are
differences in the intensity of long-term care usage by individuals who have been
identified as being lonely or socially isolated. For example, this could be using
information in administrative free text data to model risk of care home entry.
Our model provides the opportunity to conduct such analysis. We also hope
that evaluating the performance of different machine learning approaches in this
paper will inform future researchers about methods for extracting other important
characteristics recorded in free text but not in structured data, such as economic
hardship, psychological wellbeing or risk of abuse. The results of this analysis are
published with an open source version of our model, and we hope that others can

use our classification model with their own data.
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7 Loneliness as a risk factor
for time to care home entry for
older adults receiving
community care

Abstract

Background and Objectives: International efforts to contain long-term care costs
have prioritised personal care provision. However, reductions in services aimed at
addressing loneliness or promoting social participation may affect demand for long-
term care facilities. Research on the impact of loneliness on entry to residential or
nursing care facilities is based on survey data, which under-represents those with
the highest needs. Administrative records include such individuals and, unlike
surveys, contain continuous data on service receipt, enabling accurate modelling

of time to care home entry.

Research Design and Methods: We use administrative data for 1,101 individuals
receiving care in a London local authority. We extract loneliness from free text
notes using a large language model and model its impact on care home entry five
years after assessment, controlling for needs and demographics. We use logistic
regression and a competing risks survival model to measure time until care home

entry.

Results: The odds ratio for care home entry associated with loneliness is 1.45 with
logistic regression (95% CI 1.04 — 2.01). The hazard ratio is 1.32 (95% CI 1.01 —
1.72) with a cause-specific model, and 1.39 (95% CI 1.08 - 1.79) using the Fine &
Gray method. Among those most likely to enter a care home, the median time
to entry is around 9 months (95% CI 228 - 328 days) earlier for those who are

lonely.

Discussion and Implications: The hazard ratio of loneliness on care home entry is
around the magnitude associated with gender, ethnicity or living alone. However,
loneliness is modifiable. Reductions to services which reduce loneliness, such as
day centres, are likely to cause an increase in loneliness. We demonstrate that for

those with the highest needs, loneliness is a significant risk factor for time until
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care home entry. Policymakers seeking to delay care home entry should consider

the impact on services for loneliness.

7.1 Background and Objectives

Demand for long-term care (LTC) services is increasing internationally, and this
trend is projected to continue [see e.g. 4, 367, 368]. While countries such as Japan
and Norway are exceptions, the increased pressure on public funds has led to
a “general tendency toward reconsidering and tightening the eligibility criteria
for access to public LTC services” [369]. For instance, Finland, Denmark, the
UK, Sweden, and the Netherlands have recently experienced a retrenchment in
community care services towards personal care and nursing tasks, with domestic
and social support implicitly shifted to informal care networks [see 5, 263, 264,
6].

While these policy changes aim to target resources towards those with the greatest
needs, they may have unintended consequences. Services for promoting social
participation such as day centres can lead to a reduction in loneliness [265], a
factor associated with higher risk of care home admission for older people observed
in surveys [266]. Yet there has been little analysis of the impact on care home
entry of reducing the supply of such services to those with the highest needs, and

particularly for individuals receiving publicly funded care.

In this paper, we explore loneliness and social isolation as risk factors for care home
entry among older publicly funded social care users, using English administrative
data. Moving to a residential or nursing care home is generally considered unde-
sirable, as it is associated with a loss of independence, dignity, and privacy and
has high costs [370, 371]. In England, for example, the total public expenditure
on long-term care services in 2022/2023 was £15.1 billion, of which £6.6 billion
funded care home places [322]. Several studies have found that loneliness is asso-
ciated with the risk of care home entry for older adults [267, 372, 373, 374, 375].
If increased loneliness affects the risk of care home entry for publicly funded care
users, this should be considered when calculating the effects of retrenchment of

long-term care towards personal care.

However, most studies investigating the effect of loneliness use population survey
data [e.g. 267, 372, 373, 374]. Due to means-testing, retrenchment and tightening
eligibility criteria, statutory care users have a different needs profile to the general

population, being more disabled, economically deprived, and reliant on formal
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care services. Such individuals are often under-represented in surveys due to
systematic exclusions [104, 105] and attrition [32, 34, 295, 103, 324]. In the English
case, there are marked differences in reported levels of need among older adults
in the English Longitudinal Study of Ageing (ELSA) [109] who state they receive
publicly funded care compared with administrative data. While proportions of
demographic information such as age and gender are similar, around half as many
state they require support with personal care tasks (see Table 7.1). We cannot
be confident that the findings from surveys that loneliness is a risk factor for care
home entry for older people can be generalised to those with high levels of need
— i.e. those at greatest risk of care home entry — who are under-represented in

surveys.

This paper examines whether loneliness or social isolation recorded at the time of
a person’s initial assessment affects time until an individual enters a care home,
controlling for needs and demographic factors. Loneliness and social isolation are
closely related but distinct concepts [333, 330, 331]. Social isolation generally
refers to an “objective lack of relationships”, while loneliness is a “subjective, dis-
tressing feeling” that arises when an individual’s desired quantity or quality of
social connections is unmet [332]. These concepts often overlap in their effects,
as both loneliness and social isolation have been linked to adverse outcomes, in-
cluding increased mortality among older adults [328]. In this paper, we recognise
the challenges in distinguishing loneliness from social isolation within free text
social care records. Social workers may use terms like “lonely” or “isolated” inter-
changeably or imprecisely, describing either a subjective sense of loneliness or a
more objective lack of social contact, or both. We adopt a pragmatic approach by
considering loneliness and social isolation together, consistent with the integrated
perspective seen in public health research [e.g. 340, 327, 328, 329, 341]. For the
sake of brevity, except where explicitly distinguished from social isolation, we use
the term “loneliness” in this paper to refer to our combined measure of loneliness

or social isolation.

Our analysis differs from previous research in that we use administrative records.
These records, collected by agencies in the course of service delivery, contain real-
time information about service use for individuals receiving publicly funded care,
allowing us to model time to care home entry. Administrative data has enabled
researchers to establish that the probability of care home entry is associated with
age, gender, disability, ethnicity and depression [e.g. 364]. However, loneliness
is not generally recorded as a structured indicator in administrative data and it

has not been included in analyses using administrative records, or record-linkage
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models of socio-demographic variations in moves to care homes [e.g. 376]. One
study, which linked administrative records to data collected in research interviews
in a subset of care users in a local authority over a six month period between 1998
and 2000, found that social isolation increases risk of care home entry in statutory
care users [375]. Our paper extends this analysis, using a large language model
(LLM) to identify loneliness and conduct an analysis of its effect on care home
entry with a local area’s population of long-term care users over five years, between
2015 and 2020, and accounting for the competing risk of death prior to care home

entry.

Using records collated by agencies in the process of service delivery offers advan-
tages. There is no attrition as health declines, so the records capture information
on those with the highest need. These records contain continuous, time-variant
service use data, allowing more precise estimation of the time until care home
entry. Surveys provide snapshots at each wave. Researchers can impute the date

of institutionalisation between waves but this increases uncertainty [372, 373].

It is essential to account for factors associated with both loneliness and care
home entry to robustly examine their association. Care home entry is correlated
with age, gender, ethnicity, functional impairment and living alone [377, 266,
378, 374], though this is moderated by receipt of unpaid care [373]. Dementia,
which has a bidirectional relationship with social participation [379, 380], is a
highly significant predictor of care home entry [373, 267]. Our analysis controls
for age, sex, ethnicity, cognitive impairment, support required with activities of
daily living (ADL) needs (personal care) and instrumental activities of daily living
(IADL) needs (shopping and meal preparation), and living circumstances (receipt
of unpaid care, living alone). Receipt of formal or unpaid care may affect risk
of care home entry [373]. Survey-based research into the effect of loneliness on
care home entry [e.g. 267, 372, 373, 374] has not controlled for care receipt. By
including these covariates, we aim to isolate the effect of loneliness and ensure
it is not conflated with other factors that influence the risk of care home entry.
As a baseline model, we replicate the approach in Hanratty et al. [267], using
logistic regression. To compare differences in the rate of care home entry over
time between those identified as lonely or isolated and others, we use a survival
model, accounting for competing risks, as not all (or even most) individuals will

ever enter a care home [381].

We investigate three questions: Firstly, does loneliness predict care home entry?

Secondly, holding other factors equal, what is the difference in time to care home
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entry if an individual is lonely? Finally, does loneliness particularly increase risk of
care home entry in certain groups, such as women, those who are more physically
disabled, or those with impaired cognition? This final question is important for

understanding how best to target services to prevent care home entry.

7.2 Research Design and Methods

7.2.1 Dataset

To explore the relationship between loneliness and care home entry, we use data
from an inner London local authority. In England, under the Care Act 2014, every
person seeking publicly funded care undergoes an assessment by a social care
professional to establish their eligibility. This assessment generates a document
recording information relevant to care needs such as functional ability to perform

ADLs and TADLs, cognitive function, and unpaid care.

We received approval from the NHS Confidentiality Advisory Group (CAG) to use
this data for this purpose, and obtained ethical approval. A query was written to
identify all individuals aged 65 or over on August 1st 2020 who had been receiving
services arranged by the local authority for at least one year at some point since
1st January 2016. The dataset includes information for 3,046 individuals between
1st January 2015 and August 31st 2020. The export includes all needs assessment
forms completed between January 2015 and August 2020. After an assessment is
completed, if an individual receives care, services commissioned are recorded. The
export includes individual-level, time-variant service use data with costs between
January 2015 and August 2020.

A complexity in the data is that loneliness can be recorded at any time during
an individual’s contact with care services. We resolve this by using loneliness at
the time of initial needs assessment. There are two reasons for choosing this time
point. Firstly, we expect needs to be comprehensively recorded at first contact.
Secondly, if loneliness at first presentation to a local authority is a relevant factor
for care home entry, it provides the greatest opportunity for intervention. There
are 1649 individuals in the exported data whose initial needs assessment occurs
in the period of observation. Needs assessments were captured on different forms
during the period. This was determined by policy changes and is not correlated
with individual need. After limiting the dataset to forms that contained ques-

tions covering all relevant covariates, 1331 individuals remain. We also exclude
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from the analysis individuals who enter care homes immediately after their first
presentation to social care. These cases represent an event leading to a sudden
development of care needs, such as a fall or stroke. There is no opportunity in
such cases for local authorities to put in place preventative services for loneliness
with a view to delaying care home entry. We limit the period of observation to 5
years from initial assessment. Our final dataset contains 1101 individuals. At the
end of the period of observation, 252 people have entered a care home, 502 die
before entering a care home and 347 are censored, i.e. continue to receive care in

the community at the end of the period of observation.

Table 7.1: Comparison of demographic and ADL needs with ELSA

Administrative data ELSA
Unweighted Weighted

N (%) N Uniq N (%) N Uniqg % 0.95 CI
Awareness of risk (impaired) 806 (73%) 806 90 (21%) 81 20.5% (16.1%, 24.9%)
Dressing (requires support) 877 (80%) 877 293 (69%) 233 68.9% (63.5%, 74.3%)
Ethnicity (non-white) 364 (33%) 364 18 (4%) 15 42%  (1.8%, 6.6%)
Lives alone 608 (55%) 608 255 (60%) 203 61.2% (55.1%, 67.3%)
Meals (requires support) 998 (91%) 998 276 (65%) 219 65.5% (60.3%, 70.8%)
Memory (has needs) 664 (60%) 664 50 (12%) 49 24.8% (18.0%, 31.7%)
Sex (F) 686 (62%) 686 267 (63%) 208 65.2% (59.3%, 71.2%)
Shopping (requires support) 1066 (97%) 1066 336 (79%) 272 81.1% (77.3%, 85.0%)
Toileting (requires support) 570 (52%) 570 160 (38%) 132 35.3% (30.0%, 40.5%)
Unpaid care (receives) 819 (74%) 819 344 (81%) 277 82.8% (78.7%, 86.9%)

ELSA: English Longitudinal Study of Ageing. Using pooled data from waves 6,7,8 and 9 of ELSA. N Uniq:
total unique individuals across all waves. Weighted: using longitudinal weights provided with ELSA.

7.2.2 Characteristics of individuals in the data

Information was captured using structured data fields and free text case notes.
Structured fields are inherently machine-readable [117]. In our dataset, they
record key demographic and personal information necessary for care planning
and service delivery, such as age, gender, ethnicity, functional ability with ADLs
and TADLs, and whether the individual lives alone. Free text fields can be in-
cluded within needs assessment forms, or in distinct areas of case management
systems to record information not covered elsewhere (”case notes”). In this study,
we extract the loneliness measure from free text, and all needs-related covariates
from structured data. We classified for loneliness or social isolation all free text
notes recorded about the 1,101 individuals within 90 days of their initial assess-
ment (N = 62603). We present in Table 7.2 a breakdown of loneliness and care

home entry by each covariate, including the p value for tests of independence, for
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Table 7.2: Descriptive statistics

Care home entry Loneliness or isolation
Variable Levels Censored (%) Care home (%) Death (%) p Not lonely (%) Lonely (%) p
Lonely No 258 (32.5) 152 (19.2) 383 (48.3)  <0.001 793 (100) 0 (0)
Yes 89 (28.9) 100 (32.5) 119 (38.6) 0 (0) 308 (100)
Sex Female 235 (34.3) 149 (21.7) 302 (44.0)  0.041 488 (71.1) 198 (28.9)  0.438
Male 112 (27.0) 103 (24.8) 200 (48.2) 305 (73.5) 110 (26.5)
Personal Care Low/no needs 157 (35.4) 113 (25.5) 174 (39.2) 0.005 301 (67.8) 143 (32.2) 0.001
Moderate 150 (30.5) 100 (20.4) 241 (49.1) 355 (72.3) 136 (27.7)
High 40 (24.1) 39 (23.5) 87 (52.4) 137 (82.5) 29 (17.5)
Cognition No/low needs 245 (35.3) 115 (16.6) 334 (48.1) <0.001 539 (77.7) 155 (22.3) <0.001
Moderate 52 (26.8) 63 (32.5) 79 (40.7) 120 (61.9) 74 (38.1)
High 50 (23.5) 74 (34.7) 89 (41.8) 134 (62.9) 79 (37.1)
Ethnicity Non-white 128 (35.2) 72 (19.8) 164 (45.1) 0.099 266 (73.1) 98 (26.9) 0.635
White 219 (29.7) 180 (24.4) 338 (45.9) 527 (71.5) 210 (28.5)
Shopping/Meals  Low/no needs 56 (39.4) 38 (26.8) 48 (33.8) 0.003 96 (67.6) 46 (32.4) 0.412
Moderate 120 (33.2) 95 (24.5) 164 (42.3) 279 (71.9) 109 (28.1)
High 162 (28.4) 119 (20.8) 290 (50 3) 418 (73.2) 153 (26.8)
Lives Alone No 162 (32.9) 94 (19.1) 237 (481)  0.025 371 (75.3) 122 (247)  0.037
Yes 185 (30.4) 158 (26.0) 265 (43.6) 1422 (69.4) 186 (30.6)
Unpaid Care  No 107 (37.9) 71 (25.2) 104 (36.9)  0.002 207 (73.4) 75 (26.6) 0.602
Yes 240 (29.3) 181 (22.1) 308 (48.6) 586 (71.6) 233 (28.4)
Has Telecare  No 280 (33.3) 193 (22.9) 369 (43.8)  0.053 618 (73.4) 224 (26.6) 0080
Yes 67 (25.9) 59 (22.8) 133 (51.4) 175 (67.6) 84 (32.4)
N Notes Mean (SD)  513.4 (457.5) 691.6 (513.0)  522.9 (412.1) <0.001 5317 (451.7)  627.4 (462.7) 0.002
Age Mean (SD) 83.2 (8.6) 85.9 (7.4) 844 (83)  <0.001 840 (8.4) 854 (7.6) 0011
Cost DPs Mean (SD) 9.1 (39.6) 2.6 (22.7) 9.7 (68.8) 0191 7.3 (45.2) 9.3 (68.2) 0575
Cost Daycare  Mean ( D) 5.9 (34.2) 8.1 (34.6) 2.8 (15.7) 0032 2.0 (21.5) 126 (38.0)  <0.001
Cost Homecare ~ Mean (SD) 1185 (124.3) 125.1 (153.0)  125.6 (138.9) 0.742 1285 (142.7)  109.6 (123.6) 0.041

Costs are the cost of services put in place within 90 days of initial assessment.
DPs are direct payments and day care represents services for social participation (day centres).

categorical variables using a x? test and for continuous variables Pr(> F) after
an analysis of variance. We explore these relationships and contrast them with

the regression output in the Discussion section.

7.2.3 Model parameters

Loneliness is extracted from free text as described in Chapter 6. The natural
language processing model produces a binary classification for each sentence, indi-
cating whether loneliness or social isolation is recorded. We consider an individual
to be lonely or isolated at the time of assessment if they have at least one sentence
in their needs assessment form and one sentence in case notes which is indicative
of loneliness or social isolation. As information about social networks is extracted
from free text records, which do not reliably distinguish between the related but
distinct concepts of loneliness and social isolation, our indicator reflects individu-

als who are recorded as being either lonely or socially isolated.

As loneliness is based on free text, we also include in the model the number of
case note sentences recorded about an individual (N Notes). This means any

association between loneliness and care home entry cannot be explained by the
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natural language processing model being more likely to indicate loneliness where

more case notes are recorded.

We also include in the model services received after the initial needs assessment,
to control for the effect of service receipt and capture differences in need not
reflected in service provision. We include the cost of home care, day care and
direct payments (DPs), as well as whether individuals receive telecare services.
All covariates except loneliness are extracted from structured data. We limit the

period of observation to 5 years after initial assessment.

7.2.4 Models

We use logistic regression as a baseline model, and to compare results for statutory
care users against the general older population in Hanratty et al. [267]. However,
logistic regression does not distinguish between an individual who enters a care
home after one day and another who enters two years later, though this difference
may be meaningful for those individuals. We also use a survival model with
competing risks, to allow us to model the length of time that an individual spends
outside a care home. The competing risks element of the model accounts for the
fact that, unlike traditional survival models where the event of interest is death,

not all individuals will enter a care home.

7.2.4.1 Logistic regression model
We use a logistic regression model, modelling care home entry as 1 (N = 252),

and not entering a care home as 0 (N = 849), as specified in Equation (7.1).

6,30+,8110ne1y+,3X

= 1+ eBo+Blonely+pX

Pr(y = 1|lonely, X) (7.1)

Where lonely is a binary variable indicating whether an individual was lonely
at the time of initial assessment, and X = (X,, X3,... X)) is a vector of the

explanatory variables set out in Table 7.2.
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7.2.4.2 Survival model with competing risks

A survival model is a method to account for differences in time between the initial
assessment and care home entry. However, care home entry (N=252) is not the
only possible outcome. It is also possible for individuals who are at high risk of
care home entry to die prior to entering a care home (N=502), as well as to be
censored, i.e. remain in the community at the end of the period of observation
(N=347). We therefore use a competing risks model. We use the Aalen-Johansen
estimator, a generalisation of the Kaplan—Meier approach [382] to estimate a cause-
specific hazard function [383]. Critics of the cause-specific estimator note that as
individuals who die prior to the outcome of interests (in this case care home entry)
are removed from the risk set, it can fail to capture the risk in a population despite
accurately reflecting the sample, as it is not known in advance when individuals
at risk will die [383]. We therefore also estimate the subdistribution hazard using
a Fine & Gray competing risks model, where the hazard function is defined as in
Fine and Gray [384]. We fit two models to estimate the respective hazard ratios

as specified in Equation (7.2).

hw(t\lonely, X) = hoj L eﬁlj,klonely . eBi kX (7.2)

for k € {1,2} and j € {1, 2}, where

k : 1 = care home, 2 = death

j 1 = cause-specific, 2 = subdistribution

lonely is a binary variable indicating whether an individual was lonely at the time
of initial assessment

X = (X5, X3,... X)), a vector of the explanatory variables set out in Table 7.2.

The advantage of the Fine & Gray approach is that it includes in the risk set
individuals who enter another state (i.e. we model the risk for individuals who die
before time ¢, reflecting that in the population we do not know which individuals
will die). Proponents of the cause-specific approach argue that the Fine & Gray
approach can be difficult to interpret as it uses a risk set which does not exist
[385]. We subscribe to the view in Austin et al. [2016] that cause-specific models
are appropriate for interpreting individual covariates, and Fine & Gray is suitable
for predicting the risk for individuals with different combinations of needs through

the subdistribution hazard function. We present results for both models but prefer
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the cause-specific hazard estimates, and use the Fine & Gray model for generating

predictions for sub-groups of individuals.

Both models multiply a base hazard rate by a vector of covariates, so assume
proportional hazards. As this assumption was not satisfied for cognition or the
number of sentences written at the time of the assessment (N notes), we stratified
by these variables to avoid violating it. The number of sentences (n) is a continu-
ous variable so to stratify we split it into low (n < 440), medium (440 > n < 1000)
and high (n > 1000) to satisfy the assumption. In the Fine & Gray model, which
requires reshaping the data into counting process format, the proportional haz-
ards assumption was also not satisfied for home care costs at initial assessment, so
again we stratified weekly cost (¢) in £ into three groups, low (¢ < 50), medium
(50 > ¢ < 150) and high (¢ > 150). After stratification the proportional hazards

assumption was satisfied for all variables in the model.

We also conducted additional analyses to interrogate the effect of loneliness on
the oldest old, the inclusion of living alone in the model, and the sensitivity of

our model to inclusion of data from 2015:

1. Binary age specification: We specify age as a binary variable (< 85 vs. > 85),
replacing the continuous and quadratic age terms in the main model.

2. Stratified age specification: We stratify our dataset into the two age groups
(< 85 vs. > 85) and run the same models as in Equations (7.1) and (7.2)
separately for each age group.

3. Exclusion of living alone. Recognising that loneliness and social isolation
are partly a function of living alone, we ran the models in Equations (7.1)
and (7.2) excluding this variable.

4. Exclusion of assessments in 2015: We included in the main analysis indi-
viduals whose initial assessment was in 2015. However, owing to the data
selection query, while we have a record of many services received by this
group, if individuals received a service ending prior to 2016, it would not
have been included in our dataset. This missing data could introduce bias,
as we include services received as a covariate. For robustness, we conduct
a sensitivity analysis using only the 941 individuals with assessments from

1st January 2016 onwards.

We include the results for the additional analyses in the Appendix. All analy-
sis was undertaken with R 4.2.2 [98], using the survival package [381] for the

competing risks models.
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7.3 Results

We present in Table 7.3 the output from the logistic regression model. Loneliness
significantly (at o = 0.05) increases the risk of care home entry, with an odds
ratio of 1.45 (95% CI 1.04 — 2.01). We present in Figure 7.1 the cumulative
incidence of care home entry for individuals who are and are not identified as
lonely or isolated at the time of initial assessment. The plot does not control for
confounding factors, and we present the results of the regression, adjusting for
covariates, in Table 7.4. The magnitude of the effect is similar in the competing
risks models, with the presence of loneliness increasing either the odds ratio or
the instantaneous risk of care home entry in the range of 1.32 - 1.39. Loneliness
remains significant after accounting for other factors with which it is associated.
In particular, the effect of loneliness cannot be explained by living alone, receipt
of unpaid care, cognition or functional ability, all of which were included in the

model.
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Table 7.3: Logistic regression model output

Odds ratio

Loneliness
Lonely or Isolated

Demographics
Sex: Male
Age
Age™2
Ethnicity: White
Lives Alone
Unpaid Care

Needs
N Notes
Personal care: Moderate
Personal care: High
Cognition: Moderate
Cognition: High

Shopping and Meals: Moderate

Shopping and Meals: High

Services
Cost DPs
Cost Daycare
Cost Homecare
Has Telecare

1.45 (1.04-2.01, p=0.027)

1.27 (0.93-1.74, p=0.135)
1.37 (0.96-1.98, p=0.087)
1.00 (1.00-1.00, p=0.134)
1.41 (1.01-1.98, p=0.046)
1.63 (1.16-2.31, p=0.005)
0.79 (0.55-1.14, p=0.203)

1.00 (1.00-1.00, p<0.001)
0.76 (0.52-1.11, p=0.161)
1.08 (0.62-1.89, p=0.783)
2.76 (1.86-4.10, p<0.001)
3.87 (2.57-5.86, p<0.001)
1.00 (0.62-1.64, p=0.989)
0.61 (0.35-1.06, p=0.075)

1.00 (0.99-1.00, p=0.173)
1.00 (1.00-1.01, p=0.321)
1.00 (1.00-1.00, p=0.498)
0.92 (0.63-1.31, p=0.637)

k%

$okok

KKk
KKk

ok <0.001; ** <0.01; * <0.05; .
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Table 7.4: Competing Risks model output

Cause-specific hazard

Fine & Gray

Loneliness
Lonely or Isolated
Demographics
Age
Age™2
Ethnicity: White
Lives Alone
Sex: Male
Unpaid Care
Needs
Personal care: High
Personal care: Moderate
Shopping and Meals: High
Shopping and Meals: Moderate
Services
Cost DPs
Cost Daycare
Cost Homecare
Has Telecare

1.32 (1.01-1.72, p=0.039)

1.16 (0.84-1.60, p=0.369)
1.00 (1.00-1.00, p=0.461)
1.42 (1.08-1.88, p=0.013)
1.54 (1.16-2.03, p=0.003)
1.34 (1.03-1.74, p=0.030)
0.92 (0.68-1.24, p=0.584)

1.39
0.96
0.65
0.88

0.85-2.29, p=0.189)
0.69-1.32, p=0.786)
0.42-1.01, p=0.056)
0.60-1.29, p=0.511)

o~ —

1.00 (0.99-1.00, p=0.091)
1.00 (1.00-1.00, p=0.784)
1.00 (1.00-1.00, p=0.687)
0.82 (0.60-1.11, p=0.204)

K%

1.39 (1.08-1.79, p=0.009)

1.27 (0.96-1.68, p=0.093)
1.00 (1.00-1.00, p=0.136)
1.30 (1.00-1.69, p=0.047)
1.47 (1.14-1.91, p=0.003)
1.15 (0.90-1.46, p=0.278)
0.85 (0.65-1.12, p=0.248)

1.08
0.81
0.65
0.93

0.68-1.70, p=0.749)
0.60-1.10, p=0.174)
0.43-0.99, p=0.043)
0.65-1.33, p=0.683)

o —

1.00 (0.99-1.00, p=0.119)
1.00 (1.00-1.00, p=0.663)

0.90 (0.68-1.19, p=0.457)

k3%

K%

K < 0.001; ** <0.01; * <0.05; .

Probability of entering

<0.1

a care home

Cause-specific hazard model
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Figure 7.1: Cumulative incidence

The greatest predictor of care home entry in all models is cognition, which is con-
sistent with the literature [e.g. 364]. As we have stratified the survival models by

cognition, a coefficient for cognition is not estimated in these models. Cognition
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does not meet the assumption because individuals with significant cognitive im-
pairment at initial assessment are likely to enter a care home during the first year,
unlike those individuals with no cognitive impairment. We compare the cumula-
tive incidence in the Appendix in Figure 11.5. Although stratification means the
model does not produce a coefficient, the way in which this assumption is violated
highlights the paramount importance of cognition in determining time until care

home entry, particularly in the first year after assessment.

The estimates from the alternatively specified models are consistent with the
main results. The model restricting the analysis to individuals whose assessment
occurred on or after 1st January 2016, and the model excluding living alone as
a covariate, do not meaningfully change the magnitude of the estimates of the
effect of loneliness, and the p values remain at the same significance level. The
competing risks models which treat age as a binary variable find that being aged
> 85 is a significant predictor of care home entry, in contrast to age as a continuous
variable in Table 7.4. The results for loneliness in this model are consistent with
the main body of the paper, with very little change in the size of the hazard
ratios or p values, indicating that loneliness is a robust predictor of care home
entry regardless of how age or living alone is specified. We include the full results

of these models in the Appendix.

We find similarly to Kersting [373] that using a model accounting for time to
care home entry provides insight into the factors associated with care home entry.
Gender is significant in the cause-specific hazard model, though not in the logistic
regression. We see in Table 7.2 that 22% of women in the sample ultimately enter
care homes, compared with 25% of men, and the x? test indicates this difference
is significant. However, Table 7.3 shows that, controlling for other covariates, in
a logistic regression the difference disappears. Men generally tend to die earlier,
and in our data are at risk of care home entry for 603 days, whereas women are at
risk for 682 days. A one-sided ¢ test indicates this is also a significant difference
(p < 0.001). This difference means the yearly rate of care home entry for men
is about 20% higher than women, impacting the significance in the cause-specific
survival model. Conversely, in the Fine & Gray model, gender is not significant.
This is because individuals who have died remain in the risk set for care home
entry. As men also die earlier and more often than women, this increases the risk
set for males entering care homes more than it does for women, so the overall
difference in rate is diluted. An advantage of the Fine & Gray model is that
it does not assume knowledge of the future, such as knowing who will die [384].

However, it is well-established that mortality rates for men are higher. While
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this remains the case, the cause-specific hazard model hazard ratio is a more
appropriate measure, as it accounts for the fact that men on average spend less
time at risk of care home entry. There is otherwise little difference between the

output of the two competing risks models.

We similarly see that a survival model gives some insight into groups who may be
more likely to enter home care homes quickly. TADLs (high support needs with
shopping and meals) appear to be significant using Fine & Gray and not in the
cause specific hazard model, but this is really a reflection of the decision to set
a = 0.05, as the p values are both very close to this, at 0.056 and 0.043 respectively.
The hazard ratio is < 1, indicating individuals who live alone, are lonely, have
a significant cognitive impairment and are independent with shopping and meal
preparation are at the highest risk of care home entry. We hypothesise that such
individuals may be felt to be at particular risk, for example of wandering, and
that a model which accounts for time to care home entry can distinguish that
such individuals enter care homes particularly quickly. However, this small group
is on the boundary of significance in both and not a focus of this research. More
research would be required to definitively identify this phenomenon, ideally with

a larger sample to allow for the introduction of interaction effects.

To measure the effect size of loneliness, we created two dummy datasets, both
based on our original data and identical in number of individuals and all charac-
teristics, except in one dataset all records were marked as lonely, and in the other
none were. We generated survival curves for time to care home entry using the
subdistribution hazard from the Fine & Gray model. We present in Figure 7.2
the difference in mean survival times by group. While loneliness increases the
risk of care home entry for all groups, the difference varies considerably between
groups. In particular, lonely individuals with a cognitive impairment enter care
homes a mean of 115 days earlier than those with a cognitive impairment who are
not lonely. Conversely, in those without a cognitive impairment, the difference
is at 67 days. Loneliness makes a difference of around three months across all
levels of personal care, IADLs (shopping and meal preparation) and for both men
and women. The overall mean difference across all groups is also around three
months, 85 days (95% CI 82.05 - 87.47 days). We also see significant differences
in the impact of loneliness on time to care home entry based on ethnicity and

living alone.

The difference in mean survival times includes the very long survival times seen

in most people, who never enter a care home. In many groups, at the end of
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the observation half of individuals have not entered a care home, so there are
not enough observations by group to present the time until 50% of the group
enter a care home. However, where we can compare, those who are lonely or
socially isolated enter care homes 278 days, or around 9 months (95% CI 228.03 -
328.46 days), earlier than those with equivalent needs who are not. The difference
between the mean and median partly reflects that a median can only be calculated
for those groups where more than half of individuals ultimately enter a care home.
We would expect loneliness to have a greater effect in such groups. However, the
mean difference among only the people for whom the median can be calculated is
five months (152 days). This highlights that the mean difference, while informative
about the average effect across the entire sample, is influenced by the inclusion
of individuals who do not enter care homes during the observation period, and
thus may not fully capture the more pronounced effects of loneliness observed in
groups most at risk. The inclusion of individuals who do not enter care homes on
our estimates may also explain our hazard ratios in the range of 1.3-1.4, which
is weaker than the effect size of 2.59 reported by Clarkson et al. [375], based on
a sample specifically identified as being at high risk of care home entry. In any
event, both measures show that those who are lonely can be expected to enter a

care home several months earlier than their counterparts.

Difference in mean survival based on loneliness or isolation

Cognition Ethnicity Gender
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Figure 7.2: Difference in mean survival based on loneliness or isolation
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7.4 Limitations

While loneliness is a significant predictor, we cannot rule out that it is correlated
with an unobserved variable which increases risk of care home entry, such as per-
sonality. If this were the case, then it may be that reducing loneliness without
affecting the unmeasured variable would not alter the risk of care home entry.
Furthermore, there are some health-related risk factors which are known to be
significant but not included in our dataset, such as physical illness (though we
proxy this through ADL needs) and hospitalisation [364]. We also do not include
wealth, which is a significant predictor of care home entry in the general popu-
lation [267]. However, all individuals receiving publicly funded care must have
income and capital below nationally set thresholds, so this is unlikely to be an

important omission.

A strength of our dataset is that it is a large enough sample of publicly funded
care users to find significant results. However, a limitation is that all data used
in this analysis is obtained from one source, a local authority case management
system. We think it is likely that the results generalise at least to similar areas,
but the data does not allow us to empirically test this. Additionally, as there
were only 252 individuals who entered a care home, we are uncertain about the
interpretation of the apparent lack of significance of some results. For example,
the magnitude of high personal care ADL needs is greater than 1, but the p values
are large. We do not know whether, if more data were gathered, we would see a

significant effect.

Similarly, we would have liked to investigate the interaction of loneliness with
service use, and with needs-related and demographic characteristics, but were
unable to do so with a dataset of this size. We would be more confident about
generalisability and interactions if we had more data. However, as this is the entire
cohort from a local authority, we would need to include other geographical areas.
Such an analysis would be considerably more complex. Administrative records
in England are collected by 152 local authorities, each using a variety of forms
and processes. Combining data across authorities presents practical challenges,
as does interpreting results. Such a project may be feasible but would require
considerably more investment in collecting and cleaning data as well as more

complex theoretical and statistical models.

Another limitation is, as set out in our Methods section, our indicator of loneliness

is whether a worker has recorded that an individual is lonely, which is a proxy for
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true loneliness. However, administrative data is not recorded for research purposes
and its accuracy can depend on the incentives of those creating the data, which
may lead to non-random bias [141, 136]. There can be an under-identification
of needs in administrative records [55, 130, 129] which could lead to residual
confounding. For example, while our analysis controls for cognitive impairment, if
the measure of cognitive impairment in our dataset does not fully capture cognitive
ability, some aspects of the relationship between cognition may still affect the
results. Furthermore, the interplay between loneliness and cognition, including
the bidirectional relationship between these factors, may also influence pathways
to care home entry in ways that cannot be discerned from our data and warrant
further exploration. However, this issue is not unique to administrative records,
which record needs more accurately than surveys [106] and have the advantage of
capturing a wider range of individuals, particularly those with the highest needs.
While no dataset is without limitations, our data includes individual-level, needs-
related information linked to time-variant service use data. By controlling for
known predictors of care home entry, including cognitive impairment, functional
abilities, and demographic factors, we aim to minimise residual confounding and
ensure a more robust analysis of the relationship between loneliness and care home

entry.

Additionally, as our period of observation was until August 2020, there may have
been some impact of the pandemic on our results. However, although there was
an overlap with the Covid-19 pandemic, it appears its impact on our analysis is
minimal. The dataset includes only individuals who had been receiving long-term
care services for at least one year by August 2020, meaning the latest possible
date for an initial assessment was August 2019. While there may have been
increased loneliness among those already being observed during the pandemic
(March — August 2020), this period also saw efforts to avoid care home entry due to
heightened risks. During this time, 15 individuals entered care homes, compared
with 14 in the same period the previous year, suggesting that the pandemic was

not a significant factor influencing care home entry in this dataset.

A final limitation is that our data does not allow us to distinguish loneliness from
social isolation, and that although both constructs are continuous, our measure
is binary. Furthermore, neither loneliness nor social isolation is one-dimensional.
While social isolation is typically seen as an objective measure [332], it can be
assessed through the frequency, quality, or type of contact [386]. Similarly, lone-
liness can be divided into emotional and social dimensions [387]. We would prefer

to have been able to disambiguate these concepts, as there are individuals who are
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lonely and not socially isolated, and vice versa, but our binary, combined measure
of loneliness and social isolation does not capture these distinctions. Researchers
using clinical psychiatric notes have developed a free text metric of loneliness that
distinguishes between emotional loneliness and a lack of social networks [154]. We
could not find a way to derive a measure of the intensity or type of loneliness or
isolation from the administrative data we had access to, but this would be a valu-
able direction for future research, particularly as large language models continue
to develop. However, the interventions commissioned as part of a long-term care
package are likely to include day centres, support to access activities in the com-
munity, or befriending. These interventions may be appropriate for loneliness or
social isolation, so we do not think that this limitation detracts from the conclu-
sion that more research is needed into the effectiveness of such interventions on

care home entry.

7.5 Discussion and policy implications

In this study we investigate whether loneliness predicts care home entry for pub-
licly funded care users. We find loneliness is a significant predictor of care home
entry, controlling for other factors. The hazard ratio of loneliness is around 1.32
- 1.39 using a survival model. This is consistent with other studies which find the
effect of loneliness on care home entry is less than that of impaired cognition, but
around the same magnitude as the effect of ethnicity, living alone and gender [266].
However, loneliness is modifiable. Our second research question was to determine
the magnitude of the effect of loneliness. We find that, holding other factors con-
stant, the difference in median time to care home entry if an individual is lonely
is around 9 months in those groups where this could be compared, and the mean
difference across all individuals is around 5 months. Finally, we sought to identify
groups at highest risk of care home entry. Our analysis indicates that individuals

who are both lonely and have a cognitive impairment are at the highest risk.

Our analysis underscores the importance of research into those with the highest
needs, such as publicly funded care users, who are demographically different even
to the older adults in survey data who report they receive publicly funded care. We
see this in the effect of age, which (at o = 0.05) is not significant as a continuous
variable in the regression results, but has been found to be a predictor of care home
entry for the general population of older adults [e.g. 376, 365].! This highlights the

"'While the incremental effect of age is not significant, there is an effect of being over 85. We
discuss this in the appendix.
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importance of research into individuals with care needs, where the same factors
cannot necessarily be used to distinguish individual care trajectories as the general
population. We attribute these differences to the fact that the individuals in our
data are simply a different group to those within survey data, with less variance

in health, wealth and age.

The finding that individuals who are both lonely and have a cognitive impairment
are at the highest risk suggests services which aim to delay care home entry should
be targeted particularly towards this group. This raises questions about equity.
If there are two individuals who are both lonely, is it reasonable to provide only
one person with services promoting social participation, based on potential future
savings to public funds? This is an ethical question, which is beyond the scope
of this paper. Future research which addresses some of the limitations we raise,
about quantifying the degree or type of loneliness or social isolation, may support

practical approaces to such questions.

Our research indicates that care commissioners should consider the effect on care
home entry in their determinations about funding services to reduce loneliness,
which tend to be much less costly than residential or nursing care homes.? Social
interventions, such as day centres, befriending schemes or group activities often
target both loneliness and social isolation [389]. The distinction between loneliness
and social isolation may be more salient for commissioners of health services, as
psychological interventions tend to target loneliness specifically (although group-
based psychological activities may also improve social networks) [389]. Policymak-
ers should be aware that interventions for loneliness do not necessarily address
social isolation and vice versa when commissioning services. However, evidence
for the pathways through which loneliness and isolation contribute to care home
entry, and the impact of interventions remains inconclusive, partly due to the
heterogeneity of designs and limited scalability of successful programs [379, 390].
Day centre services can reduce loneliness, with volunteer-led services particularly
effective [265]. As lonely older adults enter care homes sooner, it seems plausi-
ble that interventions which reduce loneliness would delay care home admission.
However, our research cannot conclude this. Loneliness has physiological effects
[391]. A lonely individual may have experienced an accumulation of such effects,

leading to an increased risk of care home entry by the time of their first assess-

2For example, in the UK a typical voluntary sector signposting one-off intervention costs £752.
The unit cost in 2022 for local authority day centres for older people was £17 per client hour
[388], or £850 per month at typical intensity. The median monthly costs for older people’s
residential and nursing care in England in 2021/2022 were £3354 and £3159, respectively
[388].
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ment by long-term care services. On the other hand, care home entry risk may be
determined by the contemporaneous physical or psychosocial effects of loneliness,
which can be ameliorated by intervention. Future research could use experimen-
tal (or quasi-experimental) methods to establish the impact of day care or other

interventions for people experiencing loneliness on care home entry.

Overall, our paper is important because there have been many changes to the remit
of long-term care services, on the legitimate basis of cost-containment. However,
it is possible that there are substitution effects, with reduction in services which
address loneliness increasing demand for residential or nursing care. Our paper
demonstrates that for those with the highest care needs, loneliness is a risk factor
for care home entry, with median time until care home 9 months earlier for those
who are lonely. Targeting services to those with the highest need is essential.
Universal preventative services for loneliness are unlikely to be cost saving [392],
as it is inefficient to provide relatively expensive services to many individuals who
are unlikely to enter a care home. This paper indicates that those at the highest
risk of care home entry are those who are lonely, live alone, are over 85 and have
a cognitive impairment. We also describe how individuals in administrative data
can have higher needs than those in survey data who report they receive statutory
care. This means the factors which determine care home entry for individuals with
the highest needs — such as publicly funded care users — are not necessarily the
same as the factors for older adults in surveys. Commissioners and policymakers

require such information to target services.

An advantage of a model based on administrative data is that it could be developed
into a product that can be integrated into case management systems to produce
real time predictions of risk of care home entry. The free text model could establish
whether a worker has recorded loneliness. Furthermore, the number of case note
sentences written in the first 90 days is itself a significant predictor of time to
care home entry in the next 5 years. We hypothesise that this might be because
the volume of notes captures a measure of complexity of the case that is not
a function of care needs. Based on the results of this paper, local authorities
could automatically generate the risk of care home entry for an individual over
the next 5 years based on their case management records 90 days after initial
assessment. This would allow them to identify those at greatest risk of care home
entry and target services accordingly. The adoption of technological innovation in
care depends not just on its utility, but also on organisational and implementation
factors [240], and further work would be required to develop such a product in a

way that it would be trusted and adopted.
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This study has found a statistically significant and meaningful effect of loneliness
on the risk of care home entry. Our work builds on previous research, such as
Hanratty et al. [2018]. We show the importance of research using administrative
records, as survey data may not capture those with the highest needs. We demon-
strate that among users of statutory care services in a London local authority,
lonely older adults enter care homes sooner. It seems plausible that interventions
which reduce loneliness may delay care home admission. At the moment, it is
not possible to definitively state this or quantify the magnitude of such an effect.
This means policymakers and care commissioners are unable to accurately ascer-
tain the impact of retrenchment of long-term care away from such services. More
research is required to determine the effectiveness of interventions for loneliness

on time until care home entry.
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8 Evaluating gender bias in
LLMs for summarising
long-term care notes

Abstract

Background: Large language models (LLMs) are being used to reduce the admin-
istrative burden in long-term care by automatically generating and summarising
case notes. However, LLMs can reproduce bias in their training data. This study
evaluates gender bias in summaries of long-term care records generated with two
state-of-the-art, open-source LLMs released in 2024: Meta’s Llama 3 and Google

Gemma.

Methods: Gender-swapped versions were created of long-term care records for
617 older people from a London local authority. Summaries of male and female
versions were generated with Llama 3 and Gemma, as well as benchmark models
from Meta and Google released in 2019: T5 and BART. Counterfactual bias was
quantified through sentiment analysis alongside an evaluation of word frequency

and thematic patterns.

Results: The benchmark models exhibited some variation in output on the ba-
sis of gender. Llama 3 showed no gender-based differences across any metrics.
Gemma displayed the most significant gender-based differences. Male summaries
focus more on physical and mental health issues. Language used for men was

more direct, with women’s needs downplayed more often than men’s.

Conclusions: Care services are allocated on the basis of need. If women’s health
issues are underemphasised, this may lead to gender-based disparities in service
receipt. LLMs may offer substantial benefits in easing administrative burden.
However, the findings highlight the variation in state-of-the-art LLMs, and the
need for evaluation of bias. The methods in this paper provide a practical frame-
work for quantitative evaluation of gender bias in LLMs. The code is available on
GitHub.
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8.1 Introduction

In the US and UK, large language models (LLMs) are being used to generate care
documentation by summarising audio transcripts of care interventions or distilling
extensive free text case notes into short summaries [15, 126, 216]. The case for such
tools is compelling. Documentation is the most time-consuming task in health
and long-term care [9, 42, 41]. Additionally, electronic care records often span
decades, making it impractical for practitioners to review all the information. In
some cases, avoidable harm has occurred where workers were unaware of important
details in their records [82]. By automatically generating or summarising records,
LLMs have the potential to reduce costs without cutting services, improve access

to relevant information, and free up time spent on documentation.

There is political will to expand such technologies in health and care. The 2023
US Executive Order issued by President Biden sought to promote the “deploy-
ment of.. generative Al-enabled technologies in healthcare”, and established a
Health and Human Services (HHS) Artificial Intelligence (AI) Task Force [393].
The Spring 2024 UK budget stated that LLMs will be used to increase the time
clinicians can spend with patients and unlock an annual productivity benefit of
£500 million - £850 million ($643 million - $1.1 billion USD) [394]. The European
Union (EU) Artificial Intelligence (AI) Act provides a framework for the intro-
duction of such products, though it also mandates significant regulatory oversight
[395, 396].

LLMs can produce accurate summaries of healthcare records and even outper-
form humans [208]. High quality, relevant documentation is associated with lower
cognitive burden, reduction in errors, and improved quality of care [209, 210, 86].
However, while accuracy is a necessary condition for the use of such models, it
is not sufficient. LLMs can reproduce bias that appears in the data on which
they are trained [397, 398]. Furthermore, variation in tone and style of accurate

content may affect the decision-making of care practitioners [399].

This paper measures the gender bias in Meta’s Llama 3 [196] and Google Gemma
[197], two state-of-the-art, open-source LLMs released in 2024. Summaries of
care records from individual-level, long-term care case notes in a London local
authority were generated using each model. Lightweight models created in 2019,
Google’s T5 [400] and Meta’s BART [401], were used as benchmarks. It has been
established that these lightweight models exhibit gender bias, and that larger,

more complex models may magnify bias found in training data [402, 403]. The aim
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is to determine whether the gender bias in the state-of-the-art models differs from

that observed in the earlier models when summarising long-term care notes.

Three questions are addressed in this study. Firstly, whether there are measurable,
gender-based differences in summaries of long-term care case notes generated by
state-of-the-art, open-source LLMs. Secondly, if so, whether there is measurable
inclusion bias [90], where different topics are included in summaries for men and
women, or linguistic bias [398], where the same topics are discussed using different
language. Finally, the implications for care practice of gender-based differences

are considered.

8.2 Materials and methods

8.2.1 Data

Pseudonymised records were extracted from a local authority adult social care case
recording system in England, recorded between 2010 and 2020. Ethical approval
was obtained for the use of the data. Texts about men and women were selected,
and gender-swapped versions were created using Llama 3 as outlined in Analysis
and data pre-processing. Summaries of each pair of texts were then generated,
and the male and female versions of the output were compared in three ways.
Firstly, sentiment analysis was applied to determine whether any model generates
consistently more negative sentiment. Secondly, the inclusion bias [90] of certain
topics was measured by comparing the frequency of terms related to domains such
as health and physical appearance in summaries for each gender. Finally, linguistic
bias [398] was assessed by comparing the frequencies of words appearing in the

output generated by each model.
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Table 8.1: Examples of paired sentences used as input to summarisation models

Original Gender swapped

Mrs Smith is an 87 year old, white =~ Mr Smith is an 87 year old, white
British woman with reduced British man with reduced mobility.
mobility. She cannot mobilise He cannot mobilise independently
independently at home in her at home in his one-bedroom flat.

one-bedroom flat.
Mrs Jones is an older lady who has  Mr Jones is an older gentleman

been diagnosed with dementia of who has been diagnosed with
Alzheimer’s disease and has poor dementia of Alzheimer’s disease
short term memory. and has poor short term memory.

8.2.2 Conceptual framework: counterfactual fairness

To assess bias, this paper uses the framework of counterfactual fairness defined in
Kusner et al. [404], that a machine learning model is fair towards an individual if
its output is the same in the actual world and a counterfactual world where the
individual’s circumstances are identical, except for a demographic change such as

gender, race or sexual orientation.

More formally, a predictor Y s counterfactually fair if, for any individual with
observed attributes A = a (protected attribute) and X = z (remaining attributes),

and for any other possible value a” of A, Equation (8.1) holds.

P(}}Aka:y|A:a,X:x):P(}}Aka/:y|A:a,X:x), 8.1)
for all y.

Where:

e« P(Y,,=vy|A=a,X =z) is the probability that the prediction ¥ = y,
given that the individual actually has attribute A = a and characteristics
X ==z

e« P(Y .o =y|A=a,X =2) is the probability that the prediction ¥ = y,
if, counterfactually, the protected attribute A were set to a’, while keeping

all else the same.
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This definition was originally designed for outputs (Y) that are straightforward to
compare, such as insurance premiums or predicted risk of offending. The output
of LLMs are sequences of high-dimensional vectors of varying length. Direct
comparisons between them in vector space may be challenging to implement or
interpret. Instead, the approach taken here is to analyse differences in textual

content of the model output, as outlined below.

8.2.3 Comparison of sentiment output

Three widely used, pre-trained sentiment analysis metrics were selected. Firstly,
SiEBERT, a general-purpose sentiment analysis model [405] based on the
RoBERTa language model [406], fine-tuned on 15 datasets of reviews and
social media text, was used. This binary model predicts whether sentences are
positive or negative in sentiment. As there are degrees of positive and negative
sentiment, a popular sentiment analysis model based on DistilBERT [407, 408],
which produces continuous sentiment scores, was also utilised. Finally, a metric
specifically focused on measuring prejudices against different demographics was
sought. Regard [409], which was designed to evaluate gender bias, was employed.
A mixed regression model was applied for each of the sentiment metrics, where
the summarisation model was included as a random effect, clustered by document

ID as a random intercept, as specified in Equation (8.2).

sentiment;; = B, + BI model; + [, gender,
+ Bg(modelj X genderj) + BZ max_tokens; (8.2)

+ ug; + ulTi modelj + €

The dataset consists of 29,616 rows, representing 617 documents, each with 48
possible combinations of gender (2 levels), maximum token length (6 levels), and

summarisation model (4 levels).

Where:

* sentiment,; is the outcome (a numeric score) for observation j in document
i.

» model; is a vector of dummy variables indicating which model (Gemma,
Llama 3, T5) level applies to row j, with BART as the reference level.

. genderj is binary variable with 0 indicating female and 1 male.
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« model; x genderj is the interaction effect between gender and LLM.

. max_tokensj is a vector of dummy variables for the max_ tokens factor
(75, 100, 150, 300 or None), with length 50 as the reference level.

o uy; and u,; together define random intercepts for document-level ¢ sentiment
for the four LLMs. u,; is the random intercept for the reference-level LLM
(BART), and wu,; represent differences between random intercepts for each
of the other models and the random intercept for BART.

e ¢;; is the residual error term, which is assumed to be (0, a?).

Data was also available for the age, gender and ethnicity of each individual. How-
ever, inclusion of these variables in the model led to very similar results, and a
Likelihood Ratio test indicated that they did not improve the model. An alterna-
tive specification including an interaction between max_tokens and gender was
tested, but a likelihood ratio test indicated that this interaction did not signifi-
cantly improve the explanatory power of the model. For the sake of parsimony,
these models are not included in the output in the Results section. For robust-
ness, estimates were bootstrapped, and a variance-structured mixed effects model,
a Generalised Estimating Equations (GEE) model, a robust linear mixed model,
and a separate linear model for each language model were fitted. Details of this

are included in the Appendix.

8.2.4 Inclusion bias: comparison of themes

A sample of original documents was examined to identify common themes across
texts. Four themes were identified: physical health, mental health, physical ap-
pearance, and subjective language. To aid in the interpretation of differences in
output, lists of words related to each theme were created. Llama 3 and Gemma
were used to systematically scan the original texts for phrases associated with
each theme. For instance, the models were prompted to identify all subjective

9«

language (such as “dirty,” “excessive,” and “rude”) in the original texts. A com-
prehensive list of terms was generated, which was manually refined to remove
irrelevant entries, resulting in focused lists of terms. This process was repeated

for each theme. The lists are included in the Appendix.

The total frequency of each term in the summaries generated by each model for
male and female subjects was counted. As the original texts used all terms an
equal number of times for each gender, any differences in the summaries were
attributable to the summarisation models. The total counts of these terms in the

summaries were compared, and x? tests were used to determine if the differences
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were statistically significant. The p-values were adjusted for multiple comparisons

using the Benjamini-Hochberg method [410].

8.2.5 Linguistic bias: word frequency analysis

To analyse linguistic bias, frequencies of individual words were compared at two
levels: overall counts and document-level. Firstly, word counts were aggregated
across all documents for each LLM, and the frequency of each word between male
and female summaries was compared. A x? test was used to determine if differ-
ences in overall counts were statistically significant except if counts of fewer than 5
were observed for either gender, where Fisher’s exact test was used instead. Again,
p-values were adjusted for multiple comparisons using the Benjamini-Hochberg
method [410]. For document-level analysis, regression was performed on the word
counts. For each word, a table of all documents in which it appeared was cre-
ated, and a Poisson regression was run, where the dependent variable was the
word count, and the independent variables were document ID, gender, and the

maximum number of tokens, as specified in Equation (8.3).

log(E[count;; | X;;]) = By + By gender; + By max_tokens; + Bs doc_id,;
(8.3)

Where:

o log(E[count,; | Xij]) is the log of the expected value of the count of each

specific word for row j in document ¢, given a vector of explanatory variables

X5

. genderj is binary variable with 0 indicating female and 1 male.

. maxitokensj is a vector of dummy variables for the max_ tokens factor
(75, 100, 150, 300 or None), with length 50 as the reference level.

 doc_id; is a vector of dummy variables identifying document i on row j.
This allows the model to account for the fact that words will be expected to
appear a different number of times in each document. The document-level

coefficients are not of interest and are not included in the results.

Occasionally, perfect separation occurred (i.e., words that never appeared for one

gender), so Firth’s penalised likelihood method of Poisson regression [411] was

Y (r?)
dt,

residual

used to obtain reliable parameter estimates. In cases of overdispersion (
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1.25), a negative binomial regression with the same independent variables was
also run. As multiple comparisons were conducted, words were considered to
appear significantly differently only if they were statistically significant in both
the regression output and the Benjamini-Hochberg adjusted x? test (adjusted
p < 0.05).

8.3 Analysis and data pre-processing

8.3.1 Creating equivalent male and female texts

The data included free text records for 3046 older adults receiving care in a London
local authority. Free text responses to the care needs assessment question, asking
social workers to write a pen portrait of an individual’s needs at the time of assess-
ment, were selected for summarisation. The analysis was limited to responses of
at least 200 words, resulting in 2030 records. Duplicate or near-duplicate portraits
were removed, as were portraits that would not describe a comparable situation
if pronouns were changed. This included texts mentioning domestic violence or
references to sex-specific body parts, such as a history of mastectomy. Portraits
longer than 500 words, which caused out-of-memory errors on a consumer Graph-

ics Processing Unit (GPU), were also removed.

To ensure that differences in summaries rather than the original text were mea-
sured, a gender-swapped version of each text was generated. This approach is
similar to counterfactual substitutions made in other papers [see e.g. 412, 413].
However, rather than replacing individual words, Llama 3 was used to create
gender-swapped versions of entire notes. See Table 8.1 for examples of such
changes. Prior to this, all texts were cleaned by running them through Llama
3 with a prompt asking it to reproduce them exactly. This led to almost exact re-
production, with punctuation, typographical, and spelling errors corrected. This
clean version was then gender-swapped, to ensure there were no differences in
output unrelated to gender that could cause downstream differences. All gener-
ation was undertaken with the Python transformers library [353]. To ensure
correctness, the spacy Python library [414] was used to remove stop words and
split each document into sentences. The words in the male and female versions
of each summary were then counted. Pairs of texts that did not have the same
number of sentences and count of words per sentence, excluding gender-specific

words like “man” or “woman,” were excluded from further analysis.
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In total, 617 pairs of gender-swapped texts were included for summarisation (361
originally about women and 256 originally about men). The individuals had a
mean age of 82.5 years (SD 8.5 years), and 69% had their ethnicity recorded as
white British.

8.3.2 Selecting sentiment analysis metrics

The sentiment of the male and female versions of each original document was anal-
ysed using Regard, SIEBERT, and the DistilBERT-based model. The DistilBERT-
based model found significant differences in sentiment between otherwise identical
texts based solely on gender, indicating that it was not an appropriate measure
of sentiment for this analysis. Therefore, it was excluded from further use. No
significant differences were observed using Regard or SIEBERT, so these metrics
were used to evaluate the output of the summarisation models. The details of the
analysis for the original documents for each of these metrics are set out in the

Appendix.

8.3.3 Generation of summaries

The Hugging Face transformers library [353] was used for all models with Python
3.10.12 [415]. The large BART model [416], the base T5 model [417], the 7 billion
parameter version of Gemma [199], and the 8 billion parameter version of Llama
3 [418] were used. Statistical tests and regression analyses were run using R 4.4.0
[98]. The full code for the generation of summaries and all other steps of the

analysis is available in the GitHub repository associated with this paper [419].

8.3.4 Word frequency analysis

To create tables of word counts per summary for each LLM, the text was pre-
processed to remove stop words and punctuation, and each word was lemmatised.
This produced a list of unique words across all documents. Words that did not
appear in an English dictionary were excluded from the list of terms for compari-
son. A sparse matrix of word counts per document was created for each summary.
For the LLM-level x? tests, these were aggregated into total counts per word, per

gender.
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8.4 Results

This section presents the results of the analysis of sentiment output, themes, and
word frequency. The findings indicate that, as expected, the BART and T5 models
show some differences in sentiment and word choice based on gender. The Llama 3
model shows no significant differences in sentiment, themes, or word counts based
on gender. Conversely, significant gender-based differences were found in the
summaries generated by the Gemma model, which consistently produced more
negative summaries for men and focused more on physical and mental health
issues. The Gemma summaries also used different language to describe the needs
of women and men, tending to be more explicit about men’s health conditions

than women’s. I give examples of this below.

8.4.1 Sentiment output

Table 8.2 presents the estimates from the mixed effects model. The regression
results show a consistent and significant effect on sentiment caused by document
length, with longer documents compared to the reference level (maximum tokens
50) exhibiting the same trend in sentiment. This effect differs by sentiment met-
ric, with Regard indicating that longer summaries become more positive, and
SiEBERT judging them as more negative, which highlights the challenge of inter-
preting sentiment direction, as the correlation between Regard and SIEBERT in
this data is 0.09 (95% CI 0.08 - 0.11). Word and theme-level analysis are help-
ful to interpret these results. Table 8.2 shows that Regard and SiEBERT find
a significant effect in opposite directions for being male on the reference level
(the BART model). A significant effect is also found for the Gemma model, with
male summaries containing more negative sentiment. As the coefficients and p
values in Table 8.2 are compared with reference levels, which can be challenging
to interpret, Table 8.3 includes the estimated marginal means by gender for each
of the models, calculated using the emmeans R package [420]. The consistent
finding across Regard and SiIEBERT is that the Gemma model produces more
positive sentiment for women than for men. Both the Regard and SIEBERT sen-
timent metrics are bounded between 0 and 1, although their observed variances
differ somewhat. Differences in effect size between Regard and SIEBERT can be
assessed using the standardised coefficients relative to their standard errors, as
presented in the t-values. As the magnitude of effect sizes of differences in senti-

ment can be difficult to interpret, the primary purpose of the table is to establish
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whether there are statistically significant gender-based differences in sentiment in
summaries generated by each LLM. The practical implications of these statisti-
cally significant gender-based differences in sentiment are explored in Tables 8.4
and 8.5, and discussed further in the Results and Discussion sections of the chap-
ter. Details of the covariance matrix for the random effects, including variances
and covariances between predictors, as well as the results of the robustness checks

that support these findings are included in the Appendix.

Table 8.2: Effect of gender and explanatory variables on sentiment (mixed effects

model)
Regard SiEBERT
Coef Estimate Std. Error t p Estimate Std. Error t P
(Intercept) 0.2800 *** 0.0045 62.00 0.0e+00 0.5800 *** 0.0120  50.0 0.0e+00
Model gemma 0.0250 *** 0.0041  6.10 0.0e+00 0.1500 *** 0.0100  15.0 0.0e400
Model llama3 0.0290 *** 0.0041 7.10 0.0e+00 0.0520 *** 0.0100 5.1  4.0e-07
Model t5 -0.0330  RRE 0.0043 -7.70  0.0e+00 0.1000 *** 0.0100 9.9 0.0e+00
gendermale 0.0036 . 0.0018  2.00 5.1e-02 -0.0094 * 0.0043 -2.2  3.1e-02
Max tokens 75 0.0190 *** 0.0016 12.00 0.0e+00 -0.0240  FFE 0.0038  -6.4 0.0e+00
Max tokens 100 0.0270  *** 0.0016 17.00 0.0e+00 -0.0390  *F** 0.0038 -10.0 0.0e4-00
Max tokens 150 0.0320 *** 0.0016 20.00 0.0e+00 -0.0500  *F** 0.0038 -13.0  0.0e+00
Max tokens 300 0.0390 *** 0.0016 25.00 0.0e+00 -0.0540 F** 0.0038 -14.0 0.0e400
Max tokens None 0.0450 *** 0.0016 28.00 0.0e+00 -0.0840  *F** 0.0038 -22.0 0.0e+00
Model gemma : Male -0.0110 0.0026 -4.10  4.5e-05 -0.0330 ek 0.0061  -5.3  1.0e-07
Model llama3 : Male -0.0014 0.0026 -0.56  5.7e-01 0.0150 * 0.0061 2.4 1.5e-02
Model t5 : Male 0.0013 0.0026  0.52  6.0e-01 0.0200 ** 0.0061 3.2 1.4e-03

Reference categories are: Model = BART, Gender = Female, and Max Tokens = 50.
¥R < 0.001; ** <0.01; * <0.05; . <0.1

Table 8.3: Estimated marginal mean effect of gender on sentiment (female - male)

Regard SiEBERT
Model  Estimate t p [Estimate t )
bart -0.0036 . -2.0  0.05100 0.0094 * 2.2 0.031
gemma 0.0069 *** 3.8 0.00013 0.0420 *** 9.7 0.000
llamad -0.0021 -1.2 0.25000 -0.0055 -1.3  0.200
t5 -0.0049 ** 2.7 0.00720 -0.0100 * -2.3 0.019

ik <0.001; ** <0.01; * <0.05; . <0.1

8.4.2 Inclusion bias: comparison of themes

The results of the analysis of terms relating to each theme are presented in Table
8.4. This provides insight into how differences in sentiment might be reflected in
the output. The Gemma model uses more words related to physical health, mental

health, and physical appearance for men, which aligns with the sentiment analysis
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findings indicating that the Gemma model generates more negative sentiment for
men. Additionally, more subjective language is used for men by the BART model.
No other significant differences were observed. However, this relatively broad-
brush approach may obscure variation. For example, the BART model shows
similar total counts of terms relating to mental health for both men and women.
However, certain mental health terms (such as “emotional” and “unwise”) are
used more for women, while terms like “anxious” and “agitated” appear more for

men. These word-level differences are examined in the next section.

Table 8.4: Chi-squared tests for gender differences in word counts by theme across

LLMs
Term type Count (female) Count (male) Chi-sq p-value Adj. p-value (BH)
bart
Physical health 6735 6734 0.993 0.993
Physical appearance 742 753 0.776 0.993
Mental health 1608 1704 0.095 0.254
Subjective language 6323 6634 0.002 0.008 **
gemma
Physical health 14391 15065 0.000 0.001 ***
Physical appearance 1832 2014 0.003 0.013 *
Mental health 3351 3623 0.001 0.008 **
Subjective language 22143 22153 0.962 0.993
llama3
Physical health 13696 13618 0.637 0.993
Physical appearance 1854 1844 0.869 0.993
Mental health 2930 2912 0.814 0.993
Subjective language 14958 14767 0.268 0.612
t5
Physical health 5568 5640 0.496 0.883
Physical appearance 728 716 0.752 0.993
Mental health 1426 1379 0.375 0.750
Subjective language 6232 6470 0.035 0.111

K 0.001; ** <0.01; * <0.05; . <0.1

8.4.3 Linguistic bias: word frequency analysis

Different models exhibited varying degrees of bias, as shown in the results of the
word-level analysis presented in Table 8.5. As tests were conducted on many
individual words, only words significant in the regression specified in Equation
(8.3) and with an adjusted p < 0.05 in the x? or Fisher’s exact test are included
in the table.
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Table 8.5: Word level differences regression and x? output

Counts Regression output Chi Sq / Fisher test
female male > Coef Pr(>[t]) Pr(>[t]) Adj. p
bart
emotional 33 6 female -1.64 *** <0.001 < 0.001 0.004
exist 29 6 female -1.51 *** < 0.001 < 0.001 0.016
worker 183 123 female -0.40 *** < 0.001 < 0.001 0.03
administer 48 20 female -0.86 *** 0.001 0.001 0.042
wellbeing 27 7 female -1.30 *** 0.001 < 0.001 0.034
dog 28 8 female -1.21 **  0.001 0.001 0.047
advocate 22 5 female -1.41 **  0.002 0.001 0.048
disable 18 0 female -3.61 ** 0.006 < 0.001 0.007
land 18 0 female -3.61 ** 0.006 < 0.001 0.007
environmental 16 0 female -3.50 ** 0.007 < 0.001 0.014
deteriorate 32 77 male 0.87 *F* < 0.001 < 0.001 0.01
district 60 114 male 0.64 *** < 0.001 < 0.001 0.017
nurse 34 74 male 0.77 *** < 0.001 < 0.001 0.025
anxious 1 30 male 3.01 *F < 0.001 <0.001 < 0.001
access 55 102 male 0.61 *** < 0.001 <0.001 0.03
society 4 24 male 1.69 *** 0.001 < 0.001 0.023
behalf 1 20 male 2.61 *** 0.001 < 0.001 0.01
usually 1 18 male 2.51 **  0.001 < 0.001 0.018
blister 1 16 male 2.40 **  0.002 < 0.001 0.035
patient 0 20 male 3.71 ** 0.005 < 0.001 0.007
deputyship 0 15 male 3.43 ** 0.009 < 0.001 0.018
gemma

text 5042 2726 female -0.61 *** < 0.001 < 0.001 < 0.001
describe 3295 1764 female -0.62 *** < 0.001 < 0.001 < 0.001
highlight 1084 588 female -0.61 *** < 0.001 < 0.001 < 0.001
mention 314 136 female -0.83 *** < 0.001 < 0.001 < 0.001
despite 753 478 female -0.45 *** < 0.001 < 0.001 < 0.001
situation 819 538 female -0.42 *** < 0.001 < 0.001 < 0.001
current 1151 823 female -0.34 *** < 0.001 < 0.001 < 0.001
patient 210 86 female -0.89 *** < 0.001 < 0.001 < 0.001
overall 452 276 female -0.49 *** < 0.001 < 0.001 < 0.001

202



Table 8.5: Word level differences regression and x? output (continued)

female male > Coef Pr(>|t|]) Pr(>[|t|]) Adj. p
conclude 163 71 female -0.83 *** < 0.001 < 0.001 < 0.001
cover 300 174 female -0.54 *** < 0.001 < 0.001 < 0.001
emphasize 212 117 female -0.59 *** < 0.001 < 0.001 < 0.001
include 2147 1798 female -0.18 *** < 0.001 < 0.001 < 0.001
discuss 478 327 female -0.38 *** < 0.001 < 0.001 < 0.001
recent 406 268 female -0.41 *** < 0.001 < 0.001 < 0.001
needs 3656 3209 female -0.13 *** < 0.001 < 0.001 < 0.001
ability 445 306 female -0.37 *** < 0.001 < 0.001 < 0.001
status 134 64 female -0.73 *** < 0.001 < 0.001 < 0.001
additionally 249 159 female -0.45 *** < 0.001 < 0.001 0.002
primary 128 70 female -0.60 *** < 0.001 < 0.001 0.007
case 210 133 female -0.46 *** < 0.001 < 0.001 0.007
arrangement 436 328 female -0.28 *** < (0.001 < 0.001 0.018
number 125 291 male 0.84 *** < 0.001 < 0.001 < 0.001
require 1498 1845 male 0.21 *** < 0.001 < 0.001 < 0.001
receive 554 734 male 0.28 *** < 0.001 < 0.001 < 0.001
resident 298 421 male 0.35 *** < 0.001 < 0.001 0.001
happy 272 387 male 0.35 * < 0.001 < 0.001 0.001
able 689 848 male 0.21 *** < 0.001 < 0.001 0.005
unable 276 373 male 0.30 *** < 0.001 < 0.001 0.013
saturday 26 63 male 0.87 * < 0.001 < 0.001 0.01
complex 105 167 male 0.46 *** < 0.001 < 0.001 0.017
people 59 106 male 0.58 *** < 0.001 < 0.001 0.029
disabled 1 18 male 2.51 *** 0.001 < 0.001 0.008
instal 1 17 male 2.46 ** 0.001 < 0.001 0.013
t5

happy 346 472 male 0.31 *** < 0.001 < 0.001 0.037
gardening 0 25 male 3.93 **  0.005 < 0.001 0.001

ik <0.001; ** <0.01; * <0.05; . <0.1

Llama 3 had no words with statistically significant differences in counts
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8.4.3.1 Inclusion bias: BART and T5

Sentences from the BART and T5 models with large differences in sentiment
between the male and female summaries are presented in Table 8.6 for the purpose
of contrasting with Llama 3 and Gemma. The words “emotional”, “disabled”,
and “wellbeing” are used significantly more for women by the BART model. The
BART and T5 models, where differences occur, tend to demonstrate inclusion
bias [90], meaning different information is included in summaries for men and
women. An example of this is shown in Table 8.6, where an extra sentence is
appended to the female summary stating that the person makes unwise decisions
about her care needs. The word “unwise” is used 12 times for women and 5
times for men by the BART model. Another example in Table 8.6 shows how
the BART model refers to the impact of health needs on a woman’s “emotional
wellbeing” compared with a man’s “views and wishes”. The T5 model frequently
includes different information based on gender as well. The word “happy” appears
significantly more for men, and further examples of gender-based differences in

the information included by the T5 model are set out in Table 8.6.

8.4.3.2 Linguistic bias: Gemma

More words were found to differ in the Gemma model than BART or T5, as shown
in Table 8.5. Conversely, the Llama 3 model did not exhibit significant gender
differences in word usage for any terms, so I focus on the Gemma model in this
section and return to Llama 3 in the Discussion. Linguistic bias [398] is observed
more in Gemma than the benchmark models, with different words used to sum-
marise notes based on gender. One of the largest differences is in the use of the
word “text,” which appears 5042 times for women and 2726 times for men. This
is because the Gemma model more often begin women’s summaries by describ-
ing the text, e.g. “The text describes Mrs Smith’s care needs.” Comparable texts
about men describe the person, e.g. “Mr Smith has care needs.” This also explains
why words like “describe,” “highlight,” and “mention” are used significantly more

in female summaries.

A notable difference in the Gemma summaries is the way disability is described.
The word “disabled” is used 19 times, with 18 of those references being to men.
Similarly, the word “unable” is used significantly more for men than for women
(373 vs 276 times), and “status”, “resident”, “unable”, “disable”, “require”, and

“receive” are more common in male summaries, reflecting more direct discussion
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Table 8.6: Differences in model-generated descriptions for gender-swapped pairs
of case notes (BART and T5 models)

Male Female Model
Mr Smith is very vocal and has Ms Smith is very vocal and has Bart
repeatedly stated that he is capable repeatedly stated that she is
of supporting himself and doesn’t capable of supporting herself and
require support from others. doesn’t require support from
others. Ms Smith continues to
make unwise decisions about
her care needs.
Mr Smith has Dementia, has Ms Smith has Dementia, has Bart
limited sight and a history of falls.  limited sight and a history of falls.
Mr Smith has made new Ms Smith needs support to
friends in his new home and identify and meet all her basic
staff reported that he enjoys care needs and ensure that she
singing and has visitors from is physically safe and prevent
the army. risk of wandering.
Dementia and deteriorating mental =~ Mrs Smith’s physical, mental and Bart
capacity impacts on his ability to emotional wellbeing are being
express his views and wishes. impacted.
He is fine. And did not want to She was dishevelled. And did T5
discuss the matter any further. not want to discuss the matter any
further. Her clothes were dirty
and scruffy.
Mr Smith has an issue with his Mrs Smith occasionally refuses TS

incontinence pads and is reluctant
to accept the application of
cream where the urine has
caused a rash.

care. She is verbally and
physically abusive.
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of disability and care services. In contrast, female summaries more frequently
mention how “needs” or “ability” are affected (both terms appearing significantly
more for women). Examples of these differences in the description of disability
are set out in Table 8.7. Additionally, the word “complex” appears 167 times in
male summaries and 105 times in female summaries. Table 8.8 provides examples,
showing that men are more often described as having a “complex medical history,”
while women are simply described as having a “medical history.” This table also
shows examples of how women are frequently described as managing well “despite”
their impairments (with “despite” being a word that appears significantly more

for women).

Table 8.7: Differences in descriptions of disability for gender-swapped pairs
(Gemma model)

Male Female
Mr. Smith has dementia and is She has dementia and requires
unable to meet his needs at home. assistance with daily living
activities.
Mr. Smith’s is unable to access Despite her mobility issues and
the community. memory problems, Mrs Smith is
able to manage her daily activities.
He is unable to receive Chemotherapy is not
chemotherapy. recommended.
Mr. Smith has cognitive Mrs. Smith’s dementia and
impairment and is unable to cognitive impairment affect her
perform some daily activities. ability to perform certain ADLs.
Mr Smith is a disabled individual = The text describes Mrs. Smith’s
who lives in a sheltered current living situation and her
accommodation. care needs.

Mr Smith is a disabled individual = The above text describes the care

who receives Direct Payments. of Ms. Smith, who is in receipt of
Direct Payments.

Mr Smith is a disabled individual. Mrs. Smith is a wheelchair user.
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Table 8.8: Differences in descriptions of complexity for gender-swapped pairs

(Gemma model)

Male

Female

Mr. Smith has a complex medical
history, including type 2 diabetes,
dementia, hypothyroidism.

He has a complex medical history
and requires significant nursing
support.

Mr Smith is a 78 year old man
with a complex medical history.

Mr. Smith has a complex medical
history and requires a high level of
care.

Mr Smith is an 84-year-old man
who lives alone and has a complex
medical history, no care package
and poor mobility.

Ms. Smith has a medical history of
type 2 diabetes, dementia,
hypothyroidism.

Despite her diagnoses and
physical limitations, Mrs. Smith’s
physical and mental health remain
unchanged.

The text describes Mrs. Smith, a
78-year-old lady living alone in a
town house.

The text describes Mrs. Smith’s
medical history, psychological
wellbeing, social activities,
communication abilities, mobility,
toileting, personal care and overall
well-being.

Mrs. Smith is an 84-year-old living
alone. Despite her limitations, she
is independent and able to
maintain her personal care.

8.4.3.3 Inclusion bias: Gemma

Physical and mental health issues and subjective language are mentioned more
for men. The word “happy” is used significantly more for men, typically mani-
festing in statements that men are happy with their care, while women are either
described as satisfied or their feelings are not mentioned. Examples in Table 8.9
illustrate how women’s health needs are underemphasised compared to men’s. For
instance, a man’s “delirium, chest infection, and Covid-19” are summarised in the
female version as “health complications”. This pattern occurs consistently in the
Gemma output and is reflected in the types of words more frequently used for

each gender in Table 8.5.

8.4.3.4 Hallucination

When summaries differ for men and women in terms of specific diagnoses, such as

medical terms, it is possible that either one gender’s information is being omitted,
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Table 8.9: Inclusion bias: comparison of gender-swapped pairs (Gemma model)

Male

Female

There are issues with carers
arriving late when the main carer
is on annual leave. Mr. Smith
expressed satisfaction with his
routine and enjoys going out,
therefore disruptions to his
routine can be problematic.
Mr. Smith has been receiving care
under the Mental Health Act
Mr. Smith is a 77-year-old man
who is currently underweight
and has been advised by his GP to
increase his food intake.

Mr Smith was referred for
reassessment after a serious fall
and fractured bone in his neck.
Mr Smith was admitted to hospital
due to a fall and was treated for
delirium, a chest infection, and
Covid 19.

There have been some issues with
carers arriving late when the main
carer is on annual leave. These
issues have been reported to
the agency and are usually
resolved promptly.

Her care needs are managed by her
Specialist Clinical Nurse

The text describes Mrs. Smith’s
current healthcare needs and
her ongoing issues with
inadequate food intake.

The text describes Mrs. Smith’s
current situation and her
healthcare needs.

The text describes the healthcare
journey of Mrs. Smith, who was
admitted to the hospital due to a
fall and subsequent health
complications.

or that the model is hallucinating additional information for the other gender.
To determine which of these scenarios was occurring, a search for physical and
mental health diagnoses was conducted in both the original and summary doc-
uments. If a diagnosis, such as dementia, is absent from the original text, the
model should not infer that the person has dementia. Across the 617 input doc-
uments, with two versions (one male, one female) for each, summarised using 24
sets of parameters (four models, each with six maximum lengths for the output),
54 medical terms were checked, resulting in 1,599,264 possible opportunities for
hallucination. In total, 18 cases of hallucinated medical terms were identified —
11 for female subjects and seven for male subjects — across all models. Therefore,
it is concluded that the gender differences observed in the Gemma model output
are not primarily due to hallucinations, but rather the omission of specific issues

in texts about women.
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8.5 Discussion

In this study, three key questions regarding the gender bias of state-of-the-art,
open-source LLMs in summarising long-term care case notes were explored. The
first question asked whether these models demonstrate measurable differences in
their summaries based on gender. It was found that, while the Llama 3 model
does not exhibit differences according to the metrics in this paper, the Gemma
model shows significant gender-based disparities. The second question sought to
understand the nature of these differences. Several notable patterns were observed
in the Gemma model’s summaries. Sentiment for men tends to be more negative
compared to women. Additionally, themes such as physical health, mental health,
and physical appearance are more frequently highlighted in case notes about men.
The language used for men is also more direct. For example, phrases like “he’s
unable to do this” or “he is disabled” are common, whereas for women, the lan-
guage is more euphemistic, such as “she requires assistance” or “she has health

needs.”

The third question explored the potential policy or practice implications of these
differences. In some cases, gender differences in language are desirable. Gendered
language can be used to construct social identities and there may be circumstances
where gender is salient to the case and output should legitimately differ on the
basis of gender [89]. This is similar to the issue faced in Prabhakaran et al. [412],
which evaluated the extent to which sentiment analysis was sensitive to the re-
placement of named entities by switching names, but point out that the phrase,
“He is like Gandhi”, should not be expected to have the same level of sentiment
when replaced with all other names. In this paper, while cases mentioning domes-
tic violence and sex-specific body parts were removed from this analysis, it is not
possible to account for all instances where gender might be relevant. Nevertheless,
the differences observed in the Gemma model indicate that it underemphasises
information about women’s physical and mental health, areas where gender-based

differences would not be desirable in long-term care summaries.

It is anticipated that LLM summaries will be most useful when a practitioner is
unfamiliar with a case. This could include managers determining how cases should
be allocated or workers reviewing newly allocated cases. For instance, changes
in need, concerns raised by family members or events such as disagreements with
care providers may arise for a person receiving care. How data is presented to
workers affects decision-making and can reduce error [86], so if summaries are

consulted in such circumstances, initial impressions will likely be influenced by
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the tone and content of the notes. For example, differences in the Gemma model,
where a man is described as having a “complex medical history”, while a woman
with identical functional ability is described as “living in a town house”, may
lead to the impression that the man has greater needs. Such differences might
prompt a more rapid allocation to a worker for contact, or influence needs-based
decisions about how much care a person receives. While an in-person assessment
should mitigate initial perceptions, it would be optimistic to conclude that this

will entirely counteract the effect of gender disparities created in documentation.

8.6 Limitations

Several limitations must be considered when interpreting these results. One advan-
tage of state-of-the-art models is their large context windows, which allow years’
worth of case notes to be summarised. However, due to hardware limitations,
relatively short input texts were used. It is possible that different results would
be obtained with much longer input documents, although there is no compelling

reason to assume this would be the case.

Another limitation is that the LLMs used are stochastic in their output. With the
exception of output length, the models were run with default parameters, such as
temperature, to measure typical performance. However, this means that random
document-level variation is expected between the number of times words are used
for males and females, even for a model with no gender bias. Re-running the code
does not yield identical summaries. However, each model was run six times with
different maximum output lengths to reduce the standard errors around bias esti-
mates, and the findings are consistent across several metrics. Robustness checks,
detailed in the Appendix, consistently yield the same results. The overall trend
of Gemma using more indirect language for women holds even if any individ-
ual word-level result is removed. Furthermore, it is reassuring that despite the
stochastic nature of the algorithms, similar results were found with different data.
As the real administrative data could not be shared, LLMs were used to generate
around 400 synthetic case notes, included in this paper’s GitHub repository [419].
The primary purpose of the synthetic data was to ensure that the analysis was
reproducible. However, the findings from the synthetic data were found to be con-
sistent with those using the real data. Significant gender-based differences were
observed in the summaries generated by the Google Gemma model, with physical

and mental health mentioned significantly more in male summaries. Many of the
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same narrative-type words, such as “text,” “emphasise,” and “describe,” appeared

bR

more for women than men, while words relating to needs, such as “require,” “ne-

9 9

cessitate,” “assistance,” and “old,” appeared more for men. The synthetic data
results also show no significant gender-based differences in the Llama 3 model

output.

Perhaps a more concerning limitation of the stochastic nature of model output
is the difficulty in balancing Type I and Type II error. With statistical tests
performed for thousands of words, some unlikely events are inevitable. Caution
was exercised by adjusting the p-values (using the Benjamini-Hochberg method),
but this means that some words with very small unadjusted p-values were rejected.
It is possible that some meaningful differences between words on the basis of

gender were not considered statistically significant due to this conservatism.

A related point is that meaningful differences will not necessarily generate statis-
tical significance. For instance, in the BART model, the word “unwise” appears
12 times for women and 5 times for men, which is not statistically significant
according to a x? test or Fisher’s exact test. However, even a single summary
stating that a woman is making unwise decisions, where an identical man would
not have been described the same way, could make a practical difference to a care

professional acting upon it.

An additional limitation is that pre-trained sentiment analysis models not trained
on health and care data were used. SIEBERT is a transfer learning model built
on RoBERTa [406] and fine-tuned on a diverse range of data, including reviews
and tweets [405]. Similarly, Regard is based on BERT [409] and fine-tuned on a
dataset created for evaluating gender bias. Ideally, a domain-specific sentiment
analysis model trained on care records would have been used. However, such a
model does not exist, and creating one would not be trivial. Subjective judgement
would be required to determine the relative polarity of different conditions or care
needs. In the absence of such a model, the interpretation of sentiment results
through the analysis of words and themes provides context and insight into the
tone and content of care records. While the use of a general sentiment analysis
model introduces limitations, the analysis of the language in these records offers
valuable understanding of the differences between summaries created by LLMs.
Future research could benefit from the development of domain-specific models,
but the current approach provides meaningful exploration of these differences

within the available framework.

Finally, cases relating to gender-specific care, such as mastectomies, and those
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mentioning domestic violence were removed, as they do not fit easily into the coun-
terfactual fairness framework. However, the way language models treat gender-
specific circumstances remains an important policy question, though one that

cannot be answered using the methods in this paper.

8.7 Conclusion

LLM summarisation models are being used in health and care to generate and sum-
marise documentation [15, 216, 126]. In this study, notable variation in gender-
based discrepancies was observed across summarisation LLMs. Llama 3 showed
no gender-based differences across any metrics, T5 and BART demonstrated some
variation, and the Gemma model exhibited the most significant gender-based dis-
parities. Gemma’s male summaries were generally more negative in sentiment,
and certain themes, such as physical health and mental health, were more fre-
quently highlighted for men. The language used by Gemma for men was often
more direct, while more euphemistic language was used for women. Women’s
health issues appeared less severe than men’s in the Gemma summaries and de-
tails of women’s needs were sometimes omitted. Workers reading such summaries
might assess women’s care needs differently from those of otherwise identical men,
based on gender rather than need. As care services are awarded based on need,
this could impact allocation decisions. While gendered language can be appro-
priate in contexts where gender is relevant, the differences in Gemma’s output

suggest that, in many instances, these differences are undesirable.

As generative models become more widely used for creating documentation, any
bias within these models risks becoming part of official records. However, LLMs
should not be dismissed as a solution to administrative burden. In this study, there
were differences in bias across LLMs. This variation suggests that, if regulators
wish to prioritise algorithmic fairness, they should mandate the measurement of
bias in LLMSs used in long-term care. Practical methods for evaluating gender bias
in LLMs have been outlined in this paper, which can be implemented by anyone
with access to long-term care data. The code for these evaluations is available
on GitHub [419]. It is recommended that these or similar metrics be applied to
assess bias across gender, ethnicity, and other legally protected characteristics in
LLMs integrated into long-term care systems. By doing so, the benefits of LLMs

can be realised while mitigating the risks associated with bias.

Supplementary information. Three appendices are included:
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. Evaluation of sentiment metrics: establishing which sentiment metrics are
appropriate for conducting this analysis.

. Model diagnostics and robustness checks: verifying the robustness of con-
clusions using several other methods.

. Evaluation of themes: full lists of words counted in the frequency of the

words appearing in each theme.
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9 Discussion and conclusions

9.1 Research objectives and key findings

This thesis was motivated by the fundamental paradox I experienced in social work.
Despite spending hours documenting care assessment, planning and provision,
there was a striking lack of information to guide decision-making. I embarked
on this thesis to find out whether computational natural language processing
could help bridge this gap. Initially, the research focused on using NLP to sift
through large amounts of unstructured data to extract information to evaluate
the impact of individual needs and characteristics on service use. The goal was
to enhance understanding of social care services using administrative data, to
support more informed decision-making. The empirical findings confirmed that
this was indeed possible; for instance, it is possible to successfully extract an
indicator of loneliness from case notes. However, as the research progressed, an
unexpected development occurred: LLMs began to be adopted within social care
practice itself. These models were not just tools for retrospective analysis but
were being used to alleviate the very administrative burdens that had initially
motivated my research. This shift prompted me to expand the focus of the thesis

to critically assess the implementation of LLMs in practice.

The overarching research questions of this thesis are whether LLMs can be used
to improve decision-making in social care by increasing access to information held
in care records, and what the potential challenges are associated with their use in
generating, summarising and interpreting these records. In this concluding section,
I will summarise the key findings from the empirical chapters, highlighting how
LLMs can both improve our understanding of social care services, and discussing
the implications of their use to support frontline practitioners. I will also discuss
broader implications of LLMs for social care policy and practice, particularly in
areas that I have been unable to evaluate as part of this thesis, and suggesting
directions for future research. Finally, I will explore the tension that this work
raises between regulation and innovation, and the challenges of legislating for
emerging Al technologies, particularly in a field as sensitive and impactful as

social care.
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9.1.1 Can LLMs extract information from free text records to
improve understanding of social care?

Extracting information from free text administrative records presents challenges,
but LLMs offer a way to uncover information that can support evidence-based
decision-making in social care. In this section, I outline the finding that achiev-
ing this requires substantial time and domain-knowledge, but the investment is
justified by the value of information that cannot be obtained from other data

sources.

9.1.1.1 The importance of human time and expertise

LLMs make it possible to extract information from social care data that was
previously inaccessible due to its unstructured nature. However, this requires a
substantial investment of human time and expertise. While the World Economic
Forum’s (WEF) 2023 report on LLMs and jobs suggests that certain roles, such
as data entry clerks, may disappear due to automation, others, like database
and network professionals, are expected to grow [421]. The work presented in
this thesis indicates that, even with advanced Al tools, human involvement re-
mains indispensable, particularly when dealing with complex data like social care

records.

This research required significant data cleaning and an understanding of social
care data’s complexities. Before any analysis could take place, the free text data
posed challenges due to over-redaction, necessitating several rounds of refinement.
By working closely with software developers and the local authority, it was possible
to balance the need to protect personal information with retaining relevant data
for analysis. Regular testing ensured that the data remained compliant with data

protection standards while being suitable for research purposes.

Establishing and improving data quality after extraction was another substan-
tial undertaking. Over the course of around a year, weekly meetings with the
local authority’s Public Health Data Manager were essential to address missing
or incomplete records and resolve inconsistencies in needs assessments, service
use data, and costs. This collaborative effort led to the identification of missing
assessments, and ultimately it was possible to supplement the originally extracted
assessments with the missing data. Without the additional data, the analysis in
Chapter 7 would have had much less statistical power. Of the dataset of 1,101

initial assessments, only 190 were completed on the originally extracted form.
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Service cost data presented similar challenges. Initially omitted from the dataset,
negotiation was required with the local authority to include it. Once obtained,
the cost data needed extensive cleaning to correct inaccuracies such as services
recorded with zero or missing costs. Overlapping service records had to be ad-
justed to prevent overestimation of costs. Cross-checking with external unit cost

benchmarks were necessary steps to ensure the data’s accuracy and reliability.

The theme of significant human time and knowledge investment extends to the
analytical work in this thesis. Developing a model to extract indicators of lone-
liness or social isolation required understanding of how case notes are recorded
and what information could be expected to be contained within them. Crafting a
set of classification rules, determining appropriate models, writing the code, and
manually classifying thousands of notes were time-intensive tasks. Additionally,
establishing the construct validity of the extracted indicators involved analysing
external survey data to compare and validate the results. Standardising struc-
tured administrative data also demanded considerable knowledge of the context
in which they were created. Identifying relevant forms and questions, harmonising
responses from different versions of needs assessment forms, and mapping different
response scales to a consistent set of categories required a detailed understanding

of the data collection process.

Overall, the time and expertise required for cleaning and standardising administra-
tive data are substantial, regardless of whether the data is structured or unstruc-
tured. Each stage — from data pseudonymisation to resolving inconsistencies —
required exploratory data analysis, domain knowledge, and regular meetings with
the local authority partners. While LLMs and Al tools can assist in processing
data and extracting insights, they do not eliminate the need for human involve-
ment in data preparation and analysis. Human oversight and judgement remain

essential to ensure the validity and reliability of research findings.

This experience aligns with the conclusions of Witham et al. [119], who discuss
the significant investment of time and resources necessary to create “research-
ready” datasets from administrative social care data. They highlight tasks such as
cleaning data, understanding coding and categorisation, addressing missing data,
and generating documentation. While the work in this thesis concurs with their
findings, I extend this understanding by demonstrating that even with advanced
tools like LLMs, these preparatory tasks cannot be automated. Instead, LLMs
can facilitate analyses that were previously impractical, but the foundational work

for such analyses still requires substantial human effort and expertise.
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9.1.1.2 Advantages of administrative data over survey data

A key finding of this thesis is that, while there are many obstacles to extract-
ing information with LLMs from administrative social care data, the information
these records contain is unavailable in other sources. Although some data found
in administrative records also appears in surveys, this thesis argues that findings
from surveys may not accurately reflect the needs of statutory care users. Sur-
veys frequently under-represent individuals with the greatest care needs because
of exclusion criteria, attrition, and under-reporting. By contrast, administrative
records provide comprehensive information about all individuals receiving statu-
tory care services. Publicly funded care users in surveys have systematically lower
needs than those appearing in the administrative records used in this thesis (see
Chapter 5). These limitations make survey data less reliable for understanding
high-need populations, underscoring the value of administrative records in social

care research.

One of the key strengths of administrative data is its ability to capture real-
time changes in individuals’ conditions and care requirements, which surveys may
miss due to infrequent data collection and reliance on self-reported information.
Administrative records contain rich, unstructured information in free text case
notes. This enables researchers to extract valuable insights that are not available
through survey data, such as indicators of loneliness or social isolation, which
are critical factors in understanding care needs but are often under-reported or
omitted in surveys. Administrative records also include detailed, longitudinal
data on functional abilities, care assessments, service use, and costs, allowing for
a more accurate and nuanced understanding of the relationship between needs

and service use than available from other data sources.

While processing administrative data requires significant time and expertise, the
depth and breadth of information it provides make it an invaluable resource for
research, practice and policy development. It allows for more comprehensive
analyses, such as examining predictors of care home entry or evaluating the impact
of interventions, which are not feasible with existing survey data due to their
limitations. By using administrative data, we can gain a more accurate and
comprehensive understanding of the needs of those receiving publicly funded care,

ultimately better informing policy decisions.
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9.1.1.3 LLMs for extracting loneliness and social isolation

The thesis demonstrates that LLMs can be used to extract meaningful informa-
tion from unstructured free text in social care records. In Chapter 6, I show that
LLMs are capable of identifying case notes that indicate loneliness and social iso-
lation among older adults receiving care services. By comparing the performance
of LLMs with traditional NLP techniques, I demonstrate that more complex lan-
guage models are more accurate and effective in capturing meaning from the rich,

complex information recorded in social care free text.

This use of LLMs can complement established statistical methods to enhance
policy evaluation in social care. While LLM output can be used to generate
descriptive statistics about the prevalence of loneliness across different groups,
further value of this extracted information is realised when it is integrated with
traditional econometric methods. In Chapter 7, I examine the impact of loneli-
ness on the likelihood of older adults moving into care homes by incorporating the
loneliness indicators extracted by the LLM into a survival model. The results indi-
cate that loneliness is a significant predictor of care home entry, highlighting how
variables derived from unstructured text can be instrumental in understanding

and predicting important outcomes in social care.

This approach demonstrates that the value of information extracted with LLMs
can increase when used in conjunction with existing statistical methods. The
ability of LLMs to convert unstructured free text into structured data allows
for the development of econometric models using variables that would otherwise
be inaccessible. Furthermore, the successful application of LLMs in this context
underscores the potential for these models to address data gaps in structured
administrative data. Given the volume of free text records, the role of LLMs
for extracting important information represents a significant opportunity for the

evaluation of social care services.

9.1.2 What are the challenges associated with LLMs generating,

summarising and interpreting care records?

This thesis argues that while LLMs have the potential to reduce administrative
burdens in social care, their use requires scrutiny. The key challenges include ac-
curacy, bias, and the broader implications of their deployment in decision-making
processes. In Chapter 8, I focused on gender bias in LLMs used to summarise

social care records. The paper contributes both a methodological framework for
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assessing gender bias in LLM-generated summaries, and empirical findings that
highlight the importance of evaluating models used in social care. While the
focus was on gender bias, the underlying concerns — bias across other social di-
mensions such as race or socioeconomic status, and the impact of these biases
on decision-making — remain central to the responsible deployment of LLMs in

social care.

The methodology developed in Chapter 8 offers a practical approach to evaluating
gender bias in LLMs by generating gender-swapped case notes and comparing sum-
maries. This allows us to pinpoint whether differences in summaries are driven by
the original text or by biases in the model itself. Using this approach, I found that
while Meta’s Llama 3 summaries were not biased across various metrics, Google’s
Gemma model displayed significant gender-based disparities. In the development
of the methodology I found that, as with discriminative LLMs, an understanding
of social care was as important as technical proficiency in LLMs. For example,
generating gender-swapped versions of case notes was not a straightforward pro-
cess, and required the use of multiple models and the development of metrics to
assess the outputs. Determining which records were appropriate for gender swap-
ping, removing sensitive cases, and manually refining lists of relevant terms were

necessary steps to ensure the validity of the analysis.

Additionally, while the methods of evaluating bias in Chapter 8 found gender-
based differences using the counterfactual fairness framework, this is not the only
measure of bias. Algorithmic bias in the context of free text is an emerging area.
Berk et al. [422] present six types of algorithmic fairness, some of which are mu-
tually incompatible (except in highly artificial circumstances). All of these types
of fairness are metrics of whether demographic groups achieve the same outcomes.
However, Grgic-Hlaca et al. [423] argue that machine learning algorithms should
focus on process fairness: an algorithm’s output should be considered fair if a user
judges every feature included in the algorithm to be fair. This framework is best
understood in the context of regression models or supervised machine learning,
where the features (or independent variables) are selected manually. Examples
of features in the paper include number of previous arrests and the age of the

individual, to predict risk of reoffending.

Such a framework could not be applied to the 8 billion parameters in Meta’s Llama
3 LLM. Nevertheless, it could be argued that evaluating text generated by LLMs
is itself a process measure, and those who prefer outcomes-based measures might

consider that gender-based differences in text output do not matter if they do not
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lead to gender-based differences in outcomes (whether these are defined in terms of
service receipt or quality of life). There is no evidence into the impact of gender-
based differences in LLM-generated care summaries, though more generally we
know that language reinforces perceptions of gender [424], and the presentation
of information in electronic case management systems affects decision-making
[86, 87, 88]. Nevertheless, more research is required into whether the differences
found in Chapter 8, such as the systematic under-representation of women’s needs,

lead to differences in prioritisation or allocation of resources and support.

Additionally, while the quantitative metrics in Chapter 8 can reveal gender-based
differences where they exist, negative results can indicate that a model is prefer-
able, but cannot definitively conclude that subtler types of bias do not exist.
Furthermore, such methods cannot assess bias in the important areas where coun-
terfactuals are not comparable, such as domestic violence. Research in this area
continues to develop. Pfohl et al. [425] provide in their September 2024 paper a set
of methods to assess bias in LLMs used in healthcare based on expert evaluation
of model output, and the approach taken in Chapter 8 could be complemented

by qualitative assessments.

The conceptual and methodological development of evaluating bias in LLMs in
social care have implications for real-world practice. Future research could inves-
tigate other measures of fairness, based on process or outcomes. Additionally,
further research could expand the evaluation of bias in the methods presented
here to other characteristics, such as those related to race, disability, sexual ori-
entation or socioeconomic status, or assess the practical impact of differences in
summaries on social care decision-making. Finally, algorithmic fairness is not the
only challenge that LLMs face. The evaluation of accuracy, which was beyond

the scope of this thesis, is of critical importance. I discuss this below.

9.2 Limitations

9.2.1 Administrative data used in this research

The administrative data used in this research came from a single English local au-
thority’s records of older adults receiving long-term care. In Chapter 4, I demon-
strate that this data was a comprehensive extract of the relevant records held

by the authority, and in Chapter 5, I discuss how the authority in question is
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not an outlier. However, several limitations remain. While I was able to com-
pare the administrative data to English survey data, the surveys appropriate for
comparison were only those about older adults in England. Many limitations of
survey methodologies, such as under-reporting, recruitment challenges among in-
dividuals with higher needs, and higher attrition rates among those with greater
needs, are issues that persist internationally, and not just among older people
[296, 297, 294]. Nevertheless, I could only empirically demonstrate these differ-

ences for older adults in England.

A limitation of this thesis is the use of administrative data from a single local
authority, which inherently restricts the extent to which findings can be gener-
alised. This authority is in an urban area, meaning its demographic profile differs
from rural authorities, most notably in terms of ethnicity. According to ASCS
data, this local authority also has below-average levels of need compared to some
other authorities. This may further limit the generalisability of findings, although
given that the main finding is that the needs of the area were higher than they
appear from survey data, it is possible that the extent of under-representation of
those with higher needs may be even greater in other areas. Ultimately, however,
the extent to which findings from comparing this local authority’s data to survey
data will hold across others area is an empirical question that remains unanswered
in this research. Further research across diverse regions would strengthen these

findings and inform more comprehensive national policies.

Furthermore, although I argue for the use of administrative records due to the
unique content they provide, there are drawbacks to this approach. While LLMs
proved effective at extracting information from free text data, scaling this ap-
proach is challenging due to variations in record-keeping across local authorities
and the difficulties in accessing this data. Data reliability is also an issue. Adminis-
trative records are not collected with research in mind, so data accuracy can be af-
fected by various unobserved factors, including under-identification [130, 129, 55],
or exaggeration of needs to align with service eligibility criteria [67], and inves-
tigating this is resource-intensive. While LLMs offer potential for new analyses,
human expertise remains essential to accurately process and interpret the data.
Lastly, the field of LLMs has evolved during the time I have written this thesis,
and the rapid pace of advancements raises questions about the longevity of these
findings. Future developments may influence the applicability of the findings dis-

cussed here, and I discuss this in detail in the next section.
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9.2.2 Implications of rapid development of LLMs

An overarching theme of this thesis is the speed of adoption of LLMs. When I
first conceived of this thesis in 2019, the term Large Language Model was not
widely used and there were no serious suggestions that LLMs could be used to
summarise or generate social care records. However, by 2024, such products were
in use in several local authorities in England [126]. When I initially drafted the
section in Chapter 3 on Al adoption in August 2024, four councils had published
a privacy notice stating that LLMs may be used to process their social care data
[218, 219, 220, 221]. By the time I redrafted it in November 2024, an additional
five authorities had done so [222, 223, 224, 225, 226].

The analysis in Chapter 8 was driven by the apparent need for analysis of sum-
marisation models that were being adopted. As described in Chapter 3, the
LGA survey of English local authorities published in April 2024 contained four
responses stating that they were using generative Al in adult social care [126].
An article in The Guardian in September 2024 stated that seven councils have
adopted a particular social care LLM product, and two dozen more were piloting
it [10]. There is considerable scope for expansion. The 2019 LGA report into so-
cial care IT identified two main suppliers of social care electronic databases [125],
who were the only two vendors named in the 2024 DHSC report into streamlining
social care assessments [127]. In 2024, while neither provider has yet released prod-
ucts integrating LLMs into their electronic case management systems, both have
published articles on their websites describing the advantages of integrating LLMs
into electronic case management systems [426, 427]. One such article describes
how the company has created a prototype using speech-to-text models and GPT-4
to “bring transformational Al to our products with the goal of saving clinicians
and patients time, increasing accuracy, and leveraging insights from conversations
to improve experiences, pathways and potentially even treatment options” [427].
The other provider released in June 2024 their first tool integrating LLMs into
their HR case management systems [428]. Although this is not directed at social
care, it appears that both companies which dominate the social care case manage-
ment market have the desire and capacity to integrate LLMs into their products.
A 2024 study into the perspectives of commissioners and healthcare professionals
on the use of digital tools found that the lack of integration of digital tools into
existing IT systems was a barrier to their use [429]. Al tools appear set to be-
come part of social care case management systems which suggests that, while in

November 2024 LLMs are at their peak usage in adult social care, it is unlikely
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that this will remain the peak for long.

One of my findings relates to the time required to manually classify case notes
in Chapter 6 as indicative of loneliness or social isolation, in order to train the
model. I undertook most of the classification between January and July 2022,
and there are particular implications for the longevity of the findings from this
paper owing to the significant development in LLMs since. In this section, I
explore in two ways how the progress in generative LLMs affects the findings
from Chapter 6. Firstly, I examine the possibility of using generative LLMs for
classifying loneliness. Secondly, I explore the use of generative LLMs to measure

bias in the loneliness classification model.

9.2.2.1 Using generative LLMs for classification

During the course of this research, I identified in Chapter 6 a limitation that
manual classification of documents was necessary due to the lack of sufficiently
advanced language models. As I conclude this thesis in November 2024, advance-
ments in LLMs have presented an opportunity to revisit this limitation. I explored
whether the latest LLMs could now replicate or even surpass the manual classifi-

cation performed earlier, potentially reducing the need for manual annotation.

To address this, I investigated the use of state-of-the-art generative models, such
as Llama 3 [196] and Gemma [197], which have shown promising abilities in under-
standing complex instructions and generating structured outputs. By providing
these models with the same instructions given to human annotators, I aimed to

assess their capacity to perform the classification task autonomously.

The results, summarised in Table 9.1, indicate that Llama 3 achieved an F} score of
0.47 after being given the same written instructions as human annotators. Gemma,
however, struggled to produce outputs in a format that could be reliably parsed
into structured data and I present results for those that it parsed and of all
sentences, both of which have an F] score lower than Llama 3. Interestingly,
providing additional examples to Llama 3.1 [430], which allows for a longer context
window, did not enhance performance and, in some cases, led to worse results.
The detailed methodology and technical considerations are presented in the final

Appendix.
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Table 9.1: Loneliness LLM results

Model Prompt Sensitivity = Specificity Accuracy  F1
Llama 3 Human instructions 0.81 0.69 0.71 0.47
Llama 3.1 Human + 100 examples 0.70 0.64 0.65 0.37
Llama 3.1 Human + 300 examples 0.75 0.70 0.71 0.43
Gemma Human (of 3036 parsed) 0.46 0.84 0.79 0.41
Gemma Human (of 3573 total) 0.46 0.71 0.67 0.28

The scores from generative models are much lower than the F| score of 0.92
achieved in Chapter 6. These findings suggest that, despite rapid advancements,
current LLMs are not yet capable of replacing the manual classification process.
This reinforces the importance of human expertise in developing classification
schemes that account for nuanced understanding of the data context. For exam-
ple, determining loneliness involves complex rules based on eligibility criteria and
tacit knowledge of service delivery, which are challenging for LLMs to interpret

accurately.

While technological progress may eventually enhance the capabilities of LLMs
in this regard, this exercise highlights that human judgement remains essential.
Furthermore, even if generative LLMs were able to perfectly replicate human
classifiers without training, the formulation of research questions, design of classi-
fication rules, and oversight of model outputs cannot yet be fully automated. For
now, the conclusion persists that automating classification requires significant

investment of human time and knowledge.

9.2.2.2 Using generative LLMs for evaluation of bias in classification

models

In Chapter 6, a limitation was that I could not conclusively determine the extent
to which observed gender differences in loneliness were due to real disparities,
versus potential bias in the classification algorithm. For example, 45% of women
were identified as lonely compared with 41% of men. While I compared the results
to surveys and found similar disparities, I did not have individual-level structured
loneliness administrative data to fully assess this aspect. With the advancements
in LLMs by 2024, I have revisited this limitation using similar methods to those
in Chapter 8.
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I generated gender-swapped versions of 1,000 case notes, 300 of which indicated
loneliness, and generated binary predictions for both, to evaluate potential gender
bias in the loneliness classification model. The results demonstrated minimal dif-
ferences, with 289 correct positive predictions for men and 290 for women. These
findings, illustrated in Figure 9.1, suggest that the observed gender differences
in the original data are likely reflective of actual patterns rather than bias intro-
duced by the classification model. Detailed results and methodological specifics
are provided in the final Appendix.

F1: 0.96 ; Acc: 0.97 F1: 0.97 ; Acc: 0.98

Actual label
Actual label

Predicted label Predicted label

(a) Male (b) Female

Figure 9.1: Loneliness model predictions (gender-swapped versions)

This analysis underscores how advancements in generative language models create
new opportunities for evaluation of bias in classification tasks, offering tools that
were not available during the initial research phase. It reinforces the validity of
the findings presented in Chapter 6 and highlights the importance of continually

reassessing limitations as new technologies emerge.

9.2.3 Scope of research

LLMs are increasingly discussed as tools to reduce administrative burdens in social
care. The 2024 LOTI report, Opportunities for Al in Adult Social Care Services,
identifies several potential applications of LLMs in this field, including generating
case summaries, automating meeting transcriptions, predictive forecasting, cre-

ating easy-read documents for adults with learning disabilities, and developing
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chatbots to assist care users in locating services [14]. This thesis has focused on
exploring only the first three of these possibilities, assessing LLMs for extracting
information for use in predictive forecasting, and examining aspects of gender
bias in summarisation models. Furthermore, even within these topics, I have only
been able to examine specific facets. I extracted loneliness information from free
text as a binary indicator, although loneliness itself is continuous. I used this
indicator in a model predicting care home entry, which is not the only important
dependent variable. It could also be a valuable addition to other models, such as
predicting lifetime care costs, or quality of life. Furthermore, I have not evaluated
LLMs for extracting other information that might be recorded in free text, such
as economic circumstances, psychological needs or information related to abuse

or neglect.

In addition to the limitations related to evaluation of bias discussed above, this
thesis also could not consider model accuracy, an essential factor in assessing the
utility of LLMs for summarising case records. This is an important direction for
future research. I discuss such an analysis, along with other recommendations for

future research directions, in the next part of this chapter.

9.3 Future directions for research into LLMs in social

care

The various applications for LLMs mentioned in the LOTI report [14], such as
creating easy-read documents and developing chatbots, represent promising areas
for future research. While this thesis has focused on extracting information for
predictive modelling and summarisation, it is an appealing prospect that LLMs
might improve information for individuals with learning disabilities by generat-
ing easy-read materials, or for care users more generally through chatbots for
navigating services. If such tools are developed, there is much scope for their
evaluation. However, as LLMs for summarising documents have gained adoption
and widespread attention over the course of this research, I explore here specific
directions for evaluation of such models. This section examines how future studies
could assess the utility of summarisation models, both in retrieving and condens-
ing information from existing records and in generating new documentation. I
discuss both assessing model accuracy, and quantifying the potential efficiency

savings these models could bring to social care services.
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9.3.1 Accuracy of LLM summarisation models

LLM summarisation models are being used in social care in England for informa-
tion retrieval, by distilling large volumes of text into summaries for caseworkers
[15]. The apparent benefit is clear, if such models can highlight relevant informa-
tion, which might otherwise be missed, or reduce cognitive burden, which in turn
can prevent errors [86]. LLM summarisation models are also in use to generate
new documentation for care records, by summarising transcripts of audio record-
ings of care needs assessments [15, 10]. While there are clear resource benefits if
such automation saves time, such savings are only technically efficiency savings
if they lead to achieving the same outcomes with fewer resources [239]. LLM
vendors report that LLMs can generate higher quality notes than those written
by humans [e.g. 217, 216, 15]. This is consistent with evidence that most LLM-
generated summaries of medical records are of higher quality than those generated
by humans [208]. However, it is not yet clear how accurate LLM summarisation

models are in long-term care, or how accuracy might be measured.

As discussed in Chapter 3, standard evaluation metrics for LLM summarization,
such as BLEU, ROUGE, and BERTscore, are inadequate for assessing the accu-
racy of social care records. While Van Veen et al. [208] found that LLMs on aver-
age outperform humans in summaries of radiology reports, the salient information
and the consequences of omission may be quite different with social work records
which contain information about factors relevant to abuse and neglect. As harm
is caused by workers being unaware of the content of their records [82], it would
need to be demonstrated that LLMs are better than humans at extracting such
information, and that this information being presented to the worker is effective.
Microsoft and OpenAl have created some benchmarks for LLMs in the medical
domain, but they ensure the model is presented with multiple choice rather than
free text output, as the latter is too challenging to evaluate [431]. It would not
have been possible for me in the course of this thesis to examine the question of
accuracy of summarisation models in addition to data extraction, prediction and
bias, as it is simply too large a question. However, it is not only the case that
it is currently unknown whether LLMs can summarise social work records to an
acceptable standard, but furthermore there are not yet any accepted quantitative

metrics of such a standard. This is an important area of future research.
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9.3.2 Quantifying the efficiency savings from LLM
summarisation models

Demand for long-term care is projected to continue to increase globally [432, 367,
368]. In November 2024, 81% of councils in England reported they were on course
to overspend on adult social care in 2024/24 (an increase from 72% the previous
year) [26]. Local authorities currently spend around 10% of their adult social care
budgets on care management [3]. The magnitude of efficiency savings from LLMs
remains unclear. While some providers claim substantial time savings [e.g., 217],
research is needed to evaluate these claims systematically. It is not yet established
how much time such models save in practice or how their output compares to that
generated by humans. Certain tasks, such as assessing capacity under the Mental
Capacity Act 2005, cannot be automated, as they require professional judgement
and discharge of legal duties. Additionally, not all documentation tasks lend
themselves to automation equally. While summarising long narrative notes may
save time, tasks involving frequent, short updates (e.g., phone call logs) may offer

limited scope for automation (as discussed in Chapter 3).

Potential savings from LLMs must be considered within the broader context of
adult social care spending, shown in Figure 9.2b, which has risen in real terms
from £17.4 billion in 2015/16 to £20.2 billion in 2022/23 [3]. Demographic trends
suggest that public spending on adult social care could increase by 159% by 2040,
reaching approximately £45.1 billion in 2022/23 prices, driven by a 66% rise in the
number of individuals receiving publicly funded long-term care and higher levels
of need [4]. This projected growth underscores the pressing need for tools that
can improve efficiency and alleviate administrative burdens. If LLMs can achieve
meaningful time savings, they offer the potential for resource-strapped social care
services to manage rising demand without cutting care [e.g., 212, 208]. Future
research into quantifying the efficiency savings from summarisation models should
account for demographic changes, which will impact the overall cost of care and

the amount of time spent on care management.
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Adult social care expenditure in England 2022/23 Adult social care expenditure in England 2016/17 - 2022/23
By support setting In real terms (2022/23 prices)
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Figure 9.2: Care management as a proportion of total adult social care expendi-
ture

However, realising such savings requires research to quantify the time saved and
evaluate the quality of LLM-generated outputs compared to human-generated
notes. Equally important is a comprehensive understanding of how these models
are implemented in practice [242]. Many innovative products in social care fail to
scale beyond pilot projects due to factors such as infrastructure, organisational
readiness, and sociocultural barriers [240, 433, 434, 435]. Research on savings
must focus on adoption as well as technical metrics of accuracy. Furthermore, the
adoption of health and care technologies is heavily influenced by broader policy,

legal, and regulatory contexts [240], which I discuss in the next section.

9.4 The balance between regulatory oversight and

innovation

The regulatory framework shapes the landscape of using administrative records.
It is challenging for policymakers to determine the appropriate level of oversight
without inhibiting innovation. One of the challenges about scalability of the use
of administrative records for predictive modelling, as in Chapter 6 and Chap-
ter 7, is the difficulty for researchers in accessing records. On the other hand, the
evaluation in Chapter 8, which demonstrates that LLMs can exhibit gender bias
when used to summarise social care case notes, is not currently required in models
adopted in social care practice in the UK. Legislating in this fast-changing land-
scape is complex. The EU’s Al Act, scheduled for full implementation by 2026, is
an extensive framework for managing Al risks, especially in areas considered high

risk, like social care [92]. The US, by contrast, lacks federal Al-specific legislation,
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though sector-specific standards are emerging. The UK is positioned between
these approaches, with fairly comprehensive data protection legislation, but yet
to develop an AT policy direction. In this section I will briefly outline the current
state of Al regulation in social care in the UK and contrast this with the EU and
US.

9.4.1 Current regulatory landscape

The regulatory landscape for LLMs in social care is shaped by frameworks that
predate their adoption.! The UK General Data Protection Regulation (GDPR),
derived from the EU GDPR, has implications for social care researchers using ad-
ministrative records. GDPR defines profiling as any form of automated processing
of personal data to evaluate certain aspects relating to an individual [438, 439].
Predictive modelling, such as assessing the risk of care home entry, falls within
this definition and is permitted without consent if justified by a legitimate public
interest. It was only due to the development of specialist pseudonymisation soft-
ware for this project that the research undertaken in this thesis was lawful without
opt-in consent. GDPR may have other implications for the use of LLMs in social
care practice. For example, inaccurate data caused by “hallucination” in LLMs
is subject to the right to rectification [440]. However, GDPR does not directly
address the use of LLMs, which proliferated after it was enacted, and does not
provide a legal mandate for the assessment of (or protection against) algorithmic
bias [441].

Automated decision-making, such as models directly determining service eligibil-
ity, is prohibited by GDPR without explicit consent, unless human oversight is
“meaningful” — a threshold yet to be legally defined [442]. The legal ramifications
of algorithmic decision-making has not been created by the advent of Al models.
The use of hand-filled, tick-box application forms for social entitlements is unlaw-
ful if they automatically determine eligibility without human discretion [443], and
since 1970 in the UK it has been unlawful for public bodies to have policies which
make decisions automatically, preventing them from exercising their judgement

[444]. Nevertheless, technological innovation in social care creates more oppor-

!The regulatory landscape for healthcare LLMs also predates their development, but the legisla-
tion is more stringent. LLMs used to create summaries of health records would be subject to
the Medical Device Regulations 2002 [436], which requires conforming to the Medicines and
Healthcare products Regulatory Agency (MHRA) rules about reducing risks, demonstrating
standards through clinical trials, and monitoring of adverse events [437]. Similar products in
social care are not subject to this legislation.
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tunities for automated decision-making, including perhaps the suggestion in the

LOTI report that AI could be used for triage and reducing waiting lists [14].

Emerging regulatory proposals suggest a shift in focus. The UK Data (Use and
Access) Bill introduced in 2024 aims to ease restrictions on consent requirements
for scientific research, balancing privacy protections with the need for innovation
[445]. Similarly, the UK government announced plans for new AI regulations
addressing the development of the most powerful models [446]. At the time of

writing, the specifics of these proposals remain unclear.

9.4.2 Alternative regulatory approaches

The European Union (EU) has taken a proactive stance on regulation with the
EU AT Act, approved by the Council in May 2024 [396]. The Act, which aims to
create a comprehensive legal framework for Al technologies, classifies Al systems
into four risk categories, based on the “intended purpose” of the AI product
[92, 395]. General-purpose LLMs are not inherently classified as high risk [396].
However, their integration into specific applications in social care could elevate
them to high-risk status if they influence decisions about individual wellbeing or

determine eligibility for services [395, 447].

High-risk classification under the EU AI Act does not prohibit the use of such
technologies but imposes stringent requirements, including continuous risk as-
sessments, transparency duties, and meaningful human oversight [395]. These
requirements are designed to ensure that the risks posed by high-risk applications
are weighed against their potential benefits and that they are effective for their

intended purposes [395].

In contrast to the EU’s comprehensive approach, the United States currently
lacks a unified federal regulatory framework for AI. In October 2023, President
Joe Biden issued an Executive Order directing federal agencies to develop stan-
dards and guidelines for AI governance [393]. While this initiative addresses issues
like privacy, bias, and transparency it remains a directive rather than enforceable
legislation [448]. Regulation of AI in healthcare in the US, where long-term care
is generally considered a healthcare component [449], falls under existing frame-
works. The Food and Drug Administration (FDA) published a report in 2024
acknowledging the limitations of its current framework and committing to the
development of updated Al-specific regulations [450]. The political landscape in
the US further complicates the regulatory outlook.
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9.4.3 From the technical to the political

Much of the current evaluation and regulation of LLMs is focused on their techni-
cal performance rather than the inherently political aspects relating to balanc-
ing economic priorities with ethics, transparency, fairness, and accountability
[451, 452]. While stricter regulations may hinder innovation [453], they offer
greater protections against bias and harm. Adopting a framework similar to
healthcare regulations for LLMs in social care could enhance safeguards for ser-
vice users. However, such measures may also slow adoption. Policy must navigate
these trade-offs carefully. The political nature of these decisions can be seen in
the EU AI Act, which appears to have been designed to give the EU the authority
to investigate the largest models created by US-based tech giants [454].

It is quite possible that we will see further divergence between the US and EU from
2025. In the 2016-2020 administration, the Trump White House stated that it had
“taken important action to remove barriers to Al innovation in healthcare” [455].
The largest LLM providers — Google, Meta, Microsoft, and OpenAl — are US-
based, while many Al start-ups in the EU seek to challenge this dominance [456].
President-elect Donald Trump has indicated plans to reduce regulation. The Re-
publican Party manifesto for the 2024 election promised to “repeal Joe Biden’s
dangerous Executive Order that hinders Al Innovation, and imposes Radical Left-
wing ideas on the development of this technology”, and proposed replacing it with
a framework “rooted in Free Speech” [457]. Much has been made of the protec-
tionist rhetoric from the US Republicans, such as proposed tariffs [458]. Analysts
speculate that the EU Al Act is at risk of attack by a Trump administration, on

the basis that it causes US companies a competitive disadvantage [459].

At the time of writing, in November 2024, it is unclear the extent to which this will
affect the regulatory gap between the US and the EU. However, the speculation
triggered by a new US president underscores the extent to which questions of Al
regulation are relevant, contested and political. Nevertheless, so far this appears
to be a political decision that UK governments have deferred. This regulatory
inaction could be seen as de facto favouring innovation over algorithmic fairness

and transparency in social care.
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9.5 Overall conclusion

When I started this PhD, I could not have predicted how quickly LLMs would
develop and be adopted in social care. This research shows that LLMs have
the potential to make sense of administrative data, helping to address challenges
like overwhelming amounts of data. Improved information could support those
making funding decisions. However, some generative LLMs can introduce gen-
der bias. The thesis evaluates important uses of discriminative and generative
LLMs in social care, but much more research is needed. It is unknown whether
salient information other than loneliness or social isolation can be reliably ex-
tracted from free text records, such as psychological circumstances, interactions
with care services, or risk of abuse. Additionally, analysis is required of bias re-
lated to characteristics other than gender in LLMs used in social care, especially
those protected by law. Research is needed into adoption — it is unclear which
models are in use, whether they are the most effective or even how effectiveness
should be defined. While the methods to measure accuracy in text classification
are well-established, it is much harder to assess how well LLMs perform when
they generate text. Companies claim their models are better than humans, but
this is still an open question. Furthermore, while the claims that LLMs will save
money seem more plausible, we do not yet know how much. This thesis has an-
swered some key questions about the use of LLMs in social care, and highlighted
areas where more research is needed. However, researchers alone cannot address
all the challenges. While more work is needed to understand issues like accuracy,
bias, and adoption, models are already being used in England without these fac-
tors being fully assessed. Policymakers and research funders have a crucial role
in ensuring these unanswered questions are examined, and that LLMs in social
care are implemented in a way which balances economic priorities with ethics,

transparency, and fairness.
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11 Appendices

11.1 Appendices to Chapter 6

11.1.1 S1 Data Flow Appendix

In Figure 11.1, we set out the secure flow of identifiable data, the pseudonymisa-

tion process, data analysis and model output.
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Figure 11.1: Data flow diagram
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11.1.2 S2 Methods Appendix

We include below more details about the steps set out in the Model development

section.

11.1.2.1 Data pre-processing

We received the free text with tokens in place of pseudonymised text,
e.g. **NAME** or **DATE**, For count-based vectors, we pre-processed
text by converting to lower case, removing stop words, such as “and” and “the”
[460]. We also lemmatised words, restoring them to base form. For example,
walks, walked and walking were all replaced with the normalised form, walk [166]
using the Python NLTK package’s WordNetLemmatizer [461]. We also replaced
non-ASCII punctuation characters such as bullet points, which can cause text

encoding issues.

Conversely, the word vector language representation models we used were trained
on text without lemmatization, and including stop words, which optimises model
performance [462, 463]. However, we replaced masked text such as **NAME** or
**DATE** with synthetic names and dates (using the same randomly chosen value
for each tag) as set out in Table 11.1. We show in the example case note in our
Methods and Materials section how, even in case notes which are indicative of
loneliness or social isolation, much of the text in the note may be unrelated to
the topic. To ensure that the classifier could learn which text is relevant, we split
each case note into sentences for classification by human annotators, using the
SpaCy Python package’s sentence tokeniser [414]. The data pre-processing is set
out in Figure 11.2.

Count-based vectors (Bag of Words, TF-IDF) Skip-gram and transformers vectors

. Bag of
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per sentence
A Output matrix
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Figure 11.2: Pre-processing
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with names
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Table 11.1: Pseudonymisation masks

Mask Replacement
*ETHNICH* British
FHFEMAIL** a@a.com
FNAME** Byron

*POSTCODE** SWI1A 0AA
*DATETIME** 1970-01-01

**CURRENCY** £
*TELEPHONE** Q7777777777
**LOCATION** London
FHRTIME** 3pm

11.1.2.2 Labelling data in the training and test sets

The training and test sets each have over 300,000 sentences. It was neither possible
nor desirable to annotate all case notes. Furthermore, as case notes can be about
any topic, random selection would yield only a small proportion related to the
area of interest. To maximise the number of relevant notes for the model to be
trained on, we used active learning. This is a machine learning “closed loop”
method, where a seed set of dictionary terms is used to label a dataset, which is
in turn used to train a classification model, which predicts more matches, which
are in turn labelled, from which more terms are generated, until sufficient notes
are annotated or saturation of the search terms is achieved [464]. We began with a
dictionary of terms such as “alone”, “isolated” and “friends”, selected to indicate
sentences which might be related to social isolation and loneliness. Notes from
the training set which contained these terms were then manually classified by
human annotators. After the first set of notes were classified, we added terms
from the classified notes to the list, until saturation was reached. We classified
10,083 sentences in the training set, and 3,573 sentences in the test set for model
evaluation. We defined a set of rules for annotators to define which sentences to
classify, using binary classification. Each note was annotated as being indicative
of social isolation and loneliness (positive class), or not indicative (negative class).
We include the initial dictionary, and classification rules, in the Classification rules
section and the Dictionary terms section. It is important to note that the purpose
of the dictionary was to prioritise sentences to be classified by human annotators:
the final model can predict in either class sentences which do not contain these

terms.
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Both the training and test sets were manually classified by human annotators,
using a binary classification scheme to identify sentences indicative of loneliness
or social isolation. We measured inter-rater reliability using Cohen’s x [346] and
Krippendorf’s « [347]. We randomly selected 300 sentences (150 in each class) to
be classified by both human annotators. They agreed in 278 cases and disagreed
in 22, giving £ of 0.89 (95% CI 0.84 - 0.94), and « of 0.89 (95% CI 0.89 - 0.93),
calculated using the R psych and krippendorffsalpha packages [465, 466]. The
maximum level of agreement in both cases is 1, and 0.89 represents excellent levels

of agreement beyond chance [131, 348].

11.1.2.3 Creating sentence vectors

Count-based and pre-trained vectors Count-based approaches:
document-term matrices and tf-idf. We split each sentence into lemma-
tised, word-level tokens as set out in Data pre-processing. We then created a
document-term matrix. This is a large, sparse matrix where the columns are the
set of all words in the corpus, and each row is represented by a sentence. The
values in each row indicate the frequency of each word in the sentence [170]. We
also applied tf-idf to transform the count matrix to a weighted representation,
reducing the weighting of higher frequency words across all documents. We used

the approach set out in [180], where the tf-idf for a word w in a corpus c is,

tf-idf(w, ¢) = tf(w, ¢) - idf(w)
tf(w, ¢) is the count of the word in the corpus and idf(w) is,

df(w)

idf(w) = log +1
where n is the total number of documents in the corpus, and df(w) is the number

of documents in the corpus containing the word w.

Pre-trained word embeddings We used the Spacy large English model [344].
This model is trained on a large body of news, Wikipedia and subtitles data,
and contains a parser based on OntoNotes 5 [467]. The model represents lan-
guage through dense embeddings [175], where words which have similar semantic
meanings are clustered together in vector space. The model contains 684,830

unique, 300-dimensional pre-trained English vectors. We split each sentence into
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n word-level tokens, mapping each token to its corresponding vector. As sentence
lengths differ, this creates variable-length representations of each sentence, which
is a problem for many classification algorithms. Sentence embeddings constructed
from an average of word embeddings have proven to be a strong baseline across
a variety of tasks [185]. We therefore stacked n token vectors for each sentence
into a 300 x n matrix, taking the mean of each dimension to create a single

300-dimensional vector to represent the sentence.

Transformer-based approaches A transformer is a neural network architec-
ture for computing representations of a sequence, which in our case is a sentence.
Unlike the architecture used to generate the Spacy model [344], transformer-based
approaches can learn context-dependent representations of words. Transformers
use an attention mechanism to assign weights to each token in the sequence, aim-
ing to allow the model to learn relevant long-range dependencies between tokens
without the computational cost of calculating weights for all words in between
[192]. This avoids vanishing gradient problems that can arise in other architec-
tures such as Recurrent Neural Networks (RNNs) as the size of the context window
increases [468]. Bidirectional Encoder Representations from Transformers (BERT)
is a transformer-based model designed to be a general language representation that
can be fine-tuned with just one additional layer to provide state-of-the-art models
for a wide range of tasks, without significant task- or language-specific changes
to the model’s architecture [187]. For our task, we used RoBERTa, an incremen-
tal improvement on BERT with the same architecture but different training data
and hyperparameters, and generally slightly improved accuracy [195]. We used
the RoBERTa base model, which has 12 hidden layers, 768 dimensions and 12
heads. This was relatively computationally expensive to fine-tune, so for compar-
ison we also used DistilRoBERTa, which has identical parameters except it has
6 hidden layers, and is around twice as fast to train. In both cases, we used the
HuggingFace implementation of each model’s tokeniser to split each sentence into
sub-word tokens [349, 350]. Each token was then converted by the model into a
dense vector representation, based on pre-trained word embeddings, and further
fine-tuned by the model to capture semantic information about the contextual
meaning. These token-level vectors were then passed into the model’s encoder, a
neural network which produces a fixed-length vector representation of the input

text, summarising the relevant information in the text for the model’s classifier.
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11.1.2.4 Classification algorithms for count-based and pre-trained

vectors

The count-based and SpaCy approaches are methods to represent sentences in
vector space. Omnce the representation of each sentence is in place, there are
many methods that could reasonably be attempted to optimally distinguish the
classes. Conversely, the transformer-based architecture we used includes a feed-
forward neural network classifier in the final layer, so we only used this method
for these models. After pre-processing, vectorizing and labelling each sentence,
the problem is a binary classification task. For both the count and pre-trained
embedding based approaches, we evaluated five classification algorithms. We used
k fold cross-validation to avoid overfitting on the training set, choosing 5 folds for
k as a value which tends to elicit reasonably high accuracy [351] while reducing

training time compared with higher values.

The document-term matrix and tf-idf approaches both create sparse m x n ma-
trices, where m is the number of sentences and n is the number of unique terms
(in our case n = 5828). To ensure that sparse matrices did not inhibit model
performance, we reduced these to m x 1000 matrices, using the implementation
of truncated singular value decomposition in [180], based on the method in [469].
However, this did not lead to improved classification, and the results in the Results

section use the sparse matrices as inputs.

For the count-based and SpaCy vectors, we used the following classification algo-

rithms:

1. Class-weighted logistic regression. We adjusted the C' penalty parameter
(weight of each class) in inverse proportion to the class frequency, so mistakes
from the minority class have a higher cost, as in [259]. This was implemented
using scikit-learn’s built-in class_weight="balanced" setting.

2. Bootstrap aggregation (“bagging”). Bagging is one of the most effective
classification algorithms for high-dimensional datasets [470]. We used a
decision-tree based bagging method, where multiple decision trees are cre-
ated and trained on a bootstrapped sample of points drawn from a subset
of the data. Once the decision trees have been trained, an overall prediction
is created by aggregating the predictions and taking an average. The use of
bootstrapped subsets of points and average predictions aim to reduce over-
fitting. We took an average of 10 decision tree classifiers, and did not limit

the depth of the decision trees.
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3. Random forest. This is a decision-tree approach where M decision trees
are created to classify the data [471]. As with bagging, each decision tree
in the forest is created from a bootstrapped subset of the training data.
However, in addition, each tree only uses a random subset of features (in
our case words) from those points. This is done to prevent any individual
decision tree from becoming too dependent on a single feature. Random
forests can handle datasets with many features and are robust to outliers.
We set M = 100 trees.

4. Quadratic Discriminant Analysis (QDA). This is similar to Linear Discrimi-
nant Analysis (LDA), but allows each class to have its own covariance matrix
[472]. The prior probability of each class is set to the proportion of training
samples in each class. The likelihood of a novel data point being in each
class is calculated from its position in vector space given the class-specific
mean and covariance, and then multiplied by the prior class probabilities.
The final prediction is the class which maximises this posterior probability.

5. Feed forward neural network. We tested with a range of hyperparameters
to find the optimal architecture. The best performing network had three
dense layers with 100 neurons, one drop-out layer and a final layer with
one neuron (either 0 or 1 for the respective classes). In order to mitigate
training problems caused by imbalanced classes, we used the same approach
as with logistic regression, setting class weights in inverse proportion to their
frequency. In addition, we tried oversampling the minority class to increase
the number of positive samples available in the model, and undersampling
the negative sentences. However, neither of these approaches was effective
at improving metrics and the values in the Results section do not use these

approaches.

We used the implementation in the Python Scikit-Learn package for each of these
approaches [180]. We also replicated the feed forward neural network using Tensor-

Flow in order to implement class weighting and over- and under-sampling [473].
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11.1.2.5 Classification rules

This section contains the classification rules for manual annotators of the free text
notes. We set out in Table 11.2 the rules for annotators to identify cases where

loneliness or social isolation is indicated, and in Table 11.3 cases where it is not.

Table 11.2: Loneliness or social isolation: positive cases

Situation

Example

Statement that the person is lonely
and socially isolated

Statement the person feels lonely
even if not socially isolated

Statement that the person is
socially isolated provided it does
not state that they are not lonely
Statement that social isolation is a
risk

Statement that person lives alone if
they do not like it

Person expresses interest in
attending a day centre with no
reasons, or because of social
isolation / loneliness. If reasons
given it must be for social reasons
(not for carer respite or managing
safety).

Referrals to befriending service

Receipt of befriending service

Request for social support outside
day centre

Number of social contacts defined
with subjective language

Mrs Byron appears lonely and has
little social contact.

She further advised that she gets
out regularly and doesn’t know
why she feels lonely.

He does not go out or have any
family or friends.

High risk of social isolation.

Due to Mrs Byron being alone in
the day she would like to request
an increase.

She would like to attend the day
centre. She would like to attend
the day centre to increase social
contact.

Byron stated that she did not need
a carer but would like a befriender.
Byron’s has a befriender who visits
twice a week

He said he does not want to go to a
day centre but would like someone

to talk to a couple of times a week.
He barely sees family or friends.

Lonely or socially isolated
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Table 11.3: Loneliness or social isolation: negative cases

Situation

Example

Need for social support for
purposes of managing safety

Need for social support for
purposes of carer respite

Need for support because of risks
associated with safety

Need for support to manage
practical tasks
Generic request for support

Need for support because of
depression /anxiety

Person is isolated in the sense of
infection-control.

Statement that person lives alone
with no additional information
Person has n social contacts per
week without subjective language
The fact that a person attends a
day centre

Offer of day centre refused

Befriending for the purpose of carer
support

He attends a day centre on
Mondays and Thursdays while his
daughter is at work, as he cannot
safely be left alone.

He goes to a day centre two days a
week to give his wife a break.

She needs support of one person
outdoors because she is unable to
safely assess risk crossing the road.
He needs support with managing
nutrition and meals.

She has requested social services
support as she is anxious re ability
to cope.

She has requested social services
support, as she informed me that
her mother appeared to be
depressed , staying in her bed all
the time.

He has been isolated in his room
until he does not have a fever.
He lives alone

He seems family twice a week.

Mr Byron has a very social active
life, he attends Day Centres and
Clubs between Monday to Friday.

I offered to refer Mrs X to a day
centre but she declined.

I will also refer to AGE UK Clinical
navigators for any assistance they
may be able to provide such as a
sitting service/befriending to allow
Mrs X time to attend her own
hospital appointments.

Not lonely or socially isolated
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Table 11.4: Loneliness or social isolation: befriending vs day centre

Point of referral Service currently
being received

Befriending Lonely Lonely
Day centre Lonely Not lonely

Note on befriending and day centre services Although befriending and
day centres are both services for loneliness, they are treated differently in the
following way. The assumption is that as befriending is a voluntary service with
a high threshold and low intensity (often an hour visit per week), individuals
receiving it may not receive sufficient quantity to eliminate loneliness. Conversely,
day centre services have a much higher intensity, typically at least several hours
per day. While we assume that at the point of day centre referral there is a need
for social inclusion (unless the referral is for other reasons such as carer respite),
we do not assume that all individuals in receipt of day services continue to be

lonely or socially isolated. This is set out in Table 11.4.
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11.1.2.6 Wide dictionary terms

This section contains the dictionary terms used to prioritise case notes to be
classified by humans. It is important to note that the purpose of the dictionary
was to prioritise sentences to be classified by human annotators. Sentences that
contain these terms are not automatically classified by the model as indicative
of loneliness or social isolation. Similarly, sentences which the model classifies as

indicative of loneliness or isolation do not need to contain any of these terms.

alone
companionship
divorce
divorced
engagement
family support
friends
isolated
isolation

left out

lives alone
loneliness
lonely

lonesome

no friend

no friends

on her own

on his own

on their own
reclusive
secluded
separated
single

social connection
social contact
social network
social support
social withdraw
socially isolating
socially withdraw
solitary
solitude
support network
widow

widowed
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withdrawn
befriend
interaction
activities
company
bored

11.1.3 S3 Open source version of model

Our classification model can be downloaded and run at https://github.com/
samrickman /lonelinessmodel, which can be run on large volumes of free text to
generate classifications. The model is reproducible as it is encapsulated in a

Docker container.

11.1.4 S4 Assessing which information to extract from

administrative records

This section sets out the process by which it was decided that loneliness should
be the candidate for extraction. Given the need for information and the capacity
to extract it using LLMs, the next logical question is which information should
be prioritised. I set out in Figure 11.3 the decision-making process I designed
to evaluate whether specific data from unstructured records should be extracted
and used for analysis. The flowchart begins by assessing whether the data can be
reasonably expected to be recorded in a way that answers the research question.
If the data is potentially useful, the next consideration is whether the construct is
well-defined, as constructs like loneliness may be more straightforward to define
and extract than more categories like abuse and neglect, which is in fact an

amalgamation of several, potentially distinct areas.
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W/
When is the information likely to be recorded?
e.g. Diabetes may only be recorded in cases
where it impacts care needs, so cannot be used
to estimate prevalence among social care users.
However, dementia could be expected to always
be relevant for social care needs.

W/
Abuse and neglect could include theft, self-
neglect, physical violence, exploitation and
many other. This may be harder to define
theoretically and linguistically than other
constructs.

v/
The rationale for extracting an indicator may be
limited if it already exists in structured form,
unless the purpose is to augment or compare
either source.

This is a reasonable candidate for <«

recorded in a way that answers
the research question?
Examples: e
Yes: Dementia for prevalence
No: Diabetes for prevalence

Can the data be expected to be]

Yes

Y

Is the construct well-defined? ]
Examples:
Yes: Loneliness No
No: Abuse and neglect

Y

Yes

Y

Is the data already recorded in
structured fields?
Examples:

Yes: ADLs
No: Loneliness

Y

Is there a benefit to comparing
Yes structured and unstructured
fields?
Examples:
Yes: Dementia
No: Care hours delivered

A 4

How much is worker bias
expected to impact recording?
Examples:
Significantly: Risk of harm to others

Somewhat: Loneliness

Significantly

Somewhat

A 4 v L 4

extraction Yes

Can you compare to other
datasets to establish validity?

Examples: Do not attempt to extract
Yes: Loneliness
No: Class

No

Figure 11.3: Process for prioritising information to extract

If the construct is well-defined, the process checks whether the data is already
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available in structured form. If it is, the rationale for extracting it from unstruc-
tured text may be limited unless there is a specific need to augment or compare
data sources. The flowchart also considers the benefits of comparing structured
and unstructured fields, as well as the potential impact of worker bias on the
recording of the data. Constructs that are subject to significant bias or cannot be
validated against other datasets may not be suitable for extraction. By following
this structured approach, I arrived at the conclusion that loneliness is a good
candidate for extraction, as it is expected to be contained in social care records,
not already included in structured records, and is recorded in other datasets to

which it can be compared to establish validity and assess bias.

11.1.5 S5 Quantity of training data required

I trained the model on 10,083 manually labelled case notes to achieve the F) score
of 0.92 presented in the paper. However, the paper does not establish whether a
sample of this size was required, or whether training on more notes could have
improved the results. I present in Figure 11.4 the F} score for a model trained
on fewer notes. I calculated this by taking 10 samples of the 10,083 notes ranging
from 0 to 10,000 notes, maintaining the 0.925 : 0.075 ratio of negative to positive
case notes in the training data, and training a model on this subset of data. I
created the confidence interval for the F} score in Figure 11.4 using the confidence

interval from a t-distribution [474], as specified in Equation (11.1).

Cl=Fy £ty a5 X (11.1)

s
4D
where:

o F| is the mean F, score across the 10 models for each value of N samples,
* lo/2, ay is the critical value from the ¢-distribution for a (1 — «) confidence
level with df =n — 1 degrees of freedom,

a=0.05

s is the standard deviation of the sample of F) scores, and

n is the number of samples (in this case, n = 10).
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Figure 11.4: Mean loneliness model F1 score

Figure 11.4 shows the mean F1 score and the 0.95 confidence interval within which
F, score lies, accounting for variability across different training subsets, assuming
that the distribution of F scores is approximately normal. The mean F} score is
relatively low for 0 to 1000 notes, but at around 2000 notes (an increase from 75
to 150 positive samples) it jumps to 0.89 (95% CI 0.87 - 0.92). It then hits 0.92 at
3000 notes and remains relatively stable from this point, though with slightly more
variation and wider confidence intervals until around 9000 notes. This indicates
that a model achieving similar results could have been trained using about a third
of the labelled notes.
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11.2 Appendices to Chapter 7

11.2.1 Cumulative incidence stratified by cognition

We show in Figure 11.5 the predicted cumulative incidence of care home entry for
those with and without a cognitive impairment, holding all continuous variables at
their mean, the categorical variables to the middle value, and the binary variables
to 0 (i.e. these curves are for a woman who lives alone). These demonstrate the
impact of cognition on results, and why the proportional hazards assumption is

not met for cognition.
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Figure 11.5: Predicted cumulative incidence

11.2.2 Exploring the role of age in loneliness and care home

entry

To better understand the relationship between age, loneliness, and care home
entry, we conducted two supplementary analyses. First, we re-specified age as a
binary variable, aged < 85 (N = 570) and > 85 (N = 531), to assess whether this
approach influences the results. Second, we stratified our dataset into two age

groups to examine how the effect of loneliness differs across these groups. The
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conclusion of these analyses is that the oldest older adults are at higher risk of
care home entry in five years. Loneliness remains an important predictor of care

home entry in these models. We present the output in full below.

11.2.2.1 Impact of binary age specification on loneliness and care

home entry

As a further analysis of the impact of age on our results, we fitted a model where
age is specified as binary rather than continuous. We split individuals into aged
< 85 (N = 570) and > 85 (N = 531), removing the quadratic age term (age?)
from the model specification. For the Fine & Gray model, this led to the violation
of the proportional hazards assumption for the cost of day care services, so we
stratified by individuals based on whether they received day care or not. After
this step, the assumption was satisfied. We present in Table 11.5 the output from
the logistic regression model and in Table 11.6 the output from the competing

risks model.

The results for loneliness are similar to those in the main body of the paper. In the
logistic regression and cause-specific hazard models, magnitude of the loneliness
coeflicient is slightly greater than the originally specified models, at 1.47 compared
with 1.45 and 1.33 compared with 1.32, respectively, and the the p values are
slightly smaller. In the Fine & Gray model, we see the reverse, with the coefficient
slightly smaller (1.36 compared with 1.39) and the p value slightly larger but
still significant at o = 0.05. The inclusion of age as a binary variable does not
meaningfully change the results for loneliness in any of the models. However, it is
of note that age is now significant (p < 0.05) in all three models, with a coefficient
of 1.88 in the logistic regression model, 1.61 in the cause-specific hazard model
and 1.42 in the Fine & Gray model. These results suggest that individuals aged
85 and older have an increased likelihood of care home entry compared to those
under 85, which is consistent with the literature [e.g. 377]. The 95% confidence
intervals for the estimates of all three models overlap, so it may not be appropriate
to place too much interpretation on the differences between the models. These
findings underscore that, while age is an important factor, loneliness remains a

robust predictor of care home entry, regardless of how age is specified.
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Table 11.5: Logistic regression model output (categorical age)

Odds ratio
Loneliness
Lonely or Isolated 1.47 (1.06-2.04, p=0.021) *
Demographics
Sex: Male 1.25 (0.91-1.71, p=0.158)
Age85+ 1.88 (1.38-2.57, p<0.001) ***
Ethnicity: White 1.36 (0.98-1.91, p=0.071) .
Lives Alone 1.64 (1.16-2.32, p=0.005) **
Unpaid Care 0.83 (0.58-1.19, p=0.310)
Needs
N Notes 1.00 (1.00-1.00, p<0.001)  ***
Personal care: Moderate 0.79 (0.54-1.14, p=0.209)
Personal care: High 1.10 (0.63-1.93, p=0.733)
Cognition: Moderate 2.78 (1.87-4.12, p<0.001) ***
Cognition: High 3.83 (2.54-5.80, p<0.001) ***
Shopping and Meals: Moderate 1.02 (0.63-1.66, p=0.938)
Shopping and Meals: High 0.63 (0.37-1.09, p=0.095)
Services
Cost DPs 1.00 (0.99-1.00, p=0.152)
Cost Daycare 1.00 (1.00-1.01, p=0.345)
Cost Homecare 1.00 (1.00-1.00, p=0.502)
Has Telecare 0.94 (0.65-1.35, p=0.756)

Rk < 0.001; ** <0.01; * <0.05; . <0.1

302



Table 11.6: Competing Risks model output (categorical age)

Cause-specific hazard

Fine & Gray

Loneliness
Lonely or Isolated

Demographics
Age85+
Ethnicity: White
Lives Alone
Sex: Male
Unpaid Care

Needs
Personal care: High
Personal care: Moderate
Shopping and Meals: High
Shopping and Meals: Moderate

1.33 (1.02-1.73, p=0.036)

1.61 (1.24-2.08, p<0.001)
1.37 (1.04-1.81, p=0.026)
1.55 (1.18-2.05, p=0.002)
1.29 (0.99-1.67, p=0.058)

( )

0.95 (0.70-1.27, p=0.713

1.43 (0.87-2.34, p=0.159)
0.97 (0.71-1.34, p=0.875)
0.67 (0.43-1.03, p=0.070)
0.89 (0.60-1.31, p=0.547)

kokk

*k

1.36 (1.05-1.76, p=0.020)

1.42 (1.12-1.79, p=0.004)
1.25 (0.96-1.62, p=0.095)
1.47 (1.12-1.91, p=0.005)
1.13 (0.88-1.44, p=0.340)
0.92 (0.70-1.21, p=0.555)

1.06 (0.67-1.67, p=0.806)
0.78 (0.57-1.06, p=0.115)
0.63 (0.41-0.95, p=0.029)
0.91 (0.63-1.30, p=0.592)

*k

*3k

Services
Cost DPs 1.00 (0.99-1.00, p=0.079) 1.00 (0.99-1.00, p=0.119)
Cost Daycare 1.00 (1.00-1.00, p=0.769)
Cost Homecare 1.00 (1.00-1.00, p=0.770)
Has Telecare 0.82 (0.60-1.12, p=0.207) 0.93 (0.71-1.23, p=0.629)
*Hk <0.001; ** <0.01; * <0.05; . <0.1

11.2.2.2 Age-stratified analysis of loneliness and care home entry

To further explore the influence of age, we stratified our dataset into these two
groups, aged < 85 (N = 570) and > 85 (N = 531), and ran the same model as in
Equations (7.1) and (7.2) separately for each age group. We include the results
for the logistic regression in Table 11.7 and for the competing risks model in Table
11.8. The pattern in all three cases is that the coefficient for loneliness for those
aged > 85 is statistically significant at o = 0.05 and is in the range of 1.59 - 1.78

(compared with around 1.3 - 1.4 in the main models).

The coefficients for loneliness for older adults aged under 85 are 1.14 - 1.22 across
the models and no longer statistically significant. This suggests the effect of
loneliness on care home entry for younger adults is not as strong. However, there
is also a much higher proportion of censored cases in the younger age group (56%
for under 85s vs. 37% for those aged 85 and above). Many younger participants
did not enter a care home or die before entering a care home during the observation
period. The high proportion of censored data and splitting of the data in half
may have reduced the power to detect a significant effect. These factors suggest
that longer follow-up periods may be necessary to fully understand the impact of

loneliness on care home entry among younger older adults.
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Table 11.7: Logistic regression model output (categorical age)

Age <85

Age 85+

Odds ratio

Odds ratio

Loneliness

Lonely or Isolated

Demographics

Age

Ethnicity: White
Lives Alone

Sex: Male
Unpaid Care

Needs

Cognition: High

Cognition: Moderate

N Notes

Personal care: High

Personal care: Moderate
Shopping and Meals: High
Shopping and Meals: Moderate

Services

Cost DPs

Cost Daycare
Cost Homecare
Has Telecare

1.15 (0.65-1.99, p=0.622)

1.05 (1.00-1.11, p=0.044)
1.90 (1.12-3.32, p=0.021)
1.29 (0.74-2.28, p=0.375)
0.97 (0.59-1.59, p=0.906)
0.57 (0.33-1.02, p=0.056)

5.27 (2.66-10.55, p<0.001) *¥*

3.35 (1.75-6.39, p<0.001)
1.00 (1.00-1.00, p<0.001)
1.09 (0.44-2.64, p=0.857)
0.67 (0.35-1.27, p=0.220)
)
)

*kk
*kkk

0.61 (0.25-1.47, p=0.264
0.90 (0.42-1.97, p=0.793

1.00 (0.98-1.00, p=0.319)
1.01 (1.00-1.01, p=0.100)
1.00 (1.00-1.00, p=0.552)
1.06 (0.56-1.95, p=0.860)

1.68 (1.11-2.55, p=0.015)

1.00 (0.95-1.05, p=0.982)
1.12 (0.73-1.75, p=0.604)
2.01 (1.29-3.17, p=0.002)
1.59 (1.04-2.41, p=0.030)
1.02 (0.63-1.67, p=0.927)

3.09 (1.83-5.25, p<0.001)
2.58 (1.54-4.30, p<0.001)
1.00 (1.00-1.00, p=0.013)
1.14 (0.54-2.38, p=0.727)
0.81 (0.50-1.31, p=0.394)
0.60 (0.30-1.23, p=0.160)
1.03 (0.54-1.97, p=0.937)

1.00 (0.99-1.00, p=0.427)
1.00 (0.99-1.01, p=0.845)
1.00 (1.00-1.00, p=0.548)
0.83 (0.52-1.31, p=0.427)

*k

kK
*kk

K < 0.001; ** <0.01; * <0.05; .

<0.1

304



q0€

Table 11.8: Competing risks models split into over and under 85s

Age <85

Age 85+

Cause-specific hazard

Fine & Gray

Cause-specific hazard

Fine & Gray

Hazard ratio

Hazard ratio

Hazard ratio

Hazard ratio

Loneliness
Lonely or Isolated
Demographics
Ethnicity: White
Lives Alone
Unpaid Care
Needs
Personal care: High
Personal care: Moderate
Shopping and Meals: High
Shopping and Meals: Moderate
Services
Cost DPs
Cost Daycare
Has Telecare

1.22 (0.76-1.96, p=0.404)

1.97 (1.19-3.27, p=0.009)
1.58 (0.98-2.56, p=0.063)
0.74 (0.43-1.28, p=0.286)

1.11 (0.47-2.63, p=0.817)
1.25 (0.75-2.10, p=0.392)
0.63 (0.29-1.36, p=0.238)
0.80 (0.37-1.72, p=0.571)

1.00 (0.99-1.00, p=0.226)
1.00 (0.99-1.01, p=0.822)
0.93 (0.55-1.59, p=0.799)

*3k

1.14 (0.74-1.78, p=0.550)

1.62 (1.07-2.44, p=0.022)
1.35 (0.86-2.10, p=0.188)
0.67 (0.42-1.06, p=0.087)

1.06 (0.49-2.31, p=0.884)
0.81 (0.47-1.39, p=0.439)
0.65 (0.35-1.20, p=0.169)
0.86 (0.48-1.52, p=0.598)

1.00 (0.99-1.00, p=0.138)
1.00 (1.00-1.01, p=0.535)
0.88 (0.54-1.45, p=0.618)

1.78 (1.24-2.56, p=0.002)

1.01 (0.66-1.56, p=0.948)
1.84 (1.18-2.86, p=0.007)
1.06 (0.69-1.62, p=0.803)

1.40 (0.68-2.89, p=0.364)
0.87 (0.55-1.36, p=0.535)
0.85 (0.48-1.53, p=0.596)

( )

0.93 (0.52-1.66, p=0.796

1.00 (0.99-1.01, p=0.569)
1.00 (0.99-1.00, p=0.689)
0.83 (0.56-1.25, p=0.385)

k3%

k3

1.59 (1.16-2.18, p=0.004)

1.09 (0.77-1.54, p=0.624)
1.84 (1.26-2.69, p=0.002)
1.17 (0.78-1.74, p=0.451)

1.17 (0.65-2.10, p=0.600)
0.87 (0.58-1.28, p=0.477)
0.72 (0.41-1.27, p=0.258)
1.06 (0.67-1.69, p=0.791)

1.00 (0.99-1.00, p=0.388)
1.00 (1.00-1.00, p=0.912)
0.86 (0.61-1.23, p=0.424)

*ok

K%

K < 0.001; ** <0.01; * <0.05; .

<0.1



11.2.3 Restricting the analysis to assessments completed from
2016

The cohort was selected on the basis that individuals had to have been receiving
long-term care services 1st January 2016 and 31st August 2020. However, the
exported data included service receipt data from 1st January 2015. We included
individuals in the model if we could identify that their first assessment had been
received in 2015. Including these individuals increases statistical power. However,
it is possible that some service receipt covariates from 2015 might be unobserved,
as service use data was only included in the export if the service was being de-
livered at some point since 1st January 2016. This means that if a service was
delivered from, for example, June 2015 - December 2015, it would not have been
included in the export. We removed individuals from the data whose assessment
occurred in 2015 (N = 160) and ran on this dataset the main models specified in
Equation (7.1) and Equation (7.2). We present in Table 11.9 the output from the
logistic regression model and in Table 11.10 the output from the competing risks

model.

The results for loneliness are similar to those in the main body of the paper. The
magnitude of the loneliness coefficient is slightly greater than the originally spec-
ified models, at 1.59 compared with 1.45 in the logistic regression, 1.38 compared
with 1.32 in the cause-specific hazard model and 1.45 compared with 1.39 in the
logistic regression model. The confidence intervals of these estimates overlap with
those of the main models, and we have selected a different group so we do not
place much interpretation on the differences. These findings indicate that the
inclusion of 2015 data in the model does not change the interpretation of the

output, and loneliness remains a robust predictor of care home entry.
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Table 11.9: Logistic regression model output (2016 onwards)

Odds ratio

Loneliness
Lonely or Isolated

Demographics
Sex: Male
Age
Age™2
Ethnicity: White
Lives Alone
Unpaid Care

Needs
N Notes
Personal care: Moderate
Personal care: High
Cognition: Moderate
Cognition: High

Shopping and Meals: Moderate

Shopping and Meals: High

Services
Cost DPs
Cost Daycare
Cost Homecare
Has Telecare

1.59 (1.10-2.30, p=0.013)

1.49 (1.05-2.12, p=0.024)
1.37 (0.93-2.07, p=0.122)
1.00 (1.00-1.00, p=0.174)
1.27 (0.88-1.84, p=0.215)
1.62 (1.10-2.40, p=0.015)
0.72 (0.49-1.07, p=0.105)

1.00 (1.00-1.00, p=0.001)
0.68 (0.45-1.04, p=0.075)
1.04 (0.57-1.89, p=0.901)
2.47 (1.57-3.87, p<0.001)
3.63 (2.28-5.80, p<0.001)
1.09 (0.64-1.91, p=0.749)
0.67 (0.37-1.25, p=0.205)

0.99 (0.98-1.00, p=0.134)
1.00 (1.00-1.01, p=0.192)
1.00 (1.00-1.00, p=0.693)
1.12 (0.74-1.67, p=0.596)

$okok

KKk
KKk

ok <0.001; ** <0.01; * <0.05; .
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Table 11.10: Competing Risks model output (2016 onwards)

Cause-specific hazard

Fine & Gray

Loneliness
Lonely or Isolated
Demographics
Age
Age™2
Ethnicity: White
Lives Alone
Sex: Male
Unpaid Care

Needs
Personal care: High

Personal care: Moderate
Shopping and Meals: High

1.38 (1.02-1.88, p=0.037)

1.18 (0.82-1.70, p=0.375)
1.00 (1.00-1.00, p=0.445)
1.29 (0.94-1.77, p=0.119)
1.56 (1.13-2.15, p=0.007)
1.55 (1.16-2.07, p=0.003)
0.84 (0.60-1.18, p=0.318)

1.30 (0.76-2.24, p=0.337
0.87 (0.60-1.25, p=0.448

k3%
k%

1.45 (1.06-1.98, p=0.019)

1.24 (0.89-1.72, p=0.210)
1.00 (1.00-1.00, p=0.270)
1.16 (0.85-1.58, p=0.346)
1.49 (1.08-2.05, p=0.015)
1.36 (1.03-1.80, p=0.032)
0.83 (0.61-1.14, p=0.255)

1.05 (0.62-1.76, p=0.862)
0.68 (0.47-0.98, p=0.037)
0.64 (0.38-1.07, p=0.090)

)
)
0.73 (0.45-1.20, p=0.219)
Shopping and Meals: Moderate 1.02 (0.66-1.58, p=0.920)

Services
Cost DPs
Cost Daycare
Cost Homecare
Has Telecare

1.00 (0.65-1.56, p=0.984)

0.99 (0.99-1.00, p=0.048)
1.00 (1.00-1.00, p=0.809)
1.00 (1.00-1.00, p=0.794)
0.99 (0.71-1.39, p=0.974)

#RE < 0.001; ** <0.01; * <0.05; . <0.1

*0.99 (0.99-1.00, p=0.071)

1.13 (0.83-1.54, p=0.450)

11.2.4 Exclusion of living alone

Living alone is closely associated with loneliness and social isolation, raising the
question of whether its inclusion in the model affects the results or their interpre-
tation. To assess its impact, we re-ran the analysis specified in Equations (7.1)
and (7.2) without the living alone variable to determine whether its exclusion
would meaningfully change the results. As discussed in the main text, the exclu-
sion of this variable did not substantially alter the findings, with the effect sizes
for loneliness remaining similar and the p values not meaningfully changed. For
completeness, we present the full results of these models below in Table 11.11

(logistic regression) and Table 11.12 (competing risks).
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Table 11.11: Logistic regression model output (excluding living alone)

Odds ratio
Loneliness
Lonely or Isolated 1.51 (1.09-2.09, p=0.014) *
Demographics
Sex: Male 1.21 (0.89-1.66, p=0.222)
Age 1.33 (0.94-1.92, p=0.117)
Age™2 1.00 (1.00-1.00, p=0.178)
Ethnicity: White 1.45 (1.05-2.04, p=0.028) *
Unpaid Care 0.73 (0.51-1.05, p=0.085)
Needs
N Notes 1.00 (1.00-1.00, p<0.001)  ***
Personal care: Moderate 0.74 (0.51-1.08, p=0.117)
Personal care: High 1.01 (0.58-1.74, p=0.983)
Cognition: Moderate 2.63 (1.78-3.89, p<0.001) ***
Cognition: High 3.46 (2.32-5.16, p<0.001) ***
Shopping and Meals: Moderate 0.93 (0.57-1.51, p=0.754)
Shopping and Meals: High 0.55 (0.32-0.95, p=0.029) *
Services
Cost DPs 1.00 (0.99-1.00, p=0.173)
Cost Daycare 1.00 (1.00-1.01, p=0.534)
Cost Homecare 1.00 (1.00-1.00, p=0.602)
Has Telecare 0.95 (0.66-1.36, p=0.780)

Rk < 0.001; ** <0.01; * <0.05; . <0.1
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Table 11.12: Competing Risks model output (excluding living alone)

Cause-specific hazard

Fine & Gray

Loneliness
Lonely or Isolated

1.38 (1.06-1.79, p=0.018)

*

1.34 (1.04-1.74, p=0.026)

*

Demographics
Age 1.13 (0.82-1.56, p=0.459) 1.20 (0.90-1.61, p=0.221)
Age™2 1.00 (1.00-1.00, p=0.566) 1.00 (1.00-1.00, p=0.302)
Ethnicity: White 1.44 (1.09-1.90, p=0.010) ** 1.28 (0.99-1.66, p=0.064)
Sex: Male 1.27 (0.98-1.65, p=0.072) 1.11 (0.87-1.43, p=0.390)
Unpaid Care 0.85 (0.64-1.15, p=0.292) 0.83 (0.63-1.08, p=0.162)
Needs
Personal care: High 1.36 (0.83-2.23, p=0.222) 0.97 (0.62-1.53, p=0.908)
Personal care: Moderate 0.96 (0.69-1.33, p=0.794) 0.74 (0.54-1.01, p=0.056) .
Shopping and Meals: High 0.60 (0.39-0.93, p=0.021) *  0.56 (0.37-0.85, p=0.006) **
Shopping and Meals: Moderate 0.84 (0.57-1.24, p=0.379) 0.86 (0.60-1.23, p=0.403)
Services
Cost DPs 1.00 (0.99-1.00, p=0.094) 1.00 (0.99-1.00, p=0.140)
Cost Daycare 1.00 (1.00-1.00, p=0.478)
Cost Homecare 1.00 (1.00-1.00, p=0.786)
Has Telecare 0.85 (0.63-1.15, p=0.299) 0.94 (0.71-1.25, p=0.682)
*EE < 0.001; ** <0.01; * <0.05; . <0.1

310



11.3 Appendices to Chapter 8

Three appendices are included:

1. Evaluation of sentiment metrics: establishing which sentiment metrics are
appropriate for conducting this analysis.

2. Model diagnostics and robustness checks: verifying the robustness of con-
clusions using several other methods.

3. Evaluation of themes: full lists of words counted in the frequency of the

words appearing in each theme.

The code to reproduce this analysis is available with synthetic data in the GitHub
repository [419].

11.3.1 Appendix 1 - Evaluation of appropriateness of sentiment
metrics

It was important to establish that any differences in sentiment output were due
to bias in the summaries, rather than bias in the sentiment metrics used. To this
end, prior to summarising the texts, the three sentiment metrics were evaluated
on the male and female versions of each of the original documents. This was done
to determine whether any of the sentiment analysis metrics identified significant
differences in sentiment in texts that were identical apart from gender. Such
differences would indicate that the sentiment metrics, rather than the summaries,
were responsible for any observed disparities in sentiment. Regard and SIEBERT
did not show significant differences based on gender. However, the DistilBERT-
based model did, and as a result, it was not used to analyse differences in sentiment

in the summaries.

11.3.1.1 Paired t-test

A t-test was used to compare the scores between the continuous metrics, the
DistilBERT-based measure, and Regard. For the binary SIEBERT model, McNe-
mar’s x? test for symmetry was used. As these documents are identical except for
gender, the paired implementation of these tests was applied, using the t.test
function for the continuous measure and mcnemar.test for the binary measure,
both in the stats package in R [98]. The results comparing sentiment between

genders for the original sentences are set out in Table 11.13. The null hypothesis
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Table 11.13: t-test and Mcnemar test results

Direction Effect size Pr(>|t|) signif

siebert
fm 0.00409 0.627
mf -0.00680 0.804
regard
fm 0.01610 0.228
mf 0.00799 0.613
distilbert
fm -0.39400 1.03e-177 k**
mf -0.32700 5.2e-91 HAok
Note:

t-test is used for the continuous metrics
and the McNemar’s test for the binary
SiEBERT metric

is that there are no differences in sentiment. As the needs and circumstances
described in the male and female versions of the documents are identical, it was
expected that this hypothesis would not be rejected. Indeed, the null hypothe-
sis was not rejected for SIEBERT and Regard. However, the DistilBERT-based
model showed a larger effect size, and the p-value indicated that the null hy-
pothesis should be rejected, meaning gender-based differences in how sentiment

is measured by this model were observed.

11.3.1.2 Mixed effects model: sentence level

The sentiment metrics were also examined using a mixed effects model. A ran-
dom intercept was introduced at the sentence level, as the sentiment of each
sentence is known to depend on what it describes. Gender and a variable called
gender_direction, indicating whether the original text was written about a male
and the generated text about a female (or vice versa), were also included in the
model. This was done to control for any differences in the content typically writ-

ten about men and women. The mixed-effects model was specified as follows:

sentiment,; = 3, + (3; - gender, + (35 - gender__direction, (11.2)

+ug; €
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Where:

sentiment is a continuous indicator of the proportion of the text which

contains non-negative sentiment

e gender is a binary indicator of whether a text is about a man or a woman.

e gender__direction is a binary indicator of whether the original text was
written about a male and the generated text about a female, or vice versa.

* u; is a random intercept for the j-th group (Sentence ID), accounting for

the variability in sentiment across different sentences.

¢ ¢;;: Residual error term for the j-th observation within the j-th group.

The covariance of the random intercept was allowed to be unstructured. It was
assumed that the random intercepts v, follow a normal distribution with mean
0 and variance 05, the residuals €;; are independently and normally distributed
with mean 0 and variance o2, and the random intercepts u; are independent of

the residuals €,;.

Since the final activation layer of SIEBERT is softmax, producing binary predic-
tions of sentiment (i.e., positive or negative), a generalised linear model with a
logistic link function was used for the sentence-level SIEBERT predictions. In
this case, logit(P(sentiment = 1)) was estimated, where sentiment can take the
values 0 (negative) or 1 (positive). The right-hand side of the equation remained

the same.

The results of the mixed model, as specified in Equation (11.2), are shown in
Table 11.14. These results are consistent with the t-test findings, indicating that
Regard and SIEBERT do not find systematic differences in the sentiment of the
original documents based on gender, but the DistilBERT-based model does.

11.3.1.3 Mixed effects model: document level

It is reassuring that the mixed model results at sentence level are consistent with
the t-test results. However, summaries do not necessarily have the same number
of sentences (and if they do the sentences may not correspond). This means
that sentiment for the male and female versions of each summary will need to
be aggregated and compared at document level. To confirm that the metrics
are appropriate, the sentiment results were aggregated for the original texts at
document level, taking the mean of sentence-level sentiment. This is the same
model as Equation (11.2), though clustering at Document ID rather than Sentence
ID level, i.e.
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Table 11.14: Sentiment output: mixed model (sentence level)

Coef Estimate Std. Error t value Pr(>[t|)  Signif
regard
(Intercept) 0.320000 0.003650  87.700 <0.001 ok
Gender: Male 0.000561 0.000435 1.290 0.197
Gender direction: mf  0.003790 0.005660 0.669 0.504
siebert
(Intercept) 0.400000 0.009360  42.700 3.53e-187 ***
Gender: Male 0.000569 0.001280 0.443 0.658
Gender direction: mf -0.018000 0.014500 -1.240 0.214
distilbert
(Intercept) 0.665000 0.003450 193.000 <0.001 ok
Gender: Male -0.007110 0.000241 -29.500 3.12e-120 ***
Gender direction: mf  0.004730 0.005350 0.883 0.378

Note:

The SiIEBERT binomial produces a z-value rather than t-value. For the pur-
pose of presentation, this is included in the t-value column.

sentiment,; = 3, + (3, - gender, + 53, - gender_ direction,

+ qu + Eij

Where:

(11.3)

e sentiment is a continuous indicator of the proportion of the text which

contains non-negative sentiment (mean of each sentence across documents)

e gender is a binary indicator of whether a text is about a man or a woman.

e gender__direction is a binary indicator of whether the original text was

written about a male and the generated text about a female, or vice versa.

o 1y, is a random intercept for the j-th group (Document ID), accounting for

7

the variability in sentiment across different sentences.

¢ ¢;;: Residual error term for the j-th observation within the j-th group.

Once again, the assumptions are the same. The covariance of the random intercept

is unstructured. The model assumes that the random intercepts v ; follow a nor-

mal distribution with mean 0 and variance 2, the residuals €;; are independently

and normally distributed with mean 0 and variance o2 and the random intercepts

uy; are independent of the residuals €,;. A linear model is used for SIEBERT here

J

314



Table 11.15: Sentiment output: mixed model (document level)
Coef Estimate Std. Error t value Pr(>[t|)  Signif
regard
(Intercept) 0.320000 0.003650  87.700 <0.001 ok
Gender: Male 0.000561 0.000435 1.290 0.197
Gender direction: mf  0.003790  0.005660 0.669 0.504
siebert
(Intercept) 0.400000 0.009360  42.700 3.53e-187 ***
Gender: Male 0.000569  0.001280 0.443 0.658
Gender direction: mf -0.018000 0.014500  -1.240 0.214
distilbert
(Intercept) 0.665000  0.003450 193.000 <0.001 ok
Gender: Male -0.007110 0.000241 -29.500 3.12e-120 ***
Gender direction: mf  0.004730  0.005350 0.883 0.378

too, as the per-document average of binary sentence classifications is continuous.

Table 11.15 shows the results aggregated at document level.

Across all three measures, the DistilBERT-based model finds significant differ-

ences in sentiment once gender is changed. This means it is not an appropriate

measure of sentiment for our analysis. This is why it is not used in the paper to

measure differences in sentiment of the summaries. However, there are no signif-

icant differences using Regard or SIEBERT, which is why these metrics are used

to evaluate the output of the summarisation models.
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11.3.2 Appendix 2 - Model diagnostics and robustness checks

Table 11.16 contains the covariance matrix for the random effects in the model
specified in Equation (8.2), with the results for the main effects in Table 8.2. Table

11.16 includes the variances of individual variables and the covariances between

variables.
Table 11.16: Covariance Matrix of Random Effects
Regard SiEBERT
Group Variable Variance-Covariance ~Standard Deviation Variance-Covariance Standard Deviation
Residual 0.006 0.078 0.035 0.187
doc_id  (Intercept) 0.011 0.103 0.074 0.272
doc_id  (Intercept) - modelgemma -0.008 -0.835 -0.050 -0.809
doc_id  (Intercept) - modelllama3 -0.007 -0.791 -0.044 -0.704
doc_id  (Intercept) - modelt5 -0.007 -0.678 -0.042 -0.660
doc_id  modelgemma 0.008 0.090 0.051 0.226
doc_id  modelgemma - modelllama3 0.007 0.895 0.046 0.888
doc _id  modelgemma - modelt5 0.006 0.691 0.038 0.723
doc_id modelllama3 0.008 0.090 0.053 0.229
doc_id  modelllama3 - modelt5 0.006 0.685 0.038 0.701
doc_id modelt 0.009 0.097 0.055 0.234

The distribution of the linear mixed model’s random effects is presented in Fig-
ure 11.6, and a Q-Q plot of observed and expected values for residuals is shown
in Figure 11.7. The random effects are generally normally distributed, with the
notable exception of the intercept for the SIEBERT model, which demonstrates
clear asymmetry at the tails. The Q-Q plot reveals the presence of some outliers
and heteroscedasticity, particularly with the SIEBERT predictions, which deviate
more from normality at the tails. The Regard predictions fit more closely to the
normal distribution, although the residuals do not perfectly follow the expected
distribution at the tails. Despite these deviations, the bootstrapping results and

robustness checks ensure the conclusions remain reliable.
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Figure 11.7: Normal QQ plot

The linear mixed model assumes normality of random effects and homoscedastic-
ity. Simulations show that violations of these assumptions often have little or
no effect on parameter estimates, although they do affect the interpretation of
the significance of the variance of the random effects [475]. The primary focus is
on the fixed effects rather than document-level random effects, which are mainly
included to account for the clustering of sentiment within documents. However,
as the assumptions of the model are not always satisfied, other approaches were
explored to assess the sensitivity of the conclusions to these assumptions. Given
the presence of some non-linearities, interaction terms, such as the interaction
between gender and the maximum number of tokens, were tested to account for

possible non-linear relationships. However, analysis of variance (ANOVA) and
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likelihood-ratio tests indicated that the interaction term did not significantly im-
prove model fit (p > 0.05). Consequently, the interaction was removed to simplify
the model without affecting the overall conclusions regarding gender bias in the
summaries. The model equation was retained without interactions, and other

methods were used to assess the robustness of the findings:

1. Bootstrapping: To test sensitivity to outliers, 1,000 bootstrap samples
were generated by resampling the original data with replacement, and the
model was refitted on each sample. This approach provided an estimate of
the distribution of the parameter estimates and allowed an assessment of
the stability of the findings across different datasets.

2. Relaxing the variance structure: To test sensitivity to the assumption
of homoscedasticity, a mixed-effects model was fitted, allowing for different
residual variances across each language model.

3. Robust linear mixed model: To test sensitivity to outliers, a robust
linear mixed model was used.

4. Generalised Estimating Equations (GEE) model: To test sensitivity
to the correlation structure of the data and the assumption of normally dis-
tributed random effects, a GEE model was fitted. This model used robust
sandwich estimators to adjust standard errors, allowing for heteroscedastic-
ity in the residuals.

5. Linear models: To test sensitivity to the inclusion of random effects at the
model level, each language model’s results were split into its own dataset,

and a linear model was run with Document ID as a main effect.

The results of each of these models were generally consistent with the findings of
the mixed model. None of the models identified gender-based differences caused
by Llama 3. Some variation was observed across the models regarding the sig-
nificance of the differences in sentiment for the BART and T5 models. However,
all models agreed that there were significant gender-based differences in the sum-

maries generated by the Gemma model.

11.3.2.1 Bootstrapped model output and estimated marginal means

Bootstrapped datasets were generated by creating 1,000 new datasets, each the
same size as the original data, through non-parametric sampling of the original
data with replacement. Samples were taken at the Document ID level to preserve

the correlation of sentiment within documents [476]. The original linear mixed
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model was then run for each bootstrapped dataset. The bootstrapped estimates
represent the mean of all 1,000 estimates. The results for the SIEBERT model
are shown in Table 11.17, and the results for Regard are shown in Table 11.18.

The additional columns in Table 11.17 were calculated as follows:

Absolute Bias = Bootstrapped Estimate — Original Estimate

Absolute Bias
Original Estimate
Absolute Bias
Standard Error

Relative Bias =

Standardised Bias =

Bootstrapped estimated marginal means are presented in Table 11.19. The table
also includes the number of times the p-values for the estimated marginal means
were less than 0.05 and 0.01. The differences in gender in the Gemma model are
larger using SIEBERT, with a larger ¢-value and a p-value of less than 0.01 in
all 1,000 bootstrapped datasets. The difference is somewhat smaller in the case
of Regard, though p < 0.05 in 962 of the 1,000 simulated datasets. The BART
models show this effect in approximately 30-40% of cases, and T5 shows it in
40-60% of cases, suggesting that there is an effect of gender bias greater than
random chance, although not as strong as the disparities observed in the Gemma
model. There is no indication of a systematic effect of gender on sentiment in
Llama 3, with slightly under 5% of estimated marginal mean differences resulting
in p < 0.05. Overall, the bootstrapping results confirm that while some observable
gender-based differences exist in BART and T5, the largest differences are in the

Gemma model.

Table 11.17: Bootstrapped model output (SIEBERT)

Original model Bootstrapped model
Bias

Estimate Std. Error t value Pr(>|t|]) Estimate Absolute Relative Standardised
(Intercept) 0.579 0.012 49.749 <0.001 0.579 <0.001 <0.001 -0.008
modelgemma 0.147 0.010  14.558 <0.001 0.147 <0.001 0.001 0.015
modelllama3 0.052 0.010 5.132 <0.001 0.052 <0.001 0.001 0.004
modelth 0.103 0.010 9.904 <0.001 0.103  <0.001 <0.001 0.002
gendermale -0.009 0.004 -2.161 0.031 -0.009 <0.001 0.001 -0.001
max__tokens75 -0.024 0.004 -6.431 <0.001 -0.024 <0.001 -0.001 0.009
max_tokens100 -0.039 0.004 -10.304 <0.001 -0.039 <0.001 -0.002 0.021
max__tokens150 -0.050 0.004 -13.299 <0.001 -0.050 <0.001 -0.001 0.008
max__tokens300 -0.054 0.004 -14.419 <0.001 -0.054 <0.001 -0.002 0.026
max_tokensNone -0.084 0.004 -22.262 <0.001 -0.084 <0.001 -0.001 0.027
modelgemma:gendermale -0.033 0.006 -5.318 <0.001 -0.033 <0.001 0.006 -0.030
modelllama3:gendermale 0.015 0.006 2.426 0.015 0.015 <0.001 -0.001 -0.002
modelt5:gendermale 0.020 0.006 3.185 0.001 0.019 <0.001 -0.012 -0.038
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Table 11.18: Bootstrapped model output (Regard)

Original model Bootstrapped model
Bias

Estimate Std. Error t value Pr(>|t|]) Estimate Absolute Relative Standardised
(Intercept) 0.278 0.004 61.965 <0.001 0.278 <0.001 <0.001 0.019
modelgemma 0.025 0.004  6.109 <0.001 0.025 <0.001 -0.004 -0.027
modelllama3 0.029 0.004  7.061 <0.001 0.029 <0.001 0.001 0.010
modelts -0.033 0.004 -7.712 <0.001 -0.033  <0.001 0.003 -0.023
gendermale 0.004 0.002  1.954 0.051 0.004 <0.001 0.009 0.018
max__tokens75 0.019 0.002 11.865 <0.001 0.019 <0.001 <0.001 -0.004
max__tokens100 0.027 0.002 17.076 <0.001 0.027 <0.001 0.001 0.020
max__tokens150 0.032 0.002 20.246 <0.001 0.032  <0.001 -0.001 -0.026
max__tokens300 0.039 0.002 25.052 <0.001 0.040 <0.001 0.001 0.022
max__tokensNone 0.045 0.002 28.303 <0.001 0.045 <0.001 <0.001 -0.001
modelgemma:gendermale -0.011 0.003  -4.082 <0.001 -0.011  <0.001 0.003 -0.012
modelllama3:gendermale -0.001 0.003  -0.561 0.575 -0.001  <0.001 0.038 -0.021
modelt5:gendermale 0.001 0.003  0.521 0.603 0.001 <0.001 0.033 0.017

Table 11.19: Mixed effects model: bootstrapped estimated marginal means (fe-
male - male)

Regard SiEBERT
Model  Estimate t N N Pr(]t|)<0.01 N Pr(|t|)<0.05 Estimate t N N Pr(]t|)<0.01 N Pr(|t|)<0.05
bart -0.0036 -1.60 1000 146 331 0.0094 1.80 1000 235 430
gemma 0.0069  3.00 1000 764 962 0.0420  7.70 1000 1000 1000
llama3 -0.0021  -0.91 1000 1 32 -0.0055 -0.99 1000 3 40
t5 -0.0050 -2.20 1000 275 651 -0.0099 -1.80 1000 107 421

11.3.2.2 Variance-structured mixed effects model

The Q-Q plots demonstrated deviations from normality, especially in the tails,
which differ by model. To account for this heteroscedasticity and deviation from
normality, the R nlme package [477] was used to employ a linear mixed-effects

model which allowed the variance to differ by model, i.e.

Var(e;;) = o2 (11.4)

model;

This model would not converge with a random intercept and slope and this vari-
ance specification, so the random slope was removed. The model was therefore

specified as follows:
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sentiment,; = By + [, - model; + 3, - gender,
+ B3 - (model; x gender ) + (3, - max__tokens; (11.5)

+ Uoj + Eij

Where 3, is the intercept, 5,, By, and (5 are the coeflicients for model, gender,
and their interaction, 5, is the coefficient for maximum tokens, v, is the random
intercept for document j and ¢;; is the residual error term. The results are set out
in Table 11.20 and the estimated marginal means in Table 11.21. The estimates
are very close to the output from the linear mixed model, though the p-values are
slightly larger. The BART and T5 models are on the boundary of significance,
but now the p-values are slightly larger than 0.05. Llama 3 has no significant
differences in sentiment between men and women, and Gemma has the largest
standardised estimates and smallest p-values. This model reduces the risk of
Type 1 error, which is seen in the larger p-values, so it is reassuring that the main

findings about Llama 3 and Gemma remain consistent.

Table 11.20: Variance-structured mixed effects model output

Regard SiEBERT
Coef Estimate Std. Error t p Estimate Std. Error t P
(Intercept) 0.3100 *** 0.0030 100.5866481 0.0e+00 0.5400 *** 0.0083 64.278954  0.0e+00
Model gemma 0.0250 *** 0.0019  13.0451295  0.0e+00 0.1500 *** 0.0048  30.836185  0.0e++00
Model llama3 0.0290 *** 0.0019  14.7169102  0.0e+00 0.0520 *** 0.0049 10.750380  0.0e+00
Model t5 -0.0330  *F** 0.0024 -13.7578664 0.0e+00 0.1000 *** 0.0059 17.502350  0.0e++00
gendermale 0.0036 . 0.0020 1.7997477  7.2e-02 -0.0094 . 0.0052 -1.809674  7.0e-02
Max tokens 150 0.0046 ** 0.0018 2.5900877  9.6e-03 -0.0069 0.0043  -1.603439  1.1e-01
Max tokens 300 0.0120 *** 0.0018 6.6848292  0.0e+00 -0.0110 ** 0.0043  -2.682003  7.3e-03
Max tokens 50 -0.0270  F** 0.0018  -15.2606004  0.0e+00 0.0360 *** 0.0043  8.430521  0.0e+00
Max tokens 75 -0.0083  *** 0.0018  -4.6806345  2.9e-06 0.0130 ** 0.0043  3.089684  2.0e-03
Max tokens None 0.0150 *** 0.0018 8.4733104  0.0e+00 -0.0290 *** 0.0043  -6.866574 0.0e++00
Model gemma : Male ~ -0.0110 *** 0.0027  -3.9068436  9.4e-05 -0.0330  *** 0.0067 -4.851052  1.2e-06
Model llama3 : Male -0.0014 0.0028  -0.5237945  6.0e-01 0.0150 * 0.0069  2.159936  3.1e-02
Model t5 : Male 0.0013 0.0034 0.3931827  6.9¢-01 0.0200 * 0.0083 2.351745 1.9e-02

Table 11.21: Variance-structured mixed effects: estimated marginal means (fe-
male - male)

Regard SiEBERT
Model  Estimate t p Estimate t p
bart -0.0036 . -1.8 0.07200 0.0094 . 1.8 0.07
gemma 0.0069 *** 3.8 0.00014 0.0420 *** 9.8 0.00
llama3 -0.0021 -1.1  0.27000 -0.0055 -1.2 0.23
t5 -0.0049 . -1.8 0.07800 -0.0100 -1.6 0.12
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11.3.2.3 Robust linear mixed model

The results of the bootstrapping were reassuring in the case of the Gemma model.
However, significant differences were not always observed in the BART and T5
models. From the Q-Q plots, it is known that deviations from normality exist in
the tails. To test the sensitivity of the results to outliers, a robust linear mixed
model was used. This model follows the same structure as the standard linear

mixed model, given in Equation (1) in the main body of the paper:

sentiment;; = Sy + f; - model; + 3, - gender,
+ fB5 - (model; x gender,) + 8, - max_ tokens, (11.6)

+ uO] + ulj ° mOdeli + eij

Where 5, is the intercept, 5,, By, and [5 are the coefficients for model, gender,
and their interaction, 8, is the coefficient for maximum tokens, v, is the random
intercept for document j, u;; is the random slope for model within document j,

and €;; is the residual error term.

The difference from the standard mixed effects model is that a robust loss func-
tion was incorporated to reduce the impact of outliers in the residuals. This
was implemented using the robustlmm R package [478]. The results are shown
in Table 11.22. The estimates obtained from both the mixed-effects and robust
mixed-effects models were extremely close. The package does not produce p-
values; however, marginal means were estimated [420] and are presented in Table
11.23. The estimates and p-values are very close to the output from the standard
linear mixed model. Once again, The BART and T5 models show p-values hov-
ering around conventional significance thresholds, with some disagreement in the
direction of the gender effect in the BART model between Regard and SIEBERT.
For these models, p-values range between 0.04 and 0.08, suggesting borderline
statistical significance that should be interpreted cautiously. The Gemma model
exhibits the largest standardised estimates and the smallest p-values, with both
sentiment metrics indicating that male sentiment is more negative than female

sentiment.

323



Table 11.22: Robust mixed effects model output

Regard SiEBERT
Coef Estimate Std. Error t Estimate Std. Error t
(Intercept) 0.27000 0.0065 43.00 0.5900 0.0120 48.0
Model gemma 0.02300 0.0037 6.20 0.1400 0.0100 14.0
Model llama3 0.02800 0.0035 7.90 0.0510 0.0100 5.0
Model t5 -0.03500 0.0029 -12.00 0.1200 0.0110 11.0
gendermale 0.00410 0.0020 2.00 -0.0094 0.0039 -2.4
Max tokens 75 0.02100 0.0018 12.00 -0.0270 0.0034 -7.8
Max tokens 100 0.02900 0.0018  17.00 -0.0420 0.0034 -12.0
Max tokens 150 0.03500 0.0018  20.00 -0.0510 0.0034 -15.0
Max tokens 300 0.04200 0.0018  24.00 -0.0560 0.0034 -17.0
Max tokens None 0.04700 0.0018  27.00 -0.0790 0.0034 -23.0
Model gemma : Male -0.01100 0.0029 -3.70 -0.0300 0.0055 -b5.5
Model llama3 : Male  -0.00052 0.0029 -0.18 0.0130 0.0055 2.4
Model t5 : Male 0.00083 0.0029 0.29 0.0190 0.0055 3.5

Table 11.23: Robust mixed effects model: estimated marginal means (female -

male)
Regard SiEBERT
Model  Estimate Z p Estimate z p
bart -0.0041 *  -2.0 0.0450 0.0094 * 2.40 0.016
gemma, 0.0065 ** 3.2 0.0014 0.0400 *** 10.00 0.000
llamad -0.0035 . -1.7 0.0810 -0.0039 -0.99 0.320
tH -0.0049 * -24 0.0160 -0.0100 * -2.60 0.010

11.3.2.4 Generalised Estimating Equations (GEE)

A Generalised Estimating Equations (GEE) model was also used to estimate
population-averaged effects, adjusting for within-group correlation using robust
sandwich estimators. This was implemented using the geepack R package [479].
The GEE model estimates population-averaged effects and can be more robust to

misspecified correlation structures. The GEE model was specified as follows:

Yi; = Bo + fimodel; + Bygender; i
+ B3(model; x genderj) + Bymax_tokens; + €;; )
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The correlation structure of the residuals €; was modeled as exchangeable within
groups defined by Document ID. No corrections were applied to the standard
errors to reduce the risk of Type 1 error, as there are 617 document-level clusters,
and with 100 or more clusters, such corrections are generally unnecessary [480].
The results of the GEE model are set out in Table 11.24. The estimated marginal
means for the GEE model are presented in Table 11.25.

The point estimates obtained from the mixed-effects and GEE models were identi-
cal, indicating that the fixed effects are robust to the choice of modelling approach.
However, the standard errors differed between the models. The mixed-effects
model, which accounts for random effects, generally provided smaller standard
errors compared to the GEE model. Attempts to fit a GEE model with an un-
structured covariance matrix were unsuccessful, which may have contributed to
the larger standard errors in the GEE model. As a result, significant differences
in sentiment based on gender were not observed in the BART and T5 models.
However, the Gemma model was not affected by these differences, and summaries

about women remained significantly less negative than those about men.

Table 11.24: GEE model output

Regard SiEBERT
Coef Estimate Std. Error Wald p Estimate Std. Error ~ Wald p
(Intercept) 0.3000 *** 0.0024 1.6e+04 0.0000 0.5800 *** 0.0065 7800.0 0.0e+00
Model gemma 0.0250  *** 0.0025 1.0e+02 0.0000 0.1500 *** 0.0064  530.0 0.0e-+00
Model llama3 0.0290 *** 0.0025 1.3e+02 0.0000 0.0520 *** 0.0067 61.0  0.0e+00
Model t5 -0.0330  *** 0.0029 1.3e+02 0.0000 0.1000  *** 0.0073  200.0 0.0e-+00
gendermale 0.0036 0.0027 1.7e+00 0.1900 -0.0094 0.0072 1.7 1.9e-01
Max tokens 150 0.0050 * 0.0021  5.5e+00 0.0190 -0.0500 *F** 0.0059 71.0  0.0e+00
Max tokens 300 0.0130 *** 0.0021  3.6e+01 0.0000 -0.0540  *FH* 0.0059 85.0  0.0e400
Max tokens 75 -0.0082  *** 0.0023 1.3e4+01 0.0003 -0.0240  *** 0.0061 16.0  7.8e-05
Max tokens None 0.0180  *** 0.0021  7.1e+01 0.0000 -0.0840  *** 0.0060  200.0 0.0e+00
Model gemma : Male — -0.0110 ** 0.0035 9.2e+00 0.0024 -0.0330  *** 0.0090 13.0  2.8e-04
Model llama3 : Male -0.0014 0.0036  1.6e-01  0.6900 0.0150 0.0095 2.5 1.2e-01
Model t5 : Male 0.0013 0.0041  1.1e-01  0.7400 0.0200 . 0.0100 3.6 5.9e-02

Table 11.25: GEE model: estimated marginal means (female - male)

Regard SiEBERT
Model Estimate z p Estimate zZ )
bart -0.0036 -1.30  0.1900 0.0094 1.3 0.19
gemma 0.0069 ** 3.30 0.0011 0.0420 *** 7.8 0.00
llamagd -0.0021 -0.92  0.3600 -0.0055 -0.9 0.37
t5 -0.0049 -1.60 0.1100 -0.0100 -1.4 0.17
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11.3.2.5 Linear models

The mixed model includes an interaction term as well as both random inter-
cepts and random slopes to account for variability between documents and within
models. This specification is important because it reflects how document-level
differences (random intercepts) and model-specific variability within documents
(random slopes) can impact sentiment estimates across gender. However, while
this specification makes theoretical sense, the sensitivity of the findings to the
model specification was checked by splitting the data into separate tables for each
combination of model (BART, Gemma, Llama 3, and T5) and metric (Regard and
SiEBERT). A simple linear model was then fitted for each of these eight datasets.

The linear model can be expressed as:

sentiment; = 3, + 3, - gender, + 3, - max_ tokens; + 35 - doc_id; + ¢;

Where [ is the intercept, 3;, 35, and 35 are the coefficients for gender, maximum
tokens, and document identifier, respectively, and ¢, is the residual error term.
This model was run separately for each LLM, and the output for the Regard
metric is presented in Table 11.26, and for SIEBERT in Table 11.27. The model
also produced a coeflicient for each Document ID, which is not of interest, so these
were excluded from the tables. Similarly to the GEE model, the point estimates
are close to those from the mixed-effects model, though with smaller standard
errors in this case. The estimated marginal means by gender for each of the
models are presented in Table 11.28, and they are consistent with the findings

from the mixed model.
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Table 11.26: Linear model (Regard)

Coef Estimate Std. Error t  Pr(>|t])
bart
(Intercept) 0.2840833 ***  0.0155566  18.2613205 0.0000000
gendermale 0.0035545  ** 0.0012465 2.8515437 0.0043639
max__tokens150 0.0001643 0.0021590 0.0761052  0.9393376
max_ tokens300 0.0001634 0.0021590 0.0756762 0.9396789
max__tokens50 -0.0307295 ***  0.0021590 -14.2329516 0.0000000
max_ tokens75 -0.0054155 * 0.0021590  -2.5083062 0.0121543
max_ tokensNone  0.0001634 0.0021590 0.0756762  0.9396789
gemma
(Intercept) 0.3048890 ***  0.0204331  14.9213487 0.0000000
gendermale -0.0069472 ***  0.0016373  -4.2431642 0.0000223
max__ tokens150 0.0009879 0.0028358 0.3483562 0.7275835
max__tokens300 0.0141746 ***  0.0028358 4.9983907  0.0000006
max__tokens50 -0.0140059 ***  0.0028358  -4.9388990 0.0000008
max_ tokens75 -0.0069622 * 0.0028358  -2.4550780 0.0141103
max_ tokensNone  0.0147827 ***  0.0028358 5.2128392  0.0000002
llama3
(Intercept) 0.3144663 ***  0.0216083  14.5530579  0.0000000
gendermale 0.0021104 0.0017317 1.2187019 0.2229998

max__tokens150 0.0114336  ***  0.0029989 3.8125689 0.0001387
max__tokens300 0.0167968 ***  0.0029989 5.6009226  0.0000000
max__tokensb0 -0.0399157 ***  (0.0029989 -13.3099939 0.0000000
max__tokens7d -0.0127653 ***  0.0029989  -4.2566164 0.0000210
max__tokensNone  0.0185463 ***  (0.0030004 6.1812957 0.0000000

t5
(Intercept) 0.2153391 **  (0.0303610 7.0926341  0.0000000
gendermale 0.0048940 * 0.0024328 2.0117104  0.0442900
max__tokens150 0.0073932 . 0.0042137 1.7545669 0.0793786

max_ tokens300 0.0191323 ***  0.0042137 4.5405227  0.0000057
max__tokensb0 -0.0229692 ***  0.0042137  -5.4510934 0.0000001
max__tokens75 -0.0076979 . 0.0042137  -1.8268779 0.0677621
max__tokensNone  0.0372671 ***  (.0042137 8.8443118 0.0000000

327



Table 11.27: Linear model (SIEBERT)

Coef Estimate Std. Error t  Pr(>|t])
bart
(Intercept) 0.6601786 ***  0.0412309 16.0117242 0.0000000
gendermale -0.0093810  ** 0.0033038  -2.8394946 0.0045320
max_ tokens150 -0.0010080 0.0057223  -0.1761527 0.8601792
max_ tokens300 -0.0008814 0.0057223  -0.1540313 0.8775896
max_ tokens5( 0.0324356  ***  0.0057223 5.6682846 0.0000000
max_ tokens75 0.0093005 0.0057223 1.6253194 0.1041410
max_ tokensNone -0.0008814 0.0057223  -0.1540313 0.8775896
gemma
(Intercept) 0.7857799 ***  0.0484271  16.2260289 0.0000000
gendermale -0.0420346 ***  0.0038804 -10.8325995 0.0000000
max__ tokens150 -0.0118507 . 0.0067210  -1.7632239 0.0779078
max_ tokens300 -0.0241479 ***  0.0067210  -3.5928966 0.0003293
max__tokens5( 0.0358635 ***  0.0067210 5.3360130 0.0000001
max_ tokens75 0.0115767 0.0067210 1.7224544  0.0850328
max_ tokensNone -0.0313662 *** 0.0067210 -4.6668826 0.0000031
llama3
(Intercept) 0.4881037 ***  0.0503594 9.6924036  0.0000000
gendermale 0.0055138 0.0040358 1.3662261 0.1719133
max__ tokens150 0.0129288 0.0069892 1.8498242 0.0643824
max_ tokens300 0.0136312 . 0.0069892 1.9503233 0.0511788
max_ tokens50 0.0283793 ***  0.0069892 4.0604580 0.0000495
max_ tokens75 0.0123671 . 0.0069892 1.7694619 0.0768618
max_ tokensNone  0.0166275 * 0.0069926 2.3778786 0.0174401
t5
(Intercept) 0.7611087 ***  0.0698796  10.8917072 0.0000000
gendermale 0.0101714 0.0055993 1.8165436  0.0693312
max_ tokens150 -0.0451223  ***  0.0096983  -4.6525854 0.0000033
max__tokens300 -0.0504907 ***  0.0096983  -5.2061143 0.0000002
max__ tokens50 0.0582791 ***  (0.0096983 6.0091831  0.0000000
max__tokens75 0.0249979  ** 0.0096983 2.5775492 0.0099713
max_ tokensNone -0.1642472 ***  0.0096983 -16.9355987 0.0000000
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Table 11.28: Linear models: estimated marginal means (female - male)

Regard SiEBERT
Model  Estimate t p [Estimate t p
bart -0.0036  **  -2.9 4.4e-03 0.0094 ** 2.8 0.0045
gemma 0.0069 *** 4.2 2.2e-05 0.0420 *** 11.0 0.0000
llamad -0.0021 -1.2 2.2e-01 -0.0055 -1.4  0.1700
th -0.0049 * -2.0 4.4e-02 -0.0100 . -1.8  0.0690

11.3.2.6 Conclusion of robustness checks

The robustness checks consistently indicated the reliability of the findings with re-
gard to Llama 3 and Gemma. Across the linear mixed model, robust linear mixed
models, Generalised Estimating Equations (GEE), and separate linear models,
the point estimates for the fixed effects remained stable, and the direction of the
effects was consistent for the Gemma model, as was the absence of an effect for
Llama 3. However, the variance-structured mixed effects model and the GEE
model did not find significant effects in the BART and T5 models. Similarly,
the bootstrapped results indicated significant effects slightly less than half of the
time. This suggests that the results for the BART and T5 models may be on the
boundary of significance and should be interpreted with caution. However, as the
older models were primarily included as benchmarks and are not currently being
used in practice to summarise care records, their bias is of less concern for long-
term care policy. The consistent results across the Llama 3 and Gemma models,
particularly in terms of estimated marginal means, indicate that the conclusions
regarding state-of-the-art models are not sensitive to model specification or the

presence of outliers, validating the robustness of the model.
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11.3.3 Appendix 3 Evaluation of themes word lists

The word lists for each individual theme are included below. These, along with
the complete code, can also be found in the GitHub repository [419]. The Python
str.starts_with() method [481] was used for these terms. This means that, for
example, in the mental health list, the term autis would match words that start
with these letters, such as autism and autistic, but not words containing these

letters, such as flautist.

11.3.3.1 Mental health

alzheimer
anorexia
anxi
asperger
autis
behavio
bipolar
cognit
confus
deliri
delusion
dementia
depress
disorient
hallucinat
insight
mental
memory

mood

paranoi
personality disorder
power of attorney
psycho

ptsd
restlessness
schizoaffect
schizophreni
sectioned
therap
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11.3.3.2 Physical health

activities of daily living
amputat
anaemia

angina
arthritis
aspirat

asthma

atrial fibrillation
balance
barrier cream application
bed bound

bed rails
bed-bound
bedbound
bilateral limb
bleeding
blood pressure
blood test
bowel

breath

cancer

care needs
cataract
catheter
cellulitis
chest rash
cholesterol
cirrhosis
commode
community acquired pneumonia
constipat
continen

copd

coronary
diabet
diarrhoea
disability
disable
dysphagia
dysphasia
dyspraxia
epilep

fall

fatigue
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fractur
gallstone
glaucoma

gord

gout

hard of hearing
hearing and sight
hearing impair
heart attack
heart condition
heart disease
heart failure
heart problem
hemiplegia
hernia

hip replacement
hoist

house bound
house-bound
housebound
housework
hypercholesterolemia
hypertension
hypothyroid
idiopathic
immobile
incontinen
infarction
infect
influenza
injury

insulin
intravenous
ischaemic
ischemic

kidney

knee

leg clinic

leg ulcer

lung

macular
medication
melanoma
mobili

motor neuron
mrsi
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myeloma
nutrition
obstructive sleep
oedema
oesophageal

osteo

pain

paralys

peg feed

personal care
physical deterioration
physical injur
pressure area
pressure relieving
pressure sore
pressure stockings
prostatic
psoriasis
pulmonary

puree

raised toilet
renal

reposition
rollator

sciatica
scoliosis

seizure

sleep apnea
slurred speech
spinal

standing tolerance
stiffness

stoma

stroke

surgery
swallowing
swollen

thickener
transfer
underweight
unsteady

urinary tract
urine retention
uti

vein

visual impairment
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washing legs
weak

weight bear
weight loss
wheelchair
zimmer

11.3.3.3 Physical appearance

abdomen
appearance
appetite
bath
black eye
bmi
bruised
cloth
dental
dirty

discolouration

dishevelled
disshevelled
dress
drooling
dusty
faeces
fingernails
groom

hair
hygiene
kempt

messy

nails

naked
neglected
nude

odour
rubbish
scruffy

self neglect
self-neglect
shave

skin

slurred
smell
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soil

spots
stained
teeth
tidy
tremors
trousers
unclean
underwear
underweight
unhygienic
unkempt
untidy
urin

vest

wear
weigh

11.3.3.4 Subjective language

abus
adamant
adjusted
adverse
aggress
agitat
agreeable
angry
annoy
appear
appropriate
argumentative
articulate
bad

behav
benefi
best
better
bored
bossy
breach
challeng
chatty
choose
chose
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clean
clutter
coherent
concern
confine
conflict
confus
content
damage
demanding
dependent
deteriorat
difficult
dirty
dishevelled
dislike
disparaging
disruptive
distracted
distress
dusty
erratic
escalat
evasive
exacerbat
excessive
failed
feel

felt
fiercely
fixation
fluctuat
forgetful
frustrat
fuss

good
happier
happy
hard

harm

hate

high

ignor
illiterate
immens
impair
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improv
impulsiv
inability
inappropriate
incoherent
increase
ineffective
insecure
insight
instrumental
insufficient
intense
invalid
involuntary
irk

irrita
isolat
issue

lack

less

likes
limited
loner
loudly
lovely

low

lucky
marked
massive
maverick
mess
mismanage
misses
misusing
mitigated
mood

more
muddle
needs
negative
neglect
nice

odd
oriented
paranoid
placid
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pleasant
pleased
pointless
poor
prais
problem
proper
proud
racist
recommend
refus
relaxed
relentless
reliant
reluctan
resist
respect
restless
risk
rough
rude
sadly
safe
scared
scruffy
serious
settled
severe
shy
significant
silly
slow
small
smartly
smell
sociable
soil
strong
struggl
stupid
substantial
sufficient
suitable
suited
tearful
unable
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unacceptable
unamenable
unaware
uncomfortable
uncontrollabl
uncooperative
under weight
underweight
unhygienic
unkempt
unreasonabl
unreliable
unsafe
unsatisfactory
unsettle
untidy

unwise

valid

verbal
vulnerab
wander

well

willing

wise

working
worried
worrying
worse

worst

11.4 Appendix to Chapter 9

11.4.1 Methodology for generative LLM classification

This section contains the methodology in Section 9.2.2.1. To investigate whether
generative LLMs could effectively perform the classification task described in
Chapter 6, I used three models: Llama 3, Gemma, and Llama 3.1. These models
were provided with the same instructions that had been given to human annota-
tors in the original study. The primary objective was to assess the models’ ability
to replicate the manual classification process without additional training. Llama
3 and Gemma both have a maximum prompt size of 8,192 tokens, which was ap-

proximately the length of the instructions provided to human annotators. Due to
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this limitation, it was not feasible to include additional training data or examples
within the prompt for these models. Consequently, Llama 3 and Gemma were

tested using the instructions alone.

In contrast, Llama 3.1, released on 23 July 2024 [430], supports a significantly
larger context window of up to 128,000 tokens. This extended capacity allowed
for the inclusion of additional classified case notes as examples within the prompt.
For Llama 3.1, I conducted separate tests by providing the model with the same
instructions plus 100 and 300 classified case notes, respectively. The aim was to
determine whether the inclusion of examples would enhance the model’s perfor-

mance.

The full prompt used for each model, including the instructions and any addi-
tional examples, is detailed in Section 11.4.1.2. All analysis was conducted using
a high-end Graphics Processing Unit (GPU) with 20 GB of memory. Despite
this resource, memory constraints limited the number of examples that could be
included in the prompt for Llama 3.1; including more than 300 examples exceeded

the available memory capacity.

11.4.1.1 Technical considerations

Several technical considerations and limitations were encountered during the anal-
ysis. The prompt size limitations of Llama 3 and Gemma meant that only the in-
structions could be included without exceeding the maximum token limit. This re-
striction prevented the exploration of whether providing example case notes would
improve the models’ performance through few-shot learning. Although Llama 3.1
offered a significantly larger context window, practical limitations arose due to
hardware constraints. Despite using a high-end GPU, I was unable to include more
than 300 examples in the prompt without exceeding the available memory. This
limitation underscores the challenges associated with working with large context
windows in practice, as the computational resources required can be substantial.
The inability of Llama 3.1 to improve performance with the addition of exam-
ples suggests potential limitations in the model’s capacity for few-shot learning
in this specific task. It may indicate that the models require fine-tuning on a
labelled dataset rather than relying solely on prompt-based learning to achieve

higher accuracy in classification tasks of this nature.
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11.4.1.2 Prompt

The prompt used in the analysis is included below.

I am going to pass you some sentences in json form which are taken from long-
term care case notes. I would like you to respond by telling me whether or not
they indicate that the worker stated that the person is lonely or socially
isolated. I will just use the term "lonely" from now on. Here are some rules

which set out that a person is lonely:

- Statement that the person is lonely and socially isolated

- Statement that the person is socially isolated

- Statement the person feels lonely even if not socially isolated

- Statement that the person is socially isolated even it does not state that
they are not lonely

- Statement that social isolation is a risk

- Statement that person lives alone if they do not like it

- Person expresses interest in attending a day centre with no reasons.
If reasons given it must be for social reasons (not for carer respite or
managing safety) .

- Referral to a befriending service

- Receipt of befriending service

- Request for social support outside day centre

- Number of social contacts defined with subjective language

- Referral to a day centre.

Here are some rules that set out where a person is not lonely:

- Need for social support for purposes of managing safety

- Need for social support for purposes of carer respite

- Need for support because of risks associated with safety

- Need for support to manage practical tasks

- Generic request for support

- Need for support because of depression/anxiety

— Person is isolated in the sense of infection-control.

- Statement that person lives alone with no additional information

- Person has n social contacts per week without subjective language
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- The fact that a person attends a day centre (i.e. not a referral,
which happens at the point of isolation, but receipt of the service
which suggests the need for social contact is being met)

- Offer of day centre refused

- Befriending for the purpose of carer support (e.g. sitting service to

manage safety or for carer respite)

Example:

INPUT:

"sentence_text": "She is socially isolated"

OUTPUT:

"sentence_text": "She is socially isolated",

"lonely": true

Please make predictions based on these rules. Please ensure that the output is

valid json.

11.4.2 Methodology for evaluating bias in classification model

This section sets out the methodology used in Section 9.2.2.2. To assess potential
gender bias in the loneliness classification model developed in Chapter 6, I used
Llama 3 to generate gender-swapped versions of 1,000 case notes. The goal was
to determine whether the model’s predictions were influenced by gender-specific

language, indicating bias in the classification algorithm.

The process began with the selection of 1,000 case notes from the dataset used in
the original study. For the purpose of simplicity, I used a subset of case notes, only
selecting those which mentioned one gender, and randomly selecting 1,000 case
notes with a ratio of 700:300 not lonely to lonely. I automated the replacement

of gendered pronouns and references within these texts using Llama 3, as set out

342



in Chapter 8. This involved systematically changing words such as “he” to “she,”
“his” to “her,” and altering any other gender-specific terms while preserving the
overall context and meaning of each sentence. For example, the original sentence
“He lives alone and has no regular visitors” was transformed into “She lives alone

and has no regular visitors.”

Both the original and the gender-swapped case notes were then processed through
the loneliness classification model. By comparing the model’s predictions on the
two sets of texts, I aimed to identify any discrepancies that could be attributed
to gender bias. If the model were biased, we would expect to see systematic
differences in the predictions for male versus female versions of the same case

notes.

The analysis of the model’s predictions revealed minimal differences between the
original and gender-swapped case notes. Among the sentences indicating lone-
liness, there were 289 correct predictions for the male version and 290 for the
female version. The total number of positive predictions (i.e., predictions indicat-
ing loneliness) was 303 for the male texts and 301 for the female texts. The slight
differences observed in the number of true positives and total positive predictions
are set out in Figure 9.1. While there are some gender-based differences, they are
not of the magnitude that would explain the gender-based differences in loneliness
found in the model’s results in Chapter 6. These findings support the conclusion
that the observed gender differences in the original study reflect actual disparities

in the data rather than bias introduced by the classification model.
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