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Abstract

Elections are a fundamental part of the political process. Today, election campaigns not
only focus on traditional strategies to attract voters but also use social media as a tool. 1
analyse and compare campaign strategies from three different angles in this thesis. The
first paper examines how Get Out The Vote (GOTV) leaflets can influence turnout for
the neighbours of households which receive flyers. Focusing on a GOTV campaign dur-
ing a UK election, I show that spillover effects for party supporters are lower when the
share of rival party supporters is high. At the same time, turnout spills over to rival party
supporters in mixed partisan neighbourhoods. Turning to online election campaigns,
the second paper analyses social media usage from the lens of parties in Switzerland. Us-
ing data from party-affiliated Twitter accounts during the 2015 Federal Election, 1 study
how cohesively parties organise their members and how coherent parties’ programmatic
messaging is. The results show that smaller-sized and newer parties have higher organ-
isational cohesion and that most parties exhibit low levels of programmatic coherence.
Switching the lens to candidates, 1 analyse social media use by candidates during the
2019 European Parliament elections. The third paper introduces a comprehensive data-
set of parties, candidates, and their Facebook and Twitter accounts and describes how
the data was collated. To show the range of potential applications of the dataset, 1 out-
line an analysis of social media adoption and discuss other research areas in which this
data could be useful. The final paper studies whether electoral systems guide if and how
individual candidates use social media. The results show that when the electoral system
favours person- over party-based campaigning, candidates do not use Twitter more but

adapt their communication style to engage voters instead of broadcasting information.
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Chapter |

Introduction

Downs (1957, 30) famously assumes that the primary motivation of politicians is their “desire
for power, prestige, and income.” To achieve these goals, they must ensure that their party
gathers enough votes to be elected to office. This is, of course, a pointed statement in the
context of his Economic Theory of Democracy, but it highlights the fundamental role of elec-
tions as gatekeepers of political influence. All parties must go through the electoral arena and
devise campaign strategies to attract voters, whether they are vote-seeking, office-seeking or
policy-seeking (Strom 1990).

In this thesis, | present three research projects which examine election campaign strategies
from different angles. The first project in Chapter 11 investigates the effect of Get Out The
Vote (GOTYV) leaflets—a traditional, off-line strategy to attract voters—from the angle the
Huckfeldt and Sprague’s (1987; 1995) theory of political mobilisation within social networks.
The paper develops a theory of when the effect of the GOTV leaflets should spill over—from
households which received a leaflet to other households in the neighbourhood—and tests it
on a leaflet campaign conducted in the UK.

The second project in Chapter 1V turns to online election campaigns on social media and
analyses how politicians used Twitter during the 2015 Federal Elections in Switzerland from
the parties’ perspective. It focuses on why and how successfully parties try to control their
members’ organisational cohesion and programmatic coherence.

The third project in Chapters VI and V11 switches the focus to candidates and examines
their adoption of social media strategies during the 2019 European Parliament elections. 1
describe the collection of a comprehensive dataset of candidate names and their social media
accounts (Chapter V1), which 1 then use to examine whether electoral system effects influ-

ence how often they use Twitter and what communication style they adopt (Chapter VII).
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Chapter Il
(Paper 1) Social Mobilisation in Partisan

Spaces

Abstract

Three decades ago, Huckfeldt and Sprague hypothesised that partisan context constrains
information sharing between neighbours. We develop their theory to identify implic-
ations for campaign mobilisation in homogeneous and mixed partisan contexts. We
argue that Get Out The Vote (GOTV) spillover effects should vary with the propor-
tion of rival party supporters in a neighbourhood. We test this expectation of differ-
ential spillover between households that were either included or excluded, pre-random
assignment, from a street-level GOTV experiment. We estimate neighbourhood party
preferences based on targeting data, made available by the UK Labour Party. We find
that GOTV spillover effects for party supporters are smaller in neighbourhoods that
include larger shares of rival party supporters. Rival partisans are mobilised in mixed
neighbourhoods, where the probability of spillovers from mixed partisan households is
higher. This paper extends Huckfeldt and Sprague’s theory, and demonstrates the im-

portance of social dynamics for parties’ campaign strategies.

This chapter is published as:

Florian Foos, Peter John, Christian Miiller and Kevin Cunningham. 2021. “Social Mobilization in Par-
tisan Spaces”. The Journal of Politics 83, no. 3 (July): 1190-1197. © 2021 by the Southern Political Science
Association. DOI: 10.1086/710970.

The text is based on the pre-publication manuscript with minor adjustments to improve legibility and clarity

for the thesis format.
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1 Motivation

As Huckfeldt et al. (1993, 366) wrote over a quarter of a century ago, “the central motivation
for contextual theories of politics is the idea that patterns of social interaction are influ-
enced by surrounding population distributions”. There has been a lively debate about how
political heterogeneity conditions political mobilisation within social networks, such as the
household and the neighbourhood (Mutz 2006; Klofstad et al. 2013; Bello and Rolfe 2014).
However, little progress has been made in applying Huckfeldt and Sprague’s (1987; 1995) in-
sights about how the partisan composition of a social space constrains social and political
interactions between citizens, to the effectiveness of parties’ ground campaigns. There is a
large observational (Whiteley and Seyd 1994) and growing experimental literature (Foos and
Rooij 2017b; Townsley 2018) on the effects of partisan campaign canvassing in the United
Kingdom that confirms findings from the United States: Get Out The Vote (GOTV) cam-
paigns are effective at increasing turnout (Nickerson et al. 2000).

Moreover, GOTV spillover experiments show that campaign contact spills over within
households (Nickerson 2008; Dahlgaard et al. 2021; Foos and Rooij 2017a), giving credibility
to the theoretical claim supported by observational research (Fieldhouse and Cutts 2016)
that “all turnout is, in a sense, mobilized, with much of the mobilization occurring indirectly”
(Rolfe 2012, 121). However, there is mixed causally-identified evidence on GOTYV spillover
effects between neighbours (Gay 2011; Sinclair et al. 2012). To identify treatment effects, most
GOTV experiments assume that spillovers exist within, but not between households. This
assumption runs counter to work which suggests that voters’ decision whether to turn out
is influenced by the behaviour of their peers (Rolfe 2012). This suggests that relatively large
spillover effects can materialise due to cascades of mobilisation from neighbour to neighbour
(Fowler 2005; Fieldhouse et al. 2015).

Further, there is little theory and evidence on whether dynamics of intra-household mo-
bilisation are linked to inter-household mobilisation within neighbourhoods. In this paper,
we provide theory and evidence to fill this gap. Neighbourhoods, in contrast to households,
are usually made up of weak ties (Morey et al. 2012), and therefore we follow Huckfeldt and

Sprague’s (1987) prediction that neighbours intend to share information with co-partisans.
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However, even if this is the case, campaign effects can still spill over to supporters of rival
parties. Based on a campaign experiment conducted in Birmingham, UK, Foos and Rooij
(2017a) show that a party’s canvassing campaign directly mobilised targeted voters, but also
indirectly mobilised both supporters and opponents of the party that shared the same house-
hold. Since we find a higher share of mixed partisan households in mixed-partisan neigh-
bourhoods, we should expect members of mixed partisan households to mobilise neighbours
who share the same party preferences. In the worst case for parties’ campaigns, these patterns
of between-household contagion can increase turnout overall, but render parties’ mobilisa-
tion campaigns ineffective at moving vote shares.

Using targeting data collected by UK Labour Party canvassers and leveraging the spillover
effects of a randomised field experiment, we confirm the existence of such mobilisation dy-
namics that link mixed partisan households to politically heterogeneous neighbourhoods.
The indirect mobilisation effects of a Labour Party leafleting campaign varied among neigh-
bours conditional on the partisan composition of neighbourhoods. In neighbourhoods with
a large share of Labour supporters, GOTV effects spilled over to Labour supporters who
were not initially targeted. There were no spillover effects to other Labour supporters in
neighbourhoods where a majority of residents supported a rival party. Supporters of rival
parties were mobilised in mixed partisan neighbourhoods where spillovers could originate

from households where Labour supporters live with rival partisans.

2 From Intra- to Inter-Household Mobilisation

The local area of the neighbourhood is an important site of social interaction (Enos 2017).
Even though informal and low intensity in character, the neighbourhood can have a strong
impact on social and political outcomes over time (Gay 2011). From prior research, we expect
that the partisan context in which election campaigns take place should affect the formation
and maintenance of discussion networks within neighbourhoods (Huckfeldt and Sprague
1987). If neighbours prefer to share information with like-minded others, GOTV spillover
effects between neighbours should be conditional on shared partisanship.

The network literature suggests that the strength of social ties conditions how willing

14



individuals are to engage with others who disagree with them politically (Morey et al. 2012).
Household members who support different parties continue to talk politics (Bello and Rolfe
2014) and mobilise each other during election campaigns (Foos and Rooij 2017a). In contrast,
when ties are weak, individuals may refrain from sharing information (Mutz 2006). How-
ever, the link between household and neighbourhood mobilisation dynamics has rarely been
investigated. Parties usually target voters for GOTV who are likely to support them, hence
they are unlikely to target households that do not contain at least one pre-identified party
supporter. Canvassers are homophilous and are more likely to talk to voters who are similar
to themselves (Nall et al. 2017). However, from prior research we know that when canvassers
speak to supporters who live in mixed partisan households, rival partisans will be mobilised
to vote (Foos and Rooij 2017a). Even if parties correctly identify supporters and opponents
based on detailed targeting data, citizens are at an information disadvantage. They should be
more likely to mis-identify co-partisans in mixed partisan neighbourhoods (Huckfeldt and
Sprague 1987). In both cases, even if the party as well as party supporters intend to exchange
information only with co-partisans, targeting mixed neighbourhoods can have the uninten-
ded consequence of mobilizing both co-partisans and supporters of rival parties. This logic
is displayed in Appendix Figure 10.

Household dynamics have implications for political mobilisation within neighbourhoods
because political information flows between citizens depend on the strength of personal ties
between supporters of different parties, i.e. whether they share the same household. When
Labour canvassers mobilise Labour voters in homogeneous households, the contacted indi-
vidual not only mobilises her household member, but this contact also spills over to other La-
bour partisans in neighbouring households. When canvassers target mixed partisan house-
holds, partisans of all stripes are mobilised. In this case, even if spillover between households
in a neighbourhood flows between co-partisans, rival partisans who are indirectly mobilised
within the household can mobilise their co-partisans within the neighbourhood. This is the

opposite of the intended effect of a partisan GOTV campaign.
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3 Experimental Set-Up

To test these expectations, we use data on individuals excluded pre-random assignment from
a partisan GOTYV experiment that we previously conducted in collaboration with the UK
Labour Party during the 2014 European and local election campaign in one English parlia-
mentary constituency and local government jurisdiction. The constituency has a large La-
bour majority, and the wards the party chose to campaign in were Labour held.! We compare
the turnout rates of non-experimental subjects living in streets assigned to treatment with
non-experimental subjects living in control streets. We also use geocoding to investigate
whether treatment effects vary conditional on whether the members of the closest house-
hold support Labour or a rival party. The analysis focuses on the indirect mobilisation effects
of a GOTV-leafleting campaign conducted by the UK Labour Party.> The treatment in the
original experiment was a partisan leaflet that highlighted either the Conservative govern-
ment’s failure on the NHS or on crime and policing, and which was put through the door
by local Labour Party volunteers. Besides the issue-specific content, all leaflets included an
appeal to vote Labour in the local and European elections on 23 May 2014.> The treatment
materials are displayed in Appendix Figure 11. As specified in the pre-analysis plan®, to max-
imise statistical power for the spillover analysis, we combine both treatment arms into one.
Validated turnout was obtained at the individual level from the public register, then merged
with the random assignment and pre-treatment covariates.

The original set-up of the randomised field experiment lends itself to the analysis of
social influence between neighbours because, initially, large numbers of households were
excluded from the experiment based on design and feasibility considerations. By retracing
the restrictions which were used to create the original experimental sample, we are able to
generate a data set of households located on treatment and control streets which were not

part of the experiment. The detailed sample selection procedure is described in Data Ap-

1. See Appendix A.2 for background details on research site.

2. The party campaigned as it normally would, and the experimental assignment to treatment and control
streets reflected the need to allocate scarce resources. Even under the most conservative assumptions, the 3%
point increase in turnout on treatment streets that we estimate could neither have affected the council majority,
nor the seat allocation in the European or local elections.

3. Asis well known (Reif and Schmitt 1980, 14), parties campaign on national issues in second order elections
because voters consider national politics to be more important than supranational and/or local matters.

4. See http://egap.org/registration-details/4388 for re-registered hypotheses and the de-identified PAP.
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pendix B.1. This enables us to use two strategies to identify spillover effects between neigh-
bours. First, we operationalise the larger neighbourhood of each subject as the segment of
the street the subject lives on, which falls into a single electoral ward. We then compare in-
dividuals living in households excluded from the original experiment located in treatment
street segments to individuals living in excluded households located in control street seg-
ments, under the identification assumption that spillovers occur within but not between
street segments. Second, we define the immediate neighbours of each individual as those
subjects living in the most proximate household on the same street segment. We first locate
all the household addresses on the map through geocoding and we compute Euclidean—
or direct line—distances between households that are located on the same street segment.
For each non-experimental household, we then identify the closest experimental household
by minimising this distance. If there are ties, we average across all equally proximate house-
holds. The geolocation and distance computation is explained in detail in Data Appendix B.2.
The resulting dataset contains individual-level information on the neighbours 0f 16,014 non-

experimental subjects living on 615 street segments.

4 Partisan Heterogeneity

A AAA

High

Ao A AA o A

Household
composition

o« e . cAe e
Medium ® Labour
e ° X Mixed

A Rival

Share of rival party supporters on street

Low

Figure 1: Partisan heterogeneity within and between streets.

As pre-registered, we define partisan heterogeneity as the share of rival party supporters who
live on the same street segment (analysis 1), and the share of rival party supporters who live
in the most proximate household (analysis 2). There are, of course, many reasonable altern-

ative ways of how we could define partisan heterogeneity (e.g. the proportion of Labour
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supporters), and how we could define a neighbourhood (e.g. by zip-code), and this is the
reason for why we registered our preferred definition in the pre-analysis plan. Our dataset
contains information about the party preferences of 8,375 experimental subjects and 16,014
non-experimental subjects. The data on party preferences used to estimate the share of rival
party supporters per street segment and most proximate household is estimated based on
pre-treatment targeting data collected by Labour Party canvassers. For an extensive valid-
ation of the canvassing-based voting intention measure used in this paper, see Foos (2018)
who uses the same measurement instrument in a different constituency. The shares of party
self-identifiers in the experimental and the non-experimental samples are displayed in Ap-
pendix Figure 15. Moreover, the distribution of rival party supporters per street is displayed
in Appendix Figure 12, which shows that the share of rival partisans in a neighbourhood
is approximately normally distributed in our sample. Figure 13 in the Appendix shows the
correlation between the partisan composition of neighbourhoods and the partisan compos-
ition of the most proximate household, the two measures used in this paper. Mixed partisan
neighbourhoods have a significantly larger share of mixed partisan households. That means
that in line with figure 1, individuals who live in mixed partisan neighbourhoods are also

more likely to live next to a mixed partisan experimental household.

S5 Analysis

We estimate the following linear models, clustering standard errors at the level of assign-
ment, the street level:
Yi=a+8Z;+e()
Yi=a+BZ;+¢€(2)
Yj =a+ B1Z; + B2 X1ij + B3 X1ij x Zj + €55 (3),
where Y] is validated individual-level turnout (1 or 0) for subjects living in households
originally included in the experiment, Y} is validated individual-level turnout for subjects
living in households originally excluded from the experiment, « is the turnout rate in the
experimental or non-experimental control group, Z is location on a treatment (1) or control

(0) street, X is the share of rival party households in a street, and ¢ is the error term. All
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models also include fixed effects for experimental blocks (electoral wards).

We also pre-registered the following equation, which identifies indirect mobilisation ef-
fects conditional on the partisan composition of the most proximate household:

Yj =

a+pB1Zj+ o Xoij+ 83X 0% Zj+ BaX3ij+ B85 X305 % Zj+ B Xoij* Xaij+ 87 Xoij* X3ijx Z+€ij,

where X is the share of rival party supporters within the most proximate household,
and X3 is the Euclidean distance to the closest household. Since linear interaction terms
lack common support, we diverge from our PAP and estimate the interaction effects using
the binning method proposed by Hainmueller et al. (2019). We now estimate the following
equation in Table 18:

Y = a+ 01Z; + BoXoij + B3X3i5 + PaXoij * Zj + B5 X345 x Zj + BeX'ij + €55 (4),

where X, are mixed partisan households, X3 are rival-only households, and X';; is a
matrix of k pre-treatment covariates for n subjects in household j. Pre-treatment covari-
ates include the Euclidean distance to the closest experimental household, the number of
subjects in the closest experimental household, and the interaction between the number
of subjects in the closest experimental household and treatment assignment. Moreover, we
further diverge from our pre-analysis plan by restricting our sample to subjects for whom
the Labour Party collected pre-treatment data on party preferences. We did not anticipate
that these data would be missing for around 50% of our sample. We present the main ana-
lysis for the complete sample including those subjects that do not identify with any party in
Figure 16. Finally, we report the results of the analyses conditioning on the partisan compos-
ition of the neighbourhood and the partisan composition of the household as pre-specified
for the full sample of party supporters, and separately for Labour and rival party support-
ers. As pre-specified we report both unadjusted and covariate-adjusted 1TTs. We report the
covariate-adjusted analyses (turnout in the 2013 local election, household size, and gender)

in Appendix Tables 18 and 20.
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6 Results

We conduct differential attrition checks and balance checks using randomization inference.
The p-value of .39 indicates that there is no evidence of differential attrition as a func-
tion of treatment assignment (for a full explanation of the procedure see Figure 14 in the
Appendix). Table 16 shows balance on available pre-treatment covariates, household size,
gender, turnout in the 2013 local elections, as well as Labour or rival party identification. We
also conduct a balance test using randomization-inference, which shows that in 875 of 5000
simulated random assignments, imbalances between treatment and control groups were lar-
ger or as large as in our dataset, which corresponds to a two-tailed p-value of .18 (see Figure
15 in the Appendix).

First, Table 1 shows that the leaflets successfully mobilised voters to turn out. Experi-
mental subjects on streets assigned to treatment were 2.8 percentage points more likely to
turn out than subjects on streets assigned to control. Non-experimental subjects on streets
assigned to treatment were around 2.4 percentage points more likely to vote, which indicates
that around 86% of the direct effect spilled over. The magnitude of this effect is consistent
with cascade effects within neighbourhoods (Fowler 2005), and might also be a function of

the relatively low baseline turnout rate (Dahlgaard et al. 2021).

Table 1: ITT of leaflet on turnout of experimental and non-experimental households

Direct effects Indirect effects

Control mean 0.489 0.336
(0.026) (0.020)
Leaflet 0.028 0.024
(0.018) (0.013)
Block fixed effects Yes Yes
Cluster standard errors Yes Yes
N individual 8375 16014
N cluster 615 615

Table 2 displays the indirect Intent-to-Treat (ITT) effects of the Labour GOTV leaflet
on validated turnout among individuals living in households that were initially excluded

from the experiment, first for all party supporters (columns 1 and 11), and then separately for
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identified Labour supporters (columns 111 and 1V), and identified supporters of rival parties
(columns V and VI). Columns I, 111, and V display the main effects, and columns 11, 1V, and V1
introduce the interactions between the treatment and the pre-treatment share of rival party
supporters identified to live on the same street segment. This is a treatment-by-covariate
interaction, which is not causally identified (Gerber and Green 2012), meaning that we can-
not be sure that Conditional Average Treatment Effects arise because of the share of rival
party supporters. The pre-treatment covariate could be correlated with other unobserved
street-level confounders. We account for two of these alternative street segment covariates,
the share of experimental subjects per street segment, and the share of subjects per street
segment who turned out to vote in the preceding 2013 local elections in Table 17 in Ap-
pendix A.9. We also include the interaction of these street section covariates and treatment

assignment.

Table 2: ITT of leaflet on turnout of non-experimental subjects conditional on partisan com-
position

All Party Labour Party Rival Party
Supporters Supporters Supporters
1 11 111 v \Y V1
Control mean 0.401 0.296 0.420 0.268 0.389 0.291
(0.025) (0.042) (0.034) (0.054) (0.028) (0.066)
Leaflet 0.027 0.097 0.027 0.134 0.027 0.069
(0.017) (0.045) (0.021) (0.055) (0.022) (0.075)
prop street rival partisan 0.296 0.467 0.256
(0.111) (0.153) (0.169)
Leaflet x prop street rival —0.215 —0.369 —0.112
partisan (0.132) (0.182) (0.197)
Block fixed effects Yes Yes Yes Yes Yes Yes
Cluster standard errors Yes Yes Yes Yes Yes Yes
N individual 10231 10231 5606 5606 4625 4625
N cluster 615 615 615 615 615 615

Note: Standard errors clustered at the street level (CR2). Inverse probability weights for differential
probabilities of assignment to treatment between experimental blocks.

Table 2 and Table 17, as well as Figure 16 in the Appendix consistently show that the
higher the share of rival party supporters in a neighbourhood, the lower the effects of the

GOTV leaflet, which is in line with our expectations of how information sharing between
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partisans in neighbourhoods should translate into campaign mobilisation. The bins reflect
relatively low, medium and high shares of rival party supporters who reside on the same
street. We then estimates the ITT of the leaflet within each bin separately. For Labour sup-
porters, spillover effects are positive and significantly different from zero if they reside in
predominantly Labour areas. However, the treatment effects are no longer significant once
the share of rival party supporters passes 30% of all neighbours. In contrast, spillover effects
are estimated to be zero for rival party supporters who reside in neighbourhoods dominated
by either party. They only materialise in neighbourhoods that have a mix of Labour and rival
party supporters.® Figure 2 and Appendix Figure 18 plot the interaction between the treat-
ment and the share of rival party supporters in the neighbourhood separately for Labour
party supporters and rival party supporters using the method proposed by Hainmueller et
al. (2019). We divide each sample into three equally sized bins, that means there is approx-
imately an equal number of individuals in each bin.
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0.0-
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Marginal Effect of letter on turnout
Marginal Effect of letter on turnout

0.0 0.2 0.4 0.6 0.8 0.00 0.25 0.50 0.75
Moderator: share of rival party supporters on street Moderator: share of rival party supporters on street
a) Labour supporters b) Rival party supporters

Figure 2: Marginal effects of leaflet conditional on partisan composition of the neighbour-
hood

Partisan composition of closest household

Having shown that indirect mobilisation effects from a GOTV campaign vary with the par-

tisan composition of the street on which a voter lives, we now consider whether they also

5. We report smooth estimates of the conditional spillover effects and the raw data for treatment and control
groups, as well as linear and loess estimates between the moderator and the outcome in Figure 19 of the Ap-
pendix. The smooth estimates show no meaningful deviations from the binning estimates reported in the main
analysis.
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vary if we look at the partisan preferences of the closest neighbouring household. Figure 2
plots the marginal effect of the linear interaction between the treatment and the share of
rival party supporters in the most proximate household on the turnout of subjects living in
households excluded from the experimental sample. Figure 3 shows that the estimate is zero
when the most proximate experimental household only includes rival party supporters. The
estimate is 5 percentage-points when the most proximate household consists of Labour Party
supporters only, and it is 9 percentage-points when the most proximate household is mixed.
Both estimates are not significantly different from zero at the 0.05 level. In contrast, Figure
3 shows that rival party supporters mobilise if the closest experimental household contains
a mix of party supporters. Spillover effects from experimental households that contain only

Labour party supporters or only rival party supporters are zero.
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a) Labour partisans b) Rival party supporters

Figure 3: Marginal effects of leaflet conditional on partisan composition of the closest house-
hold

7 Discussion and Conclusion

This paper shows that campaign effects can spill over within neighbourhoods, and that the
magnitude of indirect, social campaign mobilisation is predicted by the partisan composition
of neighbourhoods. We use a combination of experimental and targeting data to test the
prediction that indirect mobilisation between neighbours should be less likely to occur in
neighbourhoods that contain a large share of citizens who oppose the party that initiates
contact. In neighbourhoods dominated by a rival party, we would not expect individuals

sympathetic to the party that initiates contact to share information with their neighbours
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who are likely rival party supporters (Huckfeldt and Sprague 1992). In the case of households
composed of rival party supporters, we would expect citizens to discount information that
comes from a party they do not support (Foos and Rooij 2017b). Our results are consistent
with these expectations.

From a theoretical perspective, we link mobilisation dynamics within neighbourhoods
to inter-household spillovers between supporters of different parties. If campaign messages
are shared in households irrespective of voters’ party preferences, then partisan contexts
that contain a large enough share of citizens sympathetic to the party that initiates contact
should facilitate indirect campaign mobilisation, part of the cascade of mobilisation out-
lined in other studies (Fowler 2005; Fieldhouse et al. 2015). Our results suggest that this is
the case both for in-party supporters and supporters of rival parties. The latter are mobil-
ised in mixed partisan neighbourhoods because the share of mixed partisan households that
contain one rival party supporter who can pass on the information, is higher. Understand-
ing the interaction between these intra- and inter-household spillovers in different partisan
contexts contributes to the success or failure of a party’s GOTV strategy. The results of this
paper match the intuition common among canvassers that targeting mixed neighbourhoods
can trigger an unintended chain of mobilisation among supporters of rival parties. These un-
intended consequences may be less likely to occur in contexts that are subject to increasing
partisan geographical sorting (Brown and Enos 2021; Martin and Webster 2018). Our find-
ings confirm that heterogeneous social settings are not necessarily prohibitive to facilitating
partisan (counter-)mobilisation, especially if they contain a large enough share of citizens
who support the party that initiates contact. This finding is consistent with similar findings
by Enos (2016) who shows that white Americans are more likely to turn out if living in the
direct vicinity of African Americans.

Finally, this study’s results have implications for the design of GOTV experiments, which
should account for the potential of treatment contagion between neighbouring households.
If campaign leaflets or door-to-door canvassing spill over between households, then con-
ducting random assignment at the household level might bias the treatment effect estim-
ator downwards. Our study is a first attempt to integrate randomised campaign experiments

and spatial analysis in order to make sense of how social influence operates within political
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contexts. We hope that it will encourage more sophisticated work at this methodological

intersection.
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Chapter Ill

From Off- to Online Campaigning

The previous chapter shows that the turnout effect of GOTV leaflets can spill over to house-
holds which were not directly targeted. However, the effect size depends on the distribu-
tion of party preferences in the neighbourhood. Spillover effects for co-partisans decrease
when the share of rival party supporters increases, while rival partisans are co-mobilised
from contact with mixed households in mixed-party neighbourhoods. As discussed above, a
large body of literature has established that leaflet campaigns successfully increase turnout
(e.g. Nickerson et al. 2006). However, running such campaigns is usually expensive because
of the cost of creating, printing and distributing physical leaflets and because they require
detailed information about the electorate. Running cost-effective leaflet campaigns involves
a database of potential voters to maximise the potential effect. Moreover, one consequence
for campaign organisers from the previous chapter is that they also need information on
rival partisans to ensure that the effect of the leaflet spills over to co-partisans only.

In contrast, online campaign strategies on social media are often viewed as relatively
cheap and generally have low entry barriers. However, they can come with other costs, for
example, incivility (Theocharis et al. 2016). However, social media campaigns are not free.
Creating a Facebook or Twitter account may be very easy, but it is, at best, the start of a
successful social media campaign, as the next chapter shows. After encouraging their politi-
cians to register with Twitter, parties face the challenge of organising them and ensuring
that they send a coherent message. The analysis of the 2015 Federal Elections in Switzerland
in the next chapter uses a novel, network-based modelling approach to show that smaller
and newer parties more successfully maintain organisation cohesion while not staying on

message, or programmatic coherence, is generally low.
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Chapter IV

(Paper 2) Controlled Networking:
Organizational Cohesion and
Programmatic Coherence of Swiss

Parties on Twitter

Abstract

Political parties are under increasing pressure to extend and activate their voter bases
by employing more innovative communication strategies. This article focuses on the
social media platform Twitter to explore how well Swiss parties performed in terms of
employing digital communication during the 2015 Federal Election Campaign. As such,
it uses the follower network as an indicator of organizational cohesion, along with two
indicators for programmatic coherence based on Twitter message content. Computing
density and centrality statistics allow for the quantification of these two aspects in the
party networks, while the non-parametric bootstrap introduces uncertainty of the ac-
count sampling process into the analysis. Our results suggest that smaller and newer
parties, as well as the Social Democrats, tend to exhibit disproportionally high levels of
organizational cohesion. At the same time, most parties show comparable—and also dis-
proportionately low—Ilevels of programmatic coherence compared to those displayed by

the Social Democrats.

This chapter is published as:
Bruno Wiiest, Christian Mueller and Thomas Willi. 2021. “Controlled networking: Organizational
cohesion and programmatic coherence of Swiss parties on Twitter”. Party Politics 27, no. 3 (May):

581-596. Copyright © 2019 (The Authors). DOI: 10.1177/1354068819872887.
The text is based on the pre-publication manuscript. I made minor adjustments to improve legibility and

clarity for the thesis format.

27


https://doi.org/10.1177/1354068819872887

8 Introduction

In today’s established democracies, the erosion of party alignments and the growing medi-
atization of politics have yielded innovations in parties’ organizational and programmatic
capacities that have become even more essential in election campaigns (Dalton et al. 2000;
Stromback 2008). A crucial innovation potential thereby lies in the deployment of new com-
munication technologies, such as social media, to reach voters. Accordingly, social media
platforms have become regularly used tools in election campaigns across established demo-
cracies (see, e.g., Gibson 2015; Vergeer and Hermans 2013; Stromer-Galley 2014; Koc-Michalska
et al. 2014; Larsson and Moe 2012; Grant et al. 2010; Theocharis et al. 2016).

As most previous research has focused on the intensity and content of a single politi-
cian’s social media communication, this study explores social media use at the level of polit-
ical parties. More specifically, we investigate the performance of Swiss parties on the micro-
blogging platform Twitter, during the 2015 federal election campaign, by assessing a compre-
hensive set of possible Twitter interactions and dynamics—follower-relations as an indicator
of organizational cohesion; re-tweets and text similarity as proxies for programmatic coher-
ence.® This approach enables us to link the analysis to established theories on party unity in
election campaigns (Jungherr and Theocharis 2017).

Switzerland is a valuable comparative case for exploring the capacity of political parties
to mount effective election campaigns via Twitter. First, due to the distinctive consensus-
oriented character of its political system, Switzerland has very low barriers limiting entry
to the public debate (Hoglinger 2008). Relative to most other countries, a larger variety of
parties can intensively engage in election campaigns. Second, election campaign managers
confirm the increasing importance of social media use (Fichter and Kohler 2015). That said,
the size of the Twittersphere in Switzerland is relatively moderate, which makes it much
easier to get a comprehensive and comparable sample of Twitter accounts than it would
be in larger countries, where the number of users can easily exceed several million. More

precisely, our analysis relies on the networking and communication patterns of 1,341 Twitter

6. We use the term coherence in connection with the programmatic aspects of the campaign. In other words,
programmatic coherence designates largely contradiction-free Twitter communication by a specific party. The
term cohesion, in contrast, is used to refer to the organizational aspects of a campaign in the sense of tight and
dense network structures. We thank an anonymous reviewer for drawing attention to this clarification.
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accounts, which have been subjected to bootstrapped network analyses.

Twitter is a popular micro-blogging service in Switzerland. During the 2015 federal elec-
tions, about 10% of Switzerland’s adult population used Twitter to become informed (NET-
Metrix 2015). Moreover, previous research on other countries has established that the polit-
ical elite and journalists, i.e. actors with disproportionate influence on the campaign, rely
even more on micro-blogging than regular citizens do (Wallsten 2010; Himelboim et al. 2013).
Switzerland still lags behind; however, during the 2015 elections, about 50% of the 246 mem-
bers of Switzerland’s Federal Assembly and three out of seven Federal Councilors were active
on Twitter.” Since then, however, more politicians have joined Twitter and communicating
on social media has become more important (Fichter and Kohler 2015), which is why we
can expect social media to become even more influential as a complement to more classical
campaign strategies.

We use Twitter in this study, first, because it is the main social media platform for Swiss
politics other than Facebook. Although Facebook has a much larger user base (Freelon 2017),
only its pages and not its more relevant personal profiles, are openly accessible. By contrast,
information on Twitter accounts is public by default and thereby easily accessible for sci-
entific research (Vergeer 2015). Also, unlike Facebook, Twitter allows non-reciprocal rela-
tionships between users, which enables the study of both interactive- and broadcast-style
communication. Taken together, Twitter’s advantages allow us to conduct a much more
thorough analysis of the campaign than would be possible using Facebook data.?

Yet this study’s contribution is not restricted to Twitter; more generally, it also aims to
extend existing research on election campaigns with respect to two important aspects. First,
Twitter data permit us to distinguish the more structural features of party organization, such
as direct relationships between party-affiliated accounts, from more programmatic ones,
such as the congruence in communicative efforts between these accounts. Second, national,
regional and local politicians of varying political functions, have been integrated into the

analysis, which enables us to study party unity on a much broader set of politicians than

7. According to estimations of party officials, the mean share of active party members on Twitter is slightly
lower (Fichter and Kohler 2015).

8. Facebook allows reciprocal relationships between pages, but not between profiles, which would be the
equivalent of Twitter accounts.
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previous research. Such a research strategy therefore seems generally promising for study-
ing party unity in other strongly federalist states such as Germany or Belgium, where subn-
ational party factions are comparatively powerful.

Our estimates provide evidence that Switzerland’s political Twittersphere is shaped by
an ideological divide as well as a language-specific separation. Furthermore, it is remark-
ably representative of ‘offline’ politics, with the notable exception of the Swiss People’s Party
(SVP), which is heavily underrepresented on Twitter. The results also underline the import-
ance of Switzerland’s federal structure, because it appears to be generally difficult for the
national party leadership to control politicians campaigning at the cantonal and local levels.
More precisely, in terms of programmatic and organizational unity, networks are denser
and more strongly hierarchical at the national level. The analyses of organizational cohesion
also show that larger parties are more hierarchically structured than smaller ones. Smaller
parties, by contrast, exhibit higher levels of programmatic coherence, in terms of the sim-
ilarity of their Twitter messages. Finally, Social Democrats stand out for their particularly

high levels of organizational and programmatic unity in their networks.

9 Political Campaigning in the Digital Age

Political parties fulfill crucial hinge functions in democratic processes, by activating the elect-
orate and representing specific interests (Gibson et al. 1983). However, three longer-term
processes constrain the electoral and representative functions in established democracies.
First, Mair (2008) and others convincingly argue that modern governments must increas-
ingly abide by external constraints, to the detriment of their responsiveness to voters. This
is especially true for European countries, where governments are simultaneously pressured
by European and international policy and market prerogatives (Pontusson and Raess 2012).
As Hellwig and Samuels (2007) show, the declining leeway for national policy makingleads to
a thinning-out of the electoral linkage that makes it harder for citizens to hold governments
accountable for policy outcomes. Second, political parties are challenged by the erosion of
their organizational basis due to the de-alignment of citizens from previously stable party

identifications (Dalton et al. 2000). Because votes have become less structured by party loy-
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alties over the last decades, electoral volatility has increased considerably. Finally, parties are
under growing pressure to adapt their campaigning styles to the prerogatives of the mass me-
dia (Thesen 2014). This requires parties to streamline their communication strategies in ac-
cordance with the relative news value of the messages; the implications of this shift privilege
contentious, sensational, personalized, and simplified messages over substantial discussions
of policy positions (Esser and Matthes 2013).

Although it is still open to debate how, exactly, international and European constraints,
the weakening of party alignments and mediatization have transformed party politics over
the last decades, it is clear that these factors have raised the general level of competition
in electoral contests. Parties striving for votes and office must increasingly take the cen-
ter stage of mass-mediated politics to attract the electorate (Kriesi and Trechsel 2008). Be-
cause the electorate has become more skeptical and independent over the last few decades,
parties must employ innovative campaign strategies. Accordingly, political communication
researchers postulate the emergence of distinct changes in the style of campaigning (see Nor-
ris 2000). On the one hand, campaign activities are increasingly marked by pressures aimed
at professionalization, which implies a strengthening of the parties’ leadership and a growing
importance of media and public relations consultants (Gibson and Rommele 2001; Bowler
et al. 1999). On the other hand, political campaigning is being re-shaped by the continuous
integration of new communication technologies (Vergeer et al. 2013). Hence, the ability to
deploy new technologies, such as social media, has become a defining element of political
campaigns (Esser and Matthes 2013; Obholzer and Daniel 2016).

The deployment of Twitter in election campaigns can be perceived in this context of
technological innovations for political campaigning. Twitter is a micro-blogging service with
a user community that has been growing since 2006. The service allows users to connect
easily to other users (following) and to rapidly disseminate and share short messages of 280
characters’ (tweets and re-tweets). Users can be identified by their @-mention (e.g. @alainber-
set, the most active Swiss Federal Councilor on Twitter), and trending topics are traceable by
their hashtags (e.g. #WahlCH1S for the last national elections in Switzerland). There is a bur-

geoning literature that engages more substantively with the campaigning of political parties

9. In our research period, the maximum number of characters allowed was still 140.
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on Twitter. Most of this research focuses on national or regional elections (e.g. Obholzer and
Daniel 2016; Graham et al. 2013; Golbeck et al. 2010; Theocharis et al. 2016; Stromer-Galley
2014) and does not apply a network perspective. We extend the scope of our analysis to the
municipal level and to politicians active outside the parliamentary arena. Previous studies
based on network analyses have focused on single aspects, such as re-tweets or @-mentions
(Hemsley et al. 2018; Ausserhofer and Maireder 2013).

Communication via Twitter is cheap, relative to conventional electioneering tools like
leaflets, advertisements, and street events. These low costs, paired with the interactive nature
of the application, might also enable parties to sustain government responsibility while be-
ing responsive, at least remotely, toward their constituencies (Obholzer and Daniel 2016).
Accordingly, early research ascribed to Twitter the capacity to engage with constituents,
thereby opening the door to more citizen participation in the political process (Theocharis
etal. 2016). However, most research indicates that parties’ communication on Twitter rarely
ever lives up to this normative expectation (Larsson and Moe 2012). Most politicians use the
platform in a broadcasting style (Graham et al. 2013). On the one hand, such widespread
non-interactivity (or non-responsiveness) by politicians on social media is a reaction to the
widespread incivility of user comments (Gervais 2015; Theocharis et al. 2016). On the other
hand, non-interactivity clearly serves the individual politicians’ interests (Grant et al. 2010).
Twitter allows parties to convey political information to their members, journalists, and the
broader public rapidly and directly, without bypassing the gatekeepers of traditional mass
media (Graham et al. 2013).

Previous work on Twitter suggests that politicians in candidate-centered contests in
countries such as the United States and the United Kingdom generally avoid interacting
with each other on this medium (Hemsley et al. 2018), instead preferring to use Twitter in
a way that Stromer-Galley (2014) calls controlled interactivity. Instead of using the full cap-
abilities of Twitter to engage in a genuinely open deliberation with the public, candidates
strategically craft their messages to create echo chambers in which the political orientations
of their voters are reaffirmed (Colleoni et al. 2014; Vergeer 2015; Conover et al. 2012).

Stromer-Galley’s (2014) theory of controlled interactivity was developed to study US pres-

idential election campaigns. These contests are highly candidate-centered and allow parties
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to play only the subordinate role as election platforms. Analyzing election campaigns in a
multi-party system, as Switzerland exemplifies, is different. Political parties have decisive
influence over the course of the contest, and previous studies have shown that there is a
lot of interaction among the political elites, while users from the broader public are stran-
ded on the network’s periphery. This has been found for Denmark, Austria and Switzerland
(Larsson and Moe 2013; Ausserhofer and Maireder 2013; Wueest and Mueller 2014). In multi-
party electoral contests, the control of the message begins with the parties’ control over their
own members’ communications. To wit, in party-centered contests, parties must engage in
controlled networking as the first step of their social media strategy, before single politicians

engage in controlled interactivity with the public.

10 Party Unity in Election Campaigns on Twitter

Controlled networking on Twitter is, by no means, a self-propelling process. While cam-
paigning through traditional media channels has become increasingly professionalized, more
intense social media use has, ironically, reintroduced amateurism to the political process
(Vergeer 2015). Because each single politician has an individual Twitter account, commu-
nication is highly decentralized, which gives single candidates the opportunity “to engage
in personal promotion outside the auspices of their parties” (Theocharis et al. 2016, 1009).
Hence, it would require a considerable effort from parties to control the agenda within their
own ranks and to quell messages from dissenters challenging their official campaign pro-
grams. However, as outlined further below, asserting and maintaining complete control of
the network might not always be a reasonable social media strategy.

Party unity'® is most commonly studied in parliaments, using different vote- or survey-
based measures (Carey and Shugart 1995; Bailer 2017; Hix 2004; Coman 2015; Thorlakson
2009). Classic studies of party unity, by contrast, emphasize the notion that party unity
results from several foundational factors, including the centralization of internal decision-
making processes, the amount of resources available, the degree of professionalization and

the level of programmatic activity (e.g. Gibson et al. 1983). For this analysis, we maintain that

» o« » o«

10. Also denoted as the “discipline”, “cohesion”, “strength”, or “integration” of parties (see Verge and Gémez
2012).
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this traditional concept of party unity can be summarized along two dimensions. On the one
hand, a party can show organizational unity by assuming a tightly-coordinated structure. In
such parties, the leadership is able to establish a high level of discipline via centralized organ-
ization and comprehensive control over the membership of its members (Carey 2007). On
the other hand, a party can exhibit unity via preferences, manifest through the substantively
cohesive quality of its members’ public campaign messages, or in the congruence of policy
decisions (W. L. Benoit et al. 2011). Long before the emergence of social media, “control of
‘the message’—the thematically unified collection of issues, frames, talking points, concepts,
and images” (Freelon 2017, 170) has been a key campaign objective.

Studies focusing on parliamentary voting records generally struggle to distinguish between
these organizational and programmatic pathways to party unity, as legislative party unity can
originate in party discipline, as well as from the cohesive preferences of representatives (see
Volden and Bergman 20006). Twitter data, however, facilitates at least some disentangle-
ment of these two aspects. To examine the organizational dimension, we can tap into the
follower networks established by Twitter users. Generally, these follower relationships are
quite stable as users must add other accounts to their personal networks only once and they
rarely ever terminate these connections. To study organizational capacity, we can therefore
measure the degree of coordination among accounts affiliated to the same party. Commu-
nication on Twitter, by contrast, is highly dynamic, which means that aspects such as the
number of re-tweets and @-mentions, as well as the similarity of the tweets’ content, in-
dicate coherence among accounts from the same party. Essentially, this means that we can
consider each tweet as an instance of programmatic activity, analogous to an election leaflet
(Bowler et al. 1999).

Theoretically, a party’s communication on Twitter is fragmented into as many accounts
as there are party-affiliated accounts on Twitter, which represents, in our case, several hun-
dred accounts for each of the five major Swiss parties. In reality, parties are divided into more
or less coherent sub-coalitions, characterized by constant disagreement over goals and the
means to pursue them (Kitschelt 1989). One divide is particularly pronounced in the case of
Switzerland. Switzerland is a fragmented country where regional (cantonal), and even local,

governments exercise a considerable degree of fiscal power and jurisdiction across a wide
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range of policy areas (Kriesi and Trechsel 2008).

This encourages party organization at the subnational level (Carey 2007). As Thorlak-
son (2009) has established, heavily decentralized federations with low coordination require-
ments between federal and state-level governments are likely to be accompanied by highly
autonomous state parties. Federal elections provide the most notable example for this in the
Swiss case. These elections are organized at the level of cantons, leaving cantonal party sec-
tions with a decisive say in the selection of candidates and a commanding role in election
campaigns in their constituencies. Parties at lower levels are thus cross-pressured. On the
one hand, their programmatic activity is at least partly shaped by the specific regional con-
flict structure, the particular economic situation of the canton and the constituents’ prefer-
ences (Moon and Bratberg 2010). On the other hand, however, it is likely that the stronger
national arm of a party will attempt to impose its orientation on the subnational parties’
preferences. In the case of programmatic differences among the factions of a party, unity is
therefore more difficult to maintain (Lindstadt et al. 2011).

It has often been noted that the key to an effective campaign is an affirmative, consistent
message, that distinguishes a party from the programmatic efforts of its opponents (Shaw
1999). This is mainly because messages emphasizing specific issues are capable of activat-
ing latent predispositions in the electorate (Gelman and King 1993; Holbrook and McClurg
2005). Political parties can thus have a decisive impact on the electoral outcome by shifting
the center of attention toward issues on which voters perceive them to be competent (Zaller
1992). A necessary precondition involves the exhibition of a high level of cohesiveness across
party communications (Carey 2007; Traber et al. 2014). 1f the campaign efforts of individual
politicians are uncoordinated or only loosely coherent, this signifies to voters that the party
is afflicted by internal divisions, and most likely not capable of shaping policy outcomes.

Nevertheless, it still makes sense for some candidates to defect from the party line (Tavits
2009), especially if the party is ideologically heterogeneous and must represent a variety of
interests characterizing local voters or interest groups (Bailer 2017). Due to the highly erratic
nature of Twitter communication, this micro-blogging service might be regarded as the pre-
destined channel for mavericks trying to win votes by deliberately departing from the party

line.
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We can therefore formulate two specific expectations for the analysis. On the one hand,
we anticipate that the lower the level of government, the more difficult it is for parties to
keep messages coherent across their accounts. In other words, we would be surprised if the na-
tional level didn’t have more organizational and programmatic coherence than the lower levels of
government. This is because politicians campaigning at the regional or local level are more
likely to be influenced by the regional or local conflict structure, such as particular polit-
ical traditions, a specific economic situation or distinctive voter preferences (Miiller 2013;
Van Houten 2009). Well-known divisions in Switzerland exist between the language regions
on questions related to European integration—with the French-speaking regions, until re-
cently, assuming a pronounced pro-European stance. There are also fierce conflicts in the
country’s largest party, the Swiss People’s Party, between the right-wing populist factions
led by the cantonal section of Zurich and the more moderate factions led by the Berne sec-
tion, which even resulted in the secession of the moderates into a new center-right party.
Hence, variations in the structural conditions and preferences across units of a federation
can make it reasonable for a party to mount a diverse electoral campaign (Verge and Gémez
2012; Bailer 2017).

The probability that a party will show unity in its Twitter campaigning also depends on
demand, i.e. how extensive social media usage for political activities is among the voters of
this party (Daniel et al. 2017). The larger the potential audience of a party’s communication
on Twitter, the greater the chances that such campaigning will have a lasting effect on party
attachments (Selb et al. 2009; Stromer-Galley 2014). A party with an already large supporter
base on Twitter must therefore care about organizational and programmatic coherence. Spe-
cifically, we can formulate our second expectation as follows: the networks from parties with
a large support base on Twitter send more re-tweets from their own ranks and send more similar
messages. In Switzerland, the parties with a large support base on Twitter tend to be smal-
ler (in terms of electoral support), newer and more leftist parties, like the Social Democrats
(SPS), Greens (GPS) and Green Liberals (GLP), because their constituencies are typically both
younger and more attentive to social media (Wueest and Mueller 2014). If the audience on
Twitter is small, relative to the parties’ overall voter base, the primary goal of these parties

on social media should be to incite and attract voters from different societal groups than
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their mainstream voters (Cardenal 2011). This is most likely the case for the more traditional,
conservative or center-right parties in Switzerland, such as the Liberals (FDP), the Christian
Democratic People’s Party (CVP), the Swiss People’s Party (SVP) and the Conservative Demo-
cratic Party (BDP), whose voters share a comparatively low level of interest in social media

and are also members of an older age group.

11 Data

Measuring the behavior of the political elite usually involves survey data or roll-call votes
(Clinton 2012; Bartels 1991; Bafumi and Herron 2010; Bailer 2017). While conducting elite
surveys is costly and conceptually challenging, roll-call data is usually only available for a re-
stricted group of politicians, including members of national parliaments. Other alternative
data sources include campaign finance data (Bonica 2014), but in some countries, including
Switzerland, this data is not publicly available. We suggest that studying political communic-
ation on Twitter represents a viable alternative to tapping into the behavior of the political
elite. The collection of data from this micro-blogging service requires comparatively little
effort, because it is public to a large extent and can be collected on a large scale via applica-
tion programming interfaces (API) (see Barberd 2015). Twitter is widely used and offers rich
information on political campaigns. Skeptics, however, highlight the potentially high selec-
tion bias on Twitter (Pennacchiotti and Popescu 2011) and Jungherr et al. (2012) observe that
the only way to achieve an accurate prediction from Twitter data is by accurately identifying
a sample that includes the users of interest. This is why we follow a position-based approach
in order to systematically trace Twitter users who are relevant to Swiss politics (see Marin
and Wellman 2011).

The myriad of Twitter accounts and their highly unstructured descriptions rendered the
identification of relevant users the most difficult challenge associated with the data collec-
tion. We started out by hand-compiling an initial set of 157 Twitter accounts, which com-
prised all representatives of the Federal Assembly, all Federal Councilors as well as the of-
ficial national accounts of the seven most important parties in Switzerland, provided they

had a Twitter account in 2015 (see table 25 in the appendix). In four chain-referral extension
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rounds, using the Rest API of Twitter, we extended this initial set to three steps for each
round. First, for all previously identified accounts, the users that follow these accounts as
well as the users that are followed by these accounts are collected. Second, a keyword list
that contains all names, abbreviations, and paraphrases of Swiss parties, as well as all official
employment titles of Swiss politicians in the three official languages of Switzerland (Italian,
French, and German), is matched to the Twitter biographies of the roughly 200,000 accounts
retrieved in each extension round (see table 26 in the appendix). Finally, all keyword hits are
manually checked to confirm their relevance.™

Because of its institutional setting, such as the mostly open party lists, and cultural di-
versity, such as the divide between the conservative countryside and progressive cities, Switzer-
land has a heterogeneous party landscape. The four parties represented in government, the
Swiss People’s Party (SVP), Social Democratic Party (SPS), the Liberals (FDP) and the Chris-
tian Democratic Party (CVP), also dominate the Council of States (upper house), while the
party landscape in the National Council (lower house) is shaped by as many as eleven parties.
Given that the network estimates require a statistically significant minimum number of ac-
counts, we restricted our analysis to the eight parties that gained at least two percent of
the votes in the election to the National Council. Ultimately, we were able to include 1,341
accounts in the analysis.” Subsequently, we manually supplemented the accounts with the
following data: canton of residence, party affiliation, gender, institutional level of political
activity (national, cantonal and municipal) and political function within the party (party
functionaries, elected members of legislative and executive bodies, and party members with
no other political function). For this annotation, we relied mainly on official sources, such as
election records or protocols of public assemblies. Table 28 in the appendix gives an overview
of these indicators.

We also retrieved all tweets sent by these accounts for the period from August 1, 2015, to

election day, October 18. The most intense phase of federal election campaigns in Switzer-

11. The information we use for identification is entirely derived from the initial self-declaration of users—the
short biography Twitter users can add to their profile—to be aligned to a political party or to hold a political
office. However, since we are specifically interested in the campaigning activities of political parties, we think
that data collected from Twitter accounts of party members who do not indicate their political affiliation could
be even worse than this risk of missing data. These users most likely use their account for purposes other than
politics, which possibly leads to non-random biases in terms of campaign activities.

12. Table 27 in the appendix lists the main statistics of the resulting network.
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land begins on the 1st of August, the national holiday, on which every politician is obliged to
give one or more speeches on the state of the country. The volume of communication varies
greatly across the Twitter accounts, but each account had at least one tweet in this period.
After filtering for the three national languages, the corpus comprises 129,271 tweets: 95,495

written in German, 30,684 in French and 3,092 in Italian.

12 Measurement Strategy

Building on the following and communication patterns in our sample of party-affiliated
Twitter users, we develop three network-based statistics in order to measure the organiz-
ational cohesion and programmatic coherence of Swiss parties (see table 3 for an overview).
First, we use the follower network to measure organizational cohesion. The follower net-
work shows how well parties are able to connect affiliated accounts. 1deally, a party wants
to ensure that each affiliated account follows as many other affiliated accounts as possible,
because this ensures that all affiliated accounts stay abreast of each other’s status updates.
Moreover, the number of followers is often used as a status symbol on Twitter, which is
why having affiliated accounts that follow each other is a simple, yet effective, way of boost-
ing parties’ Twitter reputations. For this indicator, we directly analyze the network data re-
trieved from Twitter.

Table 3: Measurements and indicators used in the analysis.

Concept Statistic

Organizational cohesion  Followers
Programmatic coherence Re-tweets
Tweet similarities

Connectivity Density
Hierarchy Betweenness centralization

Second, we measure programmatic coherence by computing two indicators from the
content of tweets sent by party-affiliated users. For one indicator, re-tweets, we use a mech-
anism specific to the Twitter platform. Re-tweets allow users to recycle the tweet of another

user; to wit, the content of the tweet is copied. This mechanism allows a Twitter user to
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re-broadcast status updates of other users to their followers, which represents a powerful
way of increasing the reach of the original message.” As the original message is not altered,
the communication is maximally cohesive. For the analysis, for each user, we count which
other user(s) they re-tweeted and how often. We standardize these counts by dividing them
by the overall number of re-tweets by a user.’* A connection in the network is then given
whenever a user re-tweeted another user at least once. The weight—or strength—of this
re-tweet connection is determined by the standardized re-tweet counts.”

To compute the second indicator of programmatic coherence, we calculate the similarity
between party-affiliated accounts’ communication as follows. First, we machine translate
the tweets from all three languages (French, German and Italian) into English.'® Second, we
build a weighted bag-of-words representation'” from the combined tweets of every user.”® In
a final step, we compute the cosine similarity between the word distributions of all users.

We use two statistics from social network analysis to assess the degree of unity across the
three indicators just introduced (see table 3). All four indicators have the structure of a social
network, although they consist of slightly different types of network data. The first indicator,
based on the follower network, is a directed unweighted network, where directed means
that the relationship between two network members can—but need not be—reciprocal. The
indicator constructed from the re-tweets has an even more obviously directed nature, but

the relationships are weighted by the fraction of re-tweets. Finally, the text similarities form

13. There is an important caveat when using re-tweets as proxies for agreement or proximity between Twitter
users in the way proposed here. Re-tweeting other users’ content does not necessarily indicate agreement with it.
However, previous analyses suggest that most re-tweets happen within rather than across party lines (Authors).
Because we only use the re-tweets from the same party in the computation, and because intra-party politics in
Switzerland does not tend to be very contentious, we can reasonably assume that re-tweets of other party users
indicate support or agreement.

14. We also calculated a similar measure for the @-mentions—other Twitter users can be mentioned explicitly
in a status update by including an @ and their Twitter user name. Because the results are highly similar compared
to the re-tweet network, we only report the analyses using this measure in the appendix.

15. For this standardization, the relative frequency with which this particular user was re-tweeted is used. The
weight thereby is a positive number (as a number of 0 results in no connection in our definition above) with a
maximum at 1. The maximum weight of 1 occurs if only the messages of a single other user were re-tweeted. In
this case, the connection to this users has a weight of 1 and no connection to other users exist.

16. Some research suggests that the Google machine translation service yields satisfactory results (Lucas et
al. 2015; De Vries et al. 2018). Our own experience is mixed, which is why we use the recently released DeepL
Translator instead.

17. In such a representation, a text is represented as the multiset (or bag) for the number of word occurrences.
When building this representation, we weighted the number of word occurrences by the document frequency
over the inverse document frequency as well as by a topic model in order to make the distribution less skewed.

18. An aggregation of Twitter data is usually recommended for text mining (see Yan et al. 2013).
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an undirected and weighted network.

We use the density and the betweenness centralization as the main indicators of two
different aspects of within-group unity. As we are interested in intra-party unity, these net-
work statistics are computed on party-specific sub-networks. To wit, we look at each party
individually, only considering the connections between its affiliated accounts and ignoring
all connections to accounts of other parties.

The density of a network is the fraction of possible connections that are actually present
(e.g. Wasserman and Faust 1997). One important caveat to keep in mind when comparing
the densities of social networks of disparate sizes is that, all else being equal, smaller-sized
networks tend to have higher densities than larger-sized networks (Scott 2017). In our inter-
pretation of the results, we will therefore pay attention to comparing only the densities of
parties with similarly-sized networks.”

The second statistic we compute is the betweenness centralization coefficient. Relative
to other definitions of centrality (see Freeman 1979), betweenness centrality is conceptually
closest to the type of within-group unity we discuss above, because the betweenness cent-
ralization coefficient can be understood as a measure of hierarchy, i.e. how strongly direct
connections in the network depend on a small set of actors (Freeman 1977, 39). The between-
ness centralization coefficient is computed from the actor-level betweenness centrality, by
averaging the differences between the most central actor and every other actor in the net-
work. This number is then standardized to a range of one unit, such that it is 0 when every
actor in the network has the same betweenness centrality and 1 when the only connections
in the network are between a single actor and every other network member.

We obtain uncertainty estimates for the two network statistics from the non-parametric
bootstrap. Resampling a subset of the network under study demonstrates the sensitivity of
our results to the network boundaries (Galaskiewicz 1991; Costenbader and Valente 2003).
Although we compute network statistics for party-specific sub-networks, the identification

of the network sample happens at the level of the full network. Therefore, resampling is also

19. Computing the density of weighted networks can be difficult because the standardizing factor depends
on the scale of the weights (Wasserman and Faust 1997, 143). However, because all our weights take on values
between 0 and 1, we can compute the upper bound for the sum of weights. More precisely, we can use the
standard upper bound for the number of connections in an unweighted network of n users whichis (n-(n—1))/2
or (n - (n — 1)) for undirected and directed networks, respectively.
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done for the whole network. For the main analysis, we report uncertainty estimates from

1,000 repetitions of resampling 95% of the network.?°

13 Results and Discussion

13.1 Network Structure

The empirical analysis starts with an initial overview of the network structure of the Swiss
parties’ Twitter campaign in the run-up to the Federal Election of 2015. Figure 4 presents
a visualization of the political Twitter network in play for the 2015 Swiss federal election
campaign. The general arrangement of the nodes and communities is based on two nested
Fruchtermann-Reingold layouts-one applied to the communities, and a second applied to
the nodes within their community. The communities were detected via the cluster algorithm
for large networks proposed by Clauset et al. (2004). An overview of the most important
characteristics® of the communities is provided in table 4.

The size of the vertices in figure 4 represents the betweenness centrality of the party ac-
counts. Generally, the inequality in this centrality reflects the rather hierarchical nature of
the Swiss party network. Although roughly half of the accounts are highly central—typically
party presidents, Federal Councilors, National Councilors, Councilors of State or accounts
of the national party offices—there are also many peripheral accounts with only sparse con-
nectivity to the network.

The four communities reflect the two most salient divides characterizing the Swiss polit-
ical Twittersphere. On the one hand, there is a clear ideological left-right divide within the
network (see table 4). Though the first two communities are clearly shaped by politicians
from leftist parties—the Social Democrats (SPS) and Greens (GPS), community 3 is almost
exclusively occupied by centrist parties-the Christian Conservatives (CVP) and Green Liber-
als (GLP). Community 4, finally, mirrors the right pole of the spectrum, as the overwhelming

majority of politicians from the Liberals (FDP) and the right-wing populist Swiss People’s

20. We also ran all estimations where we never dropped the initial set of accounts that started our chain-
referral sampling from the bootstrap samples, because we wanted to test what happens when we mirror the data
collection process. The interpretations of the results are largely unaffected by this change.

21. Only tabulations are shown for the main indicators whose relationship with the community memberships
is significant in a x*-test.
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Community 1
Community 2
Community 3 * . .
Community 4 * . e

Figure 4: The political Twitter network in the 2015 Swiss federal election campaign. The

nodes indicate the Twitter accounts and the edges show their follower-relationships. The
size of the nodes signifies an account’s betweenness centrality.
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Table 4: Relevant characteristics of the communities shown in figure 4. Frequencies in %.

Party? BDP CvP FDP GLP GPS SPS SVP

Community 1 28 40 16 57 658 693 15
Community2 69 166 20 41 323 291 19
Community 3 0 471 16 885 06 03 34
Community4 903 323 947 16 13 14 932

LanguageP DE EN FR IT

Communityl 389 293 55 163
Community2 10 86 455 47
Community3 239 198 19 70
Community4 36.3 422 471 721
Note: Only tabulations are shown for the main indicators whose

relationship with the community memberships is significant in a
V2
X “-test.

3 BDP = Conservative Democratic Party; CVP = Christian
Democratic People’s Party; FDP = the Liberals; GLP = Green Liberal
Party; GPS = Green Party; SPS = Social Democratic Party of
Switzerland; SVP = Swiss People’s Party.

b DE = German; EN = English; FR = French; IT = Italian.

Party (SVP) are found in this community.

A second fundamental, and quite particular, characteristic of political communication
in Switzerland is also reflected in the community structure displayed in figure 4. The Swiss
media system is generally separated according to language borders, which is manifested by
different private media outlets, and also expressed by separate public broadcasters for every
language region. The social media platform Twitter is no exception to this (see table 4). Al-
though Twitter accounts are not as strongly separated by language as by ideology, the de-
cision remains significant. All other indicators for the accounts, such as gender or political
function, do not significantly induce differences among the communities.

The language-related fragmentation in the Twittersphere even operates within single
parties. The French-speaking accounts from most parties are, accordingly, mainly grouped
into community 2, while their German- and Italian-speaking party colleagues have a stronger

presence in communities 1, 2 and 3.
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13.2 Organizational Cohesion

The analysis proceeds with an examination of the follower network in figure 5.B, which re-
veals several interesting patterns for the size of the Twitter network, its density and between-
ness centralization.?? First, it seems obvious that the cantonal and local follower networks
are bigger than the national networks, simply reflecting the upwardly-narrowing hierarchy
of the party organizations. The local networks, however, are not always larger than the can-
tonal ones. Cantonal parties are as important, sometimes even more important than the local
ones, for the BDP, GLP, GPS, SVP and CVP. This result may be partly due to our sampling
strategy, which started with a federal-level sample of users. However, it might alternatively
reflect the importance of the cantonal level for Swiss party politics.

Network density provides information on the horizontal component of organizational
cohesion—or in other words, on the average connectivity in the network. The results for the
densities of the follower networks provide strong supportive evidence for our first expecta-
tion that it is tougher or less desirable for parties to control the campaigning of lower-level
politicians. Although the network densities of the cantonal and local networks are close to
the overall density across all parties, the density of the national network is clearly higher for
all parties except the SVP. Hence, the national networks in the Swiss political Twittersphere
tend to be much more tightly connected in organizational terms. By contrast, there seems
to be more room for independent network building at the lower levels of Swiss politics.

As briefly discussed in the section on measurement strategy, it is always necessary to
acknowledge the positive correlation between the density and the size of the network if the
network densities are compared across parties.”> With this in mind, the density of the SVP
user network should be much higher, relative to its respectable size. In terms of the follower
relationships among its accounts, the SVP is evidently only loosely organized. The clearest

outlier at the other end, however, is the national network of the SPS. With a Twitter network

22. We only provide evidence for the intensity of follower relations in this paragraph, but it becomes apparent
that the Twittersphere in Switzerland is quite representative of the electoral landscape, with one important
exception. Besides the SVP, arguably the most important Swiss party, the ranking of all parties corresponds to
common measures of party strength, such as the number of seats in the National Council (see also table 28 in
the appendix).

23. Much of this correlation is purely data-driven and not particularly interesting, substantively (Scott 2017).
Therefore, it does only make sense to compare the density of smaller parties, such as the BDP, with the density
of the larger parties if the size of the network is considered at the same time.

45



Network size Density Betweeness centralization
BDP 4 . —_— —_—
GLP A . - _—
GPS A -~ -
SVP 4 - -
CVP 4 - - —_—
FDP - - - _—
SPSH - - —_—
v v v v v v v v v v v v
0 100 200 300 0.0 0.1 0.2 0.3 0.00 0.05 0.10 0.15 0.20
Figure 5.A: Organizational cohesion over all levels.
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Figure 5.B: Organizational cohesion by level.
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that is very large, the Social Democrats are able to maintain a level of connectivity that rivals
parties with much smaller-sized networks. This is a clear indication that the SPS is more
highly organized than the other parties.

The second network measure, betweenness centralization, indicates the degree to which
a party is centered around a few highly connected users. It is therefore suited to uncovering
the hierarchical component of organizational cohesion. As the results in figure 5.A show, the
larger parties in terms of their follower networks are generally more hierarchically structured
than the smaller parties, especially the GPS.

Two further patterns are noteworthy. First, at the national level, the networks of the
three Federal Council parties, CVP, FDP and SPS, are among the least hierarchical. This
probably reflects the consensus-oriented nature of federal politics in Switzerland, with prag-
matically, rather than ideologically driven policy coalitions. Similarly interesting is the result
for the national SVP, the only other party that regularly elects representatives to the Federal
Council. It is a distant outlier from the general trend, which seems to confirm its exceptional
position in the political system of Switzerland. The second interesting pattern is that the two
parties that are farthest to the right in the political spectrum, the FDP and SVP, in general

are more hierarchically structured than the other parties.

13.3 Programmatic Coherence

The results for measuring programmatic coherence via re-tweets and tweet similarities are
displayed in figures 6.A and 6.B. As for the densities of the re-tweet networks, the parties can
be splitinto one large group with broadly similar network sizes, accompanied by two outliers.
The BDP is the downward outlier with the smallest network. The density of its re-tweet
network, however, is not significantly larger than the density of the re-tweet networks of
the other parties. This indicates that Twitter users from the BDP use re-tweets comparatively
less to refer to the content of their party-affiliated accounts.

The large group of medium-sized parties includes the GPS, GLP, SVP, CVP, and FDP.
The network sizes of all of these parties are quite similar, despite smaller differences. The
densities of their re-tweet networks are also similar, with the minor exception of the CVP.

Relative to the size of their network, the users of this centrist-conservative party are only

47



Network size Density Betweeness centralization
BDP 4 _— —_—
GLP - —_— _—
GPS - — —
SvPA -~ —_— —_—
cvP - —_— _
FDP A -~ —_ —_—
SPS - J— —_—
T T T T T T T T L T T T T
50 100 150 200 0.00 0.25 0.50 0.75 1.000.0 0.1 0.2 0.3 0.4
Figure 6.A: Programmatic coherence: Re-tweets over all levels.
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Figure 6.B: Programmatic coherence: Re-tweets by level.




weakly connected in horizontal-organizational terms, not only (but most notably) at the local
level. The upward outlier is the SPS, which has about twice as many users in its re-tweet
networks as the parties in the large middle group. With associated densities only slightly
smaller than the counterparts from this comparison group, the SPS, despite its larger-sized
network, seems to be much more horizontally organized relative to those five parties.

Turning to the hierarchical structure of the re-tweet indicator, a general difference among
the betweenness centralization in the follower networks is that it tends to be more weakly
connected at the local level. In five of seven cases the difference is significant and the na-
tional level displays higher values in terms of betweenness centralization. In the analysis on
the follower networks, the local level users, if they exist, stand out as more hierarchically
structured, and higher-level users have more organizational cohesion. In terms of program-
matic coherence, the accumulation of centrality by a few users is more pronounced at higher
political levels.

Moreover, there are basically two groups of parties exhibiting broadly comparable levels
of hierarchy in their re-tweet networks. The first group includes the BDP and GLP, two cent-
rist parties with a smaller network size, as well as the CVP, FDP and SPS. The re-tweet net-
works of all these parties are characterized by a strong hierarchy at the national level and
much less programmatic coherence at the cantonal and local levels. Local and cantonal users
from these parties are thus substantially freer in their re-tweet behavior than their national
counterparts, who seem to coordinate their campaigns with much more effort.

The other group of parties, the GPS and SVP, have neither high centralization scores gen-
erally nor large variation across the political levels. This indicates that there are no Twitter
users in these parties setting the pace for the other party-affiliated accounts. Because there
is evidently less pressure to spread the party message coherently, there is potential for single
users to strategically deviate from the party line. This is somewhat surprising, as far as the
SVPis concerned, since users from this party have shown exceptionally strong organizational
cohesion.

Figures 7.A and 7.B display the results from the second indicator of programmatic co-
herence, based on the text similarity of the tweets sent by party-affiliated Twitter users. In

general, the national level of party politics is much more connected in terms of tweet simil-
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Figure 7.A: Programmatic coherence: Tweet similarity over all levels.
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Figure 7.B: Programmatic coherence: Tweet similarity over all parties by level.

arities. As with the betweenness centrality of the re-tweet networks, coherence among the
cantonal and local politicians is considerably weaker. This is a clear indication that the na-
tional campaign message is adapted to regional peculiarities in all parties.

It is worth noting the lack of an implicit relationship between the density and the size
of the network in this case. However, for consistency, we do include the network size in the
graph. The reason for the independence between the two statistics is that the density, in this
analysis, simply reflects the average distance between two users from a given party.**

With the ability to compare across all parties in the analysis, the smaller parties—BDP,
GPS and GLP—are revealed as having a comparatively high degree of text-similarity-based
coherence. The bigger parties—SVP, CVP, FDP and SPS— tend to have a lower degree of

programmatic coherence in this regard. This difference between the two mentioned groups

24. This follows from the way we compute the density, which sums up the weights, which are the text sim-
ilarities as described in the section Measurement strategy, and divides by the number of potential connections,
which equals the number of terms in the sum.
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of parties is especially pronounced at the national level, although national users from the
SPS exhibit similarly high levels of consistency, relative to the national users from the GPS,
GLP, BDP. For the other larger parties, most notably the CVP, there is more variation in the
campaign message. A possible interpretation is that these parties must cater to a more diverse
constituency during the election campaign. Hence, Twitter seems to be a feasible campaign
platform for addressing this increased diversity.

Two of the smaller parties, GPS and BDP, tend to have a slightly more hierarchical struc-
ture in their text similarity networks, as the final graph on the betweenness centrality shows.
The other parties have similarly low levels of centralization. Although this pattern does not
hold for the GLP, it nevertheless seems to be the case that the communication of smaller
parties across all political levels is more heavily centered on a few users. The Twitter com-

munication of bigger parties, by contrast, is more evenly distributed across the users.

14 Conclusion

Existing studies on party unity in Switzerland have almost exclusively focused on represent-
atives at the federal level (see, e.g. Traber et al. 2014). We argue that these findings can only
grasp part of the story, since party unity in Switzerland is constantly under strain by regional
divisions across the different levels of government. By using data on Twitter accounts, we
can extend considerably the number and types of politicians considered in the analysis, and
thus draw conclusions beyond the narrow national realm. Such a research strategy therefore
seems generally promising for studying party unity in other strongly federalist states such as
Germany or Belgium, where subnational party factions are comparatively powerful. Hence,
we can expect similar patterns across the electoral campaigns in such comparable countries.

In a first step, our descriptive analysis largely confirmed common knowledge about ‘off-
line’ politics in Switzerland. On the one hand, we found a clear congruence between the
parties’ number of Twitter accounts and their strength in the national parliament. On the
other hand, the general ideological left-right divide of the Swiss political system, as well as
the usually clear language-specific separation of the Swiss media system, have become evid-

ent in how the Twitter accounts grouped into network communities. These findings are
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also consistent with qualitative evidence stemming from interviews with election campaign
managers in the run-up to the 2015 national elections (Fichter and Kohler 2015).

In a second step, we showed that our analysis is, at least to some extent, able to disen-
tangle organizational and programmatic coherence. This is something that previous studies
on party unity that focus only on single indicators, such as roll-call votes, cannot achieve.
More precisely, we use the follower network as an indicator of organizational cohesion and
the re-tweet and text similarity networks as indicators of programmatic coherence. Com-
puting the density and the betweenness centralization allows us to quantify and compare
programmatic and organizational unity across parties and levels of government, while the
non-parametric bootstrap allows us to incorporate uncertainty to these measurements.

We find that, with respect to most statistics on organizational and programmatic unity,
the national levels of the party networks tend to be more tightly connected. Hence, it is
clearly tougher for parties to maintain unity in their networks at lower levels. Because can-
tonal and local peculiarities are often important factors in the political campaigns of lower-
level politicians, it is probably even desirable for national party offices to allow them more
room to maneuver. Local and cantonal users from these parties are thus substantially freer
in their following, re-tweeting and general text messaging than their national counterparts,
who seem to coordinate their campaigns with much greater effort. This evidence is almost
certainly also due to the nature of the social media platform Twitter. With the brevity of
its messages and high-speed dissemination, Twitter promotes a very heterogeneous com-
munication. It might therefore be deliberately chosen by parties in order to leave room for
dissenters, who, in turn, might be able to address voters outside their traditional constitu-
encies.

Our comparisons across parties revealed that larger parties are generally less hierarchic-
ally structured, in organizational terms, than the smaller parties. This does also hold for the
text similarity networks, where the accounts of smaller parties are significantly less equally
distributed. One important exception is the national level of the Swiss People’s party. This
seems to confirm its exceptional position as a highly populist and disruptive force in the
political system of Switzerland. Among others, this party is well-known for concentrating

on a few media-savvy figureheads.
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Generally, however, the Social Democrats are responsible for the most remarkable res-
ults. Despite their very large network, the Social Democrats are able to maintain a very high
level of connectivity, in terms of follower relations and re-tweets. The SPS is therefore much
more organizationally and programmatically cohesive than the other parties. In these times,
when Social Democratic parties are struggling in the context of election campaigns through-
out Western Europe, this skillful use of Twitter by the SPS may provide a glimmer of hope.

Switzerland is not a particular front-runner with respect to the digitalization of its elec-
tion campaigns, but also here, all parties except the CVP claimed to have spent consider-
able financial resources on Twitter during the 2015 national election campaign (Fichter and
Kohler 2015). Moreover, each party offered training sessions and workshops on how to use
social media. Since then, more politicians have joined Twitter and communicating on so-
cial media has become more important. Based on our experience from Switzerland, we can
therefore expect social media to become more influential as a complement to more classical
campaign strategies also in other established democracies. This offers a wide variety of op-
portunities for us to extend our research into organizational cohesion and programmatic

coherence in further countries and other social media.
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Chapter V
From Party- to Candidate-Centred

Campaigns

The focus of the analysis in the previous chapter is the party because it plays a decisive role
in organising candidates in multi-party election systems (see section 9). The party’s goal is
to ensure that “the message” is clearly communicated to potential voters (Freelon 2017). As
such, the party should be concerned with keeping their candidates “on message”. Individual
candidates might favour deviating from the party line because, depending on the electoral
system, they want to maximise votes for the party but also for themselves. Focusing on can-
didates’ incentive to integrate social media into their campaign—and how they decide to do
it—is a natural extension of the party-centred view.

The two following chapters contain an analysis of social media use during the 2019 European
Parliament elections. The first step is identifying the social media accounts of candidates
across EU countries, which I describe in Chapter V1. This paper discusses how 1 gathered
ballot papers in all EU countries, searched for social media accounts, and ensured the qual-
ity of the process. It also gives an overview of the resulting dataset and outlines potential
applications. This dataset is the foundation for Chapter V1I, in which 1 analyse how elect-
oral systems incentivise candidates’ social media use. Based on theoretical work by Carey
and Shugart (1995) and Shugart (2005), I develop and test hypotheses which extend recent
empirical work by Obholzer and Daniel (2016) and Daniel and Obholzer (2020).
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Chapter VI

(Paper 3) A Comprehensive Dataset of
Social Media Adoption in the 2019

European Parliament Elections

Abstract

European Parliament elections are a fruitful ground for the study of candidates’ adop-
tion of social media as a campaign strategy. However, taking full advantage of this re-
search opportunity requires high-quality datasets. This paper presents a comprehens-
ive data source covering candidates in all 28 European Union (EU) countries during the
2019 elections. It documents the process of compiling the dataset, starting with the col-
lection of the names of all 15,540 candidates from the 560 parties taking part in the
election. Parties and candidates within these parties were then included in a search for
social media accounts, leading to the identification of 2,368 Twitter and 2,626 Facebook
accounts belonging to 3,862 candidates in the search. To show the range of potential ap-
plications of this dataset, 1 present descriptive and model-based evidence of social me-
dia adoption during the 2019 European Parliament elections, and 1 outline additional

research areas in which this dataset could be useful.
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15 Introduction

European Parliament (EP) elections represent a unique opportunity for comparative social
media research because they are held under common rules and share common issues of con-
testation at the level of the European Union (EU), while still being conducted separately by
each EU country with its own country-specific election context. Such research requires ap-
propriate and comprehensive data sources to use the full power of this opportunity by com-
paring all EU member states. However, datasets which enable this type of research are diffi-
cult to collect due to the extent of the European Parliament elections. The work of Nulty et
al. (2016) shows how compiling a comprehensive dataset for the 2014 European Parliament
elections lead to important comparative findings about the adoption and use of social media
platforms. This paper describes the identification and collection of social media accounts for

the 2019 European Parliament elections.

16 Creation of the Dataset

The creation of the dataset proceeded in three stages. Firstly, information on every candidate
across all EU countries needed to be collated. Secondly, candidates’ social media accounts
had to be identified. Finally, the dataset was enriched with data from external sources to

increase its usefulness for different types of analysis.

16.1 Collecting the Names of Candidates

The main challenge when creating a list of every candidate in a European Parliament election
is that each member state runs separate elections. The EU only sets the time and requires
them to have some form of proportional representation. This is an issue for research because
member states have different rules for the registration of parties and the publication of lists.
Finding candidates’ social media accounts first and foremost requires a list of all candidates
standing for election. The problem here is that official ballots are only posted shortly before
the election. The EU requires lists to be published at least four weeks before election day,

which leaves only a short window for the collection of social media data. Table 29 in the
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appendix shows the sources and collection date for each country.

ldentifying the correct official websites which publish the names of parties and candid-
ates was often time-consuming. Obtaining complete lists of parties and candidates from
these websites was possible with standard web scraping tools. For example in Poland, com-
plete candidate lists in all 13 districts were published online by the Polish National Electoral
Commission. Lists for each district only had to be retrieved, extracted from the raw HTML,
and processed into a standard table. 1 was able to generate candidate lists in many countries
in this way, although additional steps were sometimes required when a particular website
did not lend itself easily to web scraping.

Unfortunately, it was not always possible to use lists from official sources because they
were published shortly before election day, sometimes by regional election offices, often for
ad-hoc districts specifically created for the European Parliament elections, or they were not
available in a machine-readable format. Italy is an example of the first two issues. The coun-
try is split into five districts for European elections. The starting point for the collection
was party websites, which published the names of candidates. However, not all parties had a
dedicated website for the EP elections. The next source for finding candidates was national
newspapers because they were the only ones that included the names of candidates. While
this allowed me to start the collection, these lists needed to be verified via official public-
ations. In this case, the official lists first became available as scans of judicial decisions ac-
cepting the candidates/lists for each district separately. Finally, an official table was released,
which I could use to verify the initial lists. Another example of these problems is the case of
the United Kingdom. The election was run entirely from regional election councils for the 12
districts specifically created for the EP elections. There was no official national-level source,
and the councils all had separate websites where they published scanned versions of the offi-
cial ballot paper. The complete list of candidates was compiled manually from these official
ballot papers.

The overall number of parties® and candidates across 28 countries is extremely high.
Table 5 shows that 15,540 candidates from 560 parties competed in the 2019 election. The

number of parties ranges from 7 in Austria to 41 in Germany, and the number of candidates

25. 1refer to them as “parties” although a number of electoral lists comprise candidates from different parties.
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from 41in Malta to 2,686 in France, where every party has to supply a full list of 79 candidates.

Table 5: Overview of lists and candidates selected for collection.

All Selection
Country Parties Candidates Parties Candidates
Austria 7 260 7 124
Belgium 21 153 12 118
Bulgaria 27 318 7 74
Croatia 33 396 6 40
Cyprus 16 - 5 30
Czechia? 39 841 8 158
Denmark 10 135 7 100
Estonia 10 66 5 32
Finland 18 269 7 70
France 34 2686 8 343
Germany 41 1380 7 250
Greece? 40 1195 6 233
Hungary 9 291 5 54
Ireland® - 59 - 59
Italy® 18 1076 4 295
Latvia 16 246 9 54
Lithuania? 16 301 8 60
Luxembourg 10 60 6 24
Maltab - 41 - 24
Netherlands 16 392 10 86
Poland? 9 866 9 458
Portugal? 17 483 7 75
Romania? 23 695 7 137
Slovakia 31 349 10 70
Slovenia 14 103 7 26
Spain? 32 1907 9 180
Sweden 31 518 8 144
United Kingdom 14 544 14 544
Total 560 15540 198 3862

2 Candidate count includes substitute/additional candidates.
b Country uses Single Transferable Vote (STV).
¢ Candidates can stand in more than one electoral district.

As in many multi-party proportional representation elections, there are many parties and
candidates whose chance of being elected is very low. This includes special issue parties such
as “The Violets” (Die Violetten) in Germany or “The Forgotten of Europe—Artisans, Traders,
Liberal Professions and Independents” party (Les oubliés de 'Europe—Artisans, commer-

cants, professions libérales et indépendants) in France. As described above, the large number
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of parties in the election requires the selection of parties with at least some chance of gain-
ing a significant number of votes. For this collection, 1 selected parties based on pre-election
polls. The selection rule was that a party needed to have a projected vote share equal to at
least one seat per country. Even in parties likely to get at least one seat, many candidates
do not have a realistic chance of being elected. They rank so far down on the list that the
party would need to win most or all of the seats for them to be elected. To effectively use
available resources, 1 also selected candidates within lists. In line with using predicted vote
and seat share from national polls, 1 selected twice as many candidates as a party’s projected

seat share.

16.2 Collecting Social Media Accounts
Procedure

There are two challenges when searching for candidates’ social media accounts. First, it is
crucial to find social media accounts even if they are not easily found on, for example, party
websites. Second, the social media accounts have to be used for campaigning in one way or
another. The implicit assumption in studies of the adoption of social media is that some
party or campaign-related activity is happening on these accounts. While analyses of the
content of social media posts usually use a classification method to filter out posts without
programmatic messages, analyses of who has a social media account usually retain all the
accounts they find.

With these two considerations in mind, the search for accounts on Twitter and Face-
book?® proceeded in the following way. First, party websites were searched for links to social
media accounts because a few parties had dedicated websites for their EP candidates, which
could easily be copied. In most cases, no party lists were available, so 1 checked Wikipedia
entries for links to social media accounts. Naturally, only the better known candidates had
such an entry, but it helped to make quick progress for those candidates. If the candidate
did not have a dedicated Wikipedia entry, I continued by searching Google with the name

of the candidate and the short form of the party name. For example, to find the social me-

26. The data also contains Instagram accounts for certain candidates, which were not collected systematically,
however.
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dia account of Sergio Coronado, the 14t" candidate on the list of the “Unbowed France” (“La

France Insoumise” in French) party in France, 1 constructed the following query URL:

https://www.google. fr/search?pws=0&cr=FR&q=Sergio+Coronado+Insoumise

The query g=Sergio+Coronado+Insoumise is composed of the candidate’s name and the
party’s short name, in this case “Insoumise”. The other parts of the URL are to instruct Google
to use non-personal searches (pws=0), that is, not to use the history of previous queries to
tailor the results to the user, and to bias the results towards France as the website’s source
(cr=FR).?” This led to results which often included the (main) social media account, as in this
example, which returned the profile on the party website and the Twitter account among the
first few results. If the results did not include social media accounts, I added the specific social
media platform as part of the query, for example, “Sergio Coronado Insoumise Twitter” and
“Sergio Coronado Insoumise Facebook”. If there was still no result, 1 used the search fields
on Twitter and Facebook directly with the name of the candidate and the party.?®%

As the search proceeded, especially the searches directly on Twitter/Facebook, it became
harder and harder to clearly identify whether an account actually belonged to a candidate
with the given name, especially because some names are relatively common. If there is no
indication of a party affiliation anywhere in the description, it becomes hard to attribute the
accounts. In such cases, 1 looked at the posts and sometimes even pictures they had posted to
find an indication of the relevant party. However, in many cases, this was unclear. 1 decided
not to affiliate an account with a candidate unless there was a clear indication, such as a

function/party name somewhere, that this account belonged to the candidate and was even

used in a programmatic function.

27. It is important to note that the “country bias” functions as a hint for Google Search and does not restrict
the results to this country only. Nevertheless, it generally worked well for generating successful searches in this
case.

28. The specific URLs are https://twitter.com/search?f=users&q=Sergio+Coronado+Insoumise and https://
www.facebook.com/search/top/?q=Sergio+Coronado+Insoumise.

29. Candidate and party names in Greece and Cyprus, which use Greek script, and Bulgaria, which uses Cyrillic
script, had to be transliterated to the Latin script to generate these search queries. 1 used standard systems for
romanizing and latinizing these names in both cases. I employed two research assistants who are native speakers
of the respective language to run these queries and select the results.
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Implementation

The collection process was implemented in the way described in section 16.2. 1 started col-
lecting lists of candidates in April 2019, beginning with the most populated countries that
had some data available at the time, such as France and Germany. However, due to the rules
of European Parliament elections—electoral lists only have to be officially published four
weeks in advance—this only worked for a few countries, and even then, 1 had to resort to
party websites or newspaper articles. Instead of continuing to work with different unofficial
sources, | decided to prepare country-level data for the collection of individual social media
accounts based on the few lists 1 was able to retrieve. Collating the lists resumed towards the
end of April and was mostly finished in early May. Simultaneously, three research assistants
and I started to go through the candidate lists and used the online searches 1 had set up to
look for social media accounts.

The protocol of checking twice as many candidates as the projected vote share of a party
was followed in most countries. However, there were a few countries where the social me-
dia accounts of all candidates from a selected party were collected. These exceptions in-
clude Ireland and Malta, which use a single transferable vote system, and the selection rule
for candidates based on projected party vote shares is impossible. Four additional countries
were fully checked because time allowed it. Finally, in the United Kingdom, which had not
planned to run the election because it had expected to leave the EU beforehand, and where
new parties and ad-hoc electoral districts made it impossible to select candidates based on

projected vote share, the social media accounts of all candidates were collected.

16.3 Adding External Data

Additional data was added after the collection of social media accounts was finished. While
the ballot paper notes the gender of a candidate in certain countries, it could not be collected
from election lists for most candidates. Additional gender information was added through
the Gender API online service.*® This service allows the inclusion of a country parameter

to give a hint about given names, which might differ in the likelihood of being male or fe-

30. https://gender-api.com

61



male based on the language and country. The names of all candidates were submitted to the
service, which returns the classified gender and the likelihood the model assigned to its de-
cision.*! There were some candidates whose names were classified with a very low predicted
accuracy. These are added to the data as “n/a”.

Party-related information was added from the ParlGov project (Doring et al. 2020), whose
identifiers are used to identify parties. For election lists comprising several parties, the lists
were attributed to the main party or the party with the highest national vote share. Almost all
parties in the dataset have a corresponding ParlGov identifier, apart from small parties and
new parties, which are not (yet) covered. This identifier was then used to add information
about party positions—for example, general left-right and support for EU integration—and
party performance in national elections—for example, the vote share and whether a party
is in the cabinet. At the same time, the data on party positions, which in ParlGov is based
on the 2010 version of the Chapel Hill Expert Survey, was updated with the latest data from
2019 (Jolly et al. 2022).

Incumbents, as well as candidates elected in the 2019 elections, were matched with their
unique identifier on the website of the European Parliament.*? It was subsequently used to
scrape the EuroParl website and retrieve the candidates’ history of service in the European
Parliament. Although not done in this case, these identifiers also allow the merging of addi-
tional data, such as the committee history or legislative activity.

Finally, the dataset also contains country-level data. Firstly, there is information about
social media and internet usage from the Eurobarometer survey (European Commission,
Brussels 2019). Specifically, questions QE3_5 and QE3_6 in the survey ask participants how
often they use the internet and online social networks, respectively, on a 6-point scale from
“Everyday / Almost everyday” to “Never”. Two variables are created from each variable indic-
ating the share of respondents per country who answered the highest possible usage, “Every-
day / Almost everyday”, and the two highest categories, “Two or three times a week” or more.

Figures 22 and 23 in the appendix compare the two variables in the Eurobarometer survey

31. Checking the classifier’s output against candidates for whom the “true” gender is available shows that the
Gender APl model is highly accurate.

32. For example, the identifier of Manfred Weber from Germany is 28229. It uniquely identifies him on the
website: https://www.europarl.europa.eu/meps/en/28229/MANFRED_WEBER/home.
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and the four resulting variables in the dataset. Secondly, the data also contains election out-
comes at the country level. Specifically, the number of eligible voters and how many valid

votes were cast.

16.4 Validation

To guard against potentially missing candidates by selecting them based on their position
on the ballot paper, | randomly sampled 2-3 parties in each country and collected inform-
ation on all the candidates on the list. Random sampling ensures that a range of different
parties are represented in the validation sample, at the expense of potentially sampling very
small parties. The validation sample also includes countries where every candidate on every
list was checked. This includes countries using STV, such as Ireland, countries with ad-hoc
constituencies, such as the UK, and a few additional countries in which RAs had additional
capacity, such as Greece. Table 30 in the Appendix shows an overview of how many parties
were fully collected.

This data can be used to validate the collection procedure of the dataset itself. Specific-
ally, I can look at the completely collected parties and compare how many candidates have
accounts among those candidates who would have been collected in any case and the candid-
ates which were only checked due to the complete collection. The result gives an indication
of how many accounts 1 would have found if I had checked every candidate for every party.
The Social Democrats in Sweden were, for example, randomly selected for complete checks.
Opinion polls predicted that the Social Democrats would win five out of 21 seats. Checking
twice as many candidates would have found that 100% have a Facebook and 90% have a Twit-
ter account. Among the 11 candidates further down the list, only 18% have a Facebook and
9% have a Twitter account. In the case of this party, the validation data shows that almost all
accounts were collected following the procedure and only a few accounts would have been

missed.
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17 Applications

To show the usefulness of the dataset for studying substantive research questions, I show
descriptive evidence about the adoption of social media, and I re-estimate a model about
the adoption of Twitter during the 2014 European Parliament elections. Finally, 1 describe

additional research areas in which this dataset could be useful.

17.1 Descriptive Overview

Table 6 provides a descriptive overview of the collected data. The first two columns show
how many parties and candidates were selected for collection. The next two columns show
how many candidates have Twitter or Facebook accounts, respectively. Of the 3,862 candid-
ates who were selected for collection, 2,368 have a Twitter account, and 2,626 have a Face-
book page. This overall comparison obscures the fact that there is considerable variation
between countries. On one side are countries such as the United Kingdom, France, Spain
and the Netherlands, where candidates more often have a Twitter account than a Facebook
page. The United Kingdom is a particularly extreme case with more than 80% of the can-
didates using Twitter compared to only 16% adopting Facebook. On the other side of the
spectrum are countries such as Czechia, Romania and Bulgaria, where Facebook is almost
universally adopted, while fewer candidates use Twitter. Most countries fall between these
two extreme groups with a pattern of moderate adoption rates for both social networking
sites but almost always more Facebook than Twitter accounts. Looking only at the extreme
examples might suggest that the use of Twitter over Facebook, and vice versa, stems from
a divide between Western and Eastern European countries. However, this is only a superfi-
cial pattern. Some large countries in Western Europe, for example, Germany or Italy, have
candidates who prefer Facebook over Twitter.

A descriptive analysis could, for example, explore the consistency of one of the results in
chapter 1V which shows that different party families adopt Twitter differently in Switzerland.
Extending this analysis to the 2019 European Parliament elections and including Facebook
accounts in Figure 8 does not show a clear pattern of adoption of one social media platform

over the other. Only the candidates of green/ecologist parties have more Twitter than Face-
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Table 6: Overview of collected data.

Accounts
Country Parties Candidates Twitter  Facebook
Austria 7 124 43 86
Belgium 12 118 76 89
Bulgaria 7 74 27 61
Croatia 6 40 21 38
Cyprus 5 30 13 20
Czechia 8 158 62 129
Denmark 7 100 63 85
Estonia 5 32 20 29
Finland 7 70 55 61
France 8 343 281 218
Germany 7 250 143 180
Greece 6 233 95 154
Hungary 5 54 21 41
Ireland 14 59 45 38
Italy 4 295 188 255
Latvia 9 54 43 54
Lithuania 8 60 23 63
Luxembourg 6 24 15 23
Malta 2 24 20 23
Netherlands 10 86 68 42
Poland 9 458 261 378
Portugal 7 75 30 50
Romania 7 137 41 122
Slovakia 10 70 27 63
Slovenia 7 26 21 22
Spain 9 180 125 100
Sweden 8 144 929 113
United Kingdom 24 544 442 89
Total 2242 3862 2368 2626

4 This number is larger than the number of selected parties in table 5 because
it includes 26 parties in STV countries (Ireland, Malta and the Northern
Ireland constituency in the UK).
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book accounts. Christian Democrat and right-wing party candidates prefer Facebook over
Twitter. All other party families do not have a clear preference, with an adoption pattern

reflecting the overall number of slightly fewer Twitter accounts.

Account
. Twitter
Facebook
200-

0-

Number of accounts

=

CommunistSocialist Green/Ecologist Sacial dem; Christian democracy Conservaive  Rightwing  Agrarian Special issue

Party family

Figure 8: Twitter and Facebook accounts by party family.

17.2 Re-analysis of Nulty et al. (2016)

Another potential application of this dataset is the re-analysis of findings from earlier EP
elections. Such analyses can go beyond robustness checks of previous research to inform the
formation of new hypotheses which incorporate several election cycles. As an example, 1 re-
analysed a mixed-effects logistic regression model of Twitter adoption during the 2014 EP
elections by Nulty et al. (20106, Table 2) and extended it to Facebook accounts. The specifica-
tion is not supposed to answer a specific research question, nor does it exactly replicate the
model in Nulty et al. (2016), but it shows how substantive hypotheses can be tested with this
dataset.

At the country level, the model includes internet usage, which is readily available in the
dataset from Eurobarometer data. At the party level, there are two variables of a party’s per-
formance at the domestic level, specifically whether a party is in government and its vote
share in the latest national election cycle. The other party-level variables capture policy po-
sitions based on the (general) left-right and liberty-authority (also called Green/Alternative/

Libertarian vs. Traditionalist/Authoritarian/Nationalist) scales and attitudes towards the EU.
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As described above, the dataset includes these variables by building on existing data from
ParlGov (Doring et al. 2020) on parties’ domestic performance, as well as data from the 2019
Chapel Hill Expert Survey (Jolly et al. 2022) on policy positions.

Turning to the candidate level, the model includes incumbency and the candidate’s gender.
In addition to the indicator variable for incumbents, the EuroParl identifier could be used
to add more information about an incumbent’s tenure in the European Parliament, such
as policy positions from roll call votes or speeches (e.g. Poole and Rosenthal 1985; Lauder-
dale and Herzog 2016). Finally, 1 add the (log of the) position on the ballot paper as a new
variable—which does not feature in the work by Nulty et al. (2016)—as a potential proxy
variable for the likelihood of being elected independent of how many seats the party wins.

The results for Twitter accounts in Table 7 are broadly similar to the results in Nulty et
al. (20106). All explanatory variables, except whether a party is part of the governing coalition
at the national level, are significant at standard levels. An increase in internet usage by one
percentage point is associated with 6.2% higher odds of having a Twitter account, which is
substantively the same result as in Nulty et al. (2016). National party vote share is significant,
but the effect size is almost negligible. The coefficients for party ideological positions show
significant effects of moderate size. While the positions towards liberty/authority and EU in-
tegration are in the same direction as in Nulty et al. (20106), the general left-right coefficient
is positive.*® Regarding individual-level variables, the effects of incumbency and list position
are significant and large. Incumbents have 4.5 times higher odds of using Twitter compared
to non-incumbents, while a one-unit increase on the log scale of the list position, for ex-
ample, a change from second to sixth position, is associated with 55% lower odds of having
a Twitter account. Finally, male candidates more often use Twitter than female candidates.

The adoption of Facebook follows a completely different pattern. The only significant
effects are party position towards the EU, incumbency and position on the list. The sub-
stantive size of these effects is largely comparable to the corresponding effect size in the

Twitter model. The parameter estimate for internet usage is not longer significant, which is

33. However, this coefficient captures the (general) left/right effect after accounting for liberty/authority and
EU positions. Suppose the left/right scale represents a combination of an economic dimension (state vs. market)
and a social dimension (liberty vs. authority). In that case, the remaining variation in the left/right variable might
be closer to the economic dimension which could explain this particular result.
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Table 7: Mixed-Effects Logistic Regression Model for having a Twitter/Facebook account.

Twitter Facebook
(Intercept) 1.51%** 2.22%*
(0.36) (0.48)
Internet Usage (%)? 0.06*** —0.01
(0.01) (0.02)
Party in Government —0.27 0.03
(0.18) (0.26)
Vote Share 0.02* 0.01
(0.01) (0.01)
Left-Right 0.09* 0.05
(0.05) (0.07)
Liberty-Authority —0.17** —0.12
(0.05) (0.08)
Anti-Pro EU 0.10** 0.12**
(0.03) (0.04)
Incumbent 1.51%** 1.49***
(0.19) (0.21)
Gender: Male 0.17* 0.18
(0.09) (0.09)
log(List Position) —0.82%* —0.59***
(0.07) (0.08)
Random Effects (Variance):
Country (Intercept) 0.59 0.99
Party (Intercept) 0.32 0.87
Candidates 3365 3365
Parties 177 177
Countries 28 28
AIC 3644.98 3172.70
BIC 3718.44 3246.15
Log Likelihood —1810.49 —1574.35

**p < 0.001; **p < 0.01; *p < 0.05
a4 Centred at the grand mean.
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a surprising result because internet usage has consistently been found to be associated with
the adoption of social media tools (e.g. Nulty et al. 2016). However, the descriptive over-
view above already hinted at that. Table 6 shows that the number of Facebook accounts is
consistently higher in most countries, apart from a few outliers.

While this re-analysis does not answer a substantive research question in itself, it shows
how the dataset introduced in this paper can be used to study social media adoption in gen-
eral. The juxtaposition of Twitter and Facebook is especially interesting and can shed light on
differences between the two platforms. Such comparisons are only possible because accounts

from both social networking sites were collected following the exact same methodology.

17.3 Further Applications

The 2019 European Parliament elections have been a fruitful ground for studying populism
and populist language, often within social media communication (e.g. Alonso-Mufioz and
Casero-Ripollés 2020; Fenoll 2022; Klinger et al. 2022; Carral et al. 2023). Many studies ex-
amine party accounts, only focus on a single or a few European countries, and use either
Twitter or Facebook, or a combination thereof. Extending these studies beyond the limits of
a given context can generate valuable insights regarding the generalisability of their findings
and open up new dimensions. For example, analysing the messages of candidates in addition
to party messages could shed light on whether candidates try to moderate extreme, populist

language at the party level or whether they reinforce it.

18 Conclusion

This paper introduces a comprehensive dataset of candidates’ social media accounts during
the 2019 European Parliament elections and documents the data collection process. Starting
from a complete list of all 15,540 candidates from 560 parties in 28 European countries, 1
selected 3,862 candidates from 198 parties for collection. Each candidate was checked and
their Twitter and/or Facebook account collected, creating a dataset of 2,368 Twitter and
2,626 Facebook accounts. The dataset was expanded with additional information such as

gender, party-level data, incumbency status, internet use and vote counts.
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I show the usefulness of the dataset for substantive research with a descriptive over-
view of social media adoption patterns, followed by a mixed-effects logistic regression model
which re-estimates a model by Nulty et al. (2016) based on data from the 2014 European Par-
liament elections. This re-analysis largely confirms earlier findings for Twitter accounts and
reveals interesting patterns for Facebook accounts, which underlines the need for a compre-
hensive dataset to understand the phenomenon of social media adoption. Finally, 1 describe
other research areas in which the dataset could be used to tackle new research questions and

to make existing analyses more robust.
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Chapter VI
(Paper 4) Cultivating Personal Votes on
Social Networking Sites: An Analysis of

the 2019 European Parliament elections

Abstract

Social networking sites, such as Facebook and Twitter, tend to be where citizens get
news updates and information about political parties and candidates. Therefore, these
sites have become an essential strategic communication instrument for parties and elec-
tion campaigns to spread information and mobilise potential voters. Previous theoret-
ical and empirical work suggests that candidates’ campaign strategies are influenced by
the electoral rules by which they compete because these rules incentivise either seek-
ing personal votes or votes for the party. Consequently, there should be a connection
between the electoral rules and the messaging behaviour of political candidates on social
networking sites. This paper moves beyond analysing the frequency of campaign mes-
sages on social networking sites to consider their style. Using Twitter messages during
the 2019 European Parliament elections, a state-of-the-art multilingual classification
algorithm based on recent innovations in large language models classified tweets into
engaging and broadcasting styles. Findings show that electoral system incentives do not
influence the frequency of tweets. However, they relate to messaging style in that sys-
tems favouring personal vote-seeking are associated with more engaging tweets. These
results hold in the subset of English, French and German language tweets, which the
classifier is trained on, but do not generalise to a multilingual analysis. Future work is
needed to establish whether this is due to poor classifier performance in the multilingual

setting or genuine differences in the underlying data.
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19 Introduction

Social networking sites—Facebook and Twitter in particular—have become important stra-
tegic tools for political campaigning. Their reasonably widespread adoption by citizens and
candidates in recent years has not only made campaign strategists place increasing import-
ance on these tools (Kreiss et al. 2017), but has also allowed researchers to study how they
are used for strategic communication (Norris 2000; Chadwick 2017). The comparatively easy
access to campaign messages posted on social networking sites, and their canonical format,
enables researchers to conduct large-scale comparative studies of strategic communication
during election campaigns using behavioural data (Jungherr and Theocharis 2017). This al-
lows researchers to test theories about the determinants of strategic communication by dir-
ectly observing and analysing communication patterns.

In this project, 1 used social networking sites to test how electoral rules shape candidates’
incentives (Shugart 2005), especially the incentive to campaign for either candidate or party
votes (Carey and Shugart 1995). This follows recent empirical work by Obholzer and Daniel
(2016), who show that candidates in electoral systems with higher incentives for personal
votes post more messages on Twitter. 1 expand on this research by not only considering the

volume but also the content—specifically the messaging style—of messages.

20 Literature Review

20.1 Election Campaigns and Social Networking Sites

The use of social networking sites in general, and Twitter in particular, during election
campaigns has been investigated using a multitude of theoretical and methodological ap-
proaches, even though such services have only recently become widely used (Jungherr 2015;
Boulianne 2015). While much of the literature on campaigning on Twitter is focussed on
national or sub-national elections (Jungherr 2015), European Parliament elections have also
been widely researched. Nulty et al. (2016) provide a comprehensive overview of candidates’
use of Twitter during the 2014 European elections, which includes analyses of which can-

didates adopted Twitter, how often they posted messages, what they talked about, and the
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emotional tone of their messages. Sandberg and Ohberg (2017) focus on gender differences in
the adoption, use and assessment of usefulness of Twitter by Swedish candidates in the 2014
European Parliament elections. Theocharis et al. (2016) show that politicians using Twitter
primarily for the purpose of broadcasting messages during the 2014 European Parliament
election campaign can be attributed, in part, to having been subjected to uncivil reactions
from citizens.

Despite its popularity as an object of study, as well as the important role ascribed to
it by campaign professionals (Kreiss et al. 2017; Klinger and Russmann 2017), there is very
little causally identified research on the effect of Twitter messages on electorally relevant
outcomes (Boulianne 2015, 534). Lee (2013) found that, compared to watching a TV debate,
Twitter messages provide a higher level of intimacy and, through this, a favourable view of
the candidate but only for participants with a high need for cognition. For participants with
a low need for cognition, the opposite is true. Those participants ascribe a higher level of
intimacy, and thereby positive evaluations of the candidate, to TV debates. The second ex-
ception is Kobayashi and Ichifuji (2015), who encouraged participants to follow a Japanese
gubernatorial candidate. They found that exposure to the candidate’s tweets increased pos-
itive feelings towards the candidate but had no significant effect on participants’ knowledge
of the candidate’s position on issues, evaluation of the candidate’s personal traits, or voting
behaviour. As excellently discussed and further investigated in a laboratory experiment, the
findings are inconclusive partly due to problems involved in measuring compliance with the
experimental protocol, specifically whether participants actually read the candidate’s tweets

(Kobayashi and Ichifuji 2015, 585-588).

20.2 Election campaigns and personal votes

Over the last 30 years, comparative election systems research, which is the study of how
electoral rules shape the incentives of politicians and voters and thereby policy outcomes,
has turned into a mature, well-established subfield of political science (Shugart 2005). Elect-
oral systems have been shown to affect the incentives of parties through the distribution
of votes (Taagepera and Shugart 1989; Gallagher and Mitchell 2005). European Parliament

elections have been an especially fruitful research object, with empirical studies looking at
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politician-voter interactions mediated by the electoral system (Bowler and Farrell 1993; Su-
dulich et al. 2013). An especially interesting branch of comparative election systems research
focuses on the link between electoral rules and candidate incentives (Carey and Shugart 1995;
Shugart 2005). 1t posits that candidates have different incentives to solicit either personal or
party votes depending on the institutional setting defined by the voting system and the dis-
trict size. Candidates in systems that allow preferential voting, such as single-transferable
vote or open-list proportional representation, have a stronger incentive to campaign for
personal votes the larger the size of the district (Carey and Shugart 1995; Shugart 2005).
For candidates competing in systems without preferential voting, such as closed-list pro-
portional representation, larger district sizes actually decrease the incentive to campaign for
personal votes (Carey and Shugart 1995; Shugart 2005). This theoretical link has been em-
pirically studied several times in the context of European Parliament elections (Bowler and
Farrell 1993, 2011). One of the most recent contributions to this question, by Obholzer and
Daniel (2016), examines whether there are electoral system determinants of political cam-
paigning on the social media platform, Twitter. They found that electoral systems were re-
lated to the message frequency of political candidates during the 2014 European Parliament

elections.

20.3 Research question

The preceding discussion of the literature—especially previous research on the connection
between electoral rules and campaign activities in general (Carey and Shugart 1995; Shugart
2005; Bowler and Farrell 2011) and specifically on social media (Obholzer and Daniel 2016)—

led me adopt the following research question for this project:

RQ Can the incentive to cultivate a personal vote from the electoral system explain the fre-

quency and content of candidates’ social network use during election campaigns?

21 Case selection

lused the 2019 European Parliament elections to investigate the research question. European

Parliament elections are generally considered second-order elections in which voters mainly
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reward or punish national political parties for their performance on national political issues
(Reif and Schmitt 1980; Hobolt and Wittrock 2011; Hix and Marsh 2011) or use the oppor-
tunity of a “low-key” election for protest or extreme voting (Hix and Marsh 2007; Hobolt
and Spoon 2012). This evidence suggests that European Parliament elections are qualitat-
ively different from national and sub-national elections. At the same time, it stands to reason
that “elections - even second-order ones - may not matter to voters, but they surely matter
to candidates” (Farrell and Scully 2005, 672). This makes the study of candidate behaviour
and campaign styles during European Parliament elections a worthwhile object of study to
increase scientific knowledge about campaigning and its determinates.

The main advantage of using the European Parliament elections is that, although they
are held under rules defined by each country individually, there are certain restrictions man-
dated by European Union law. The restrictions in terms of electoral rules were introduced in
2002 and mandate the election to be “on the basis of proportional representation, using the
list system or the single transferable vote” (2002/772/EC, Euratom; Art. 1). This still allows
variation in the type of proportional representation and the size of electoral districts, which
leads to a range of actual implementations in different EU member states (Farrell and Scully
2005). According to the work of Carey and Shugart (1995) and Shugart (2005), those differ-
ent rules imply different incentives for individual candidates to cultivate personal votes. As
depicted in Figure 9, larger district sizes lead to stronger incentives to cultivate a personal
vote in open-list proportional representation, whereas larger district sizes have the opposite
effect of reducing incentives for personal votes in closed-list systems.

At the same time, the mandated proportional representation system limits the variance
in the explanatory variable. However, 1 argue that the advantage of having parallel elections
for the same political arena in a set of, at least globally speaking, broadly similar countries
with a common set of laws and regulations at the EU level makes comparison between the
selected countries more believable. This point is especially important because the identific-
ation of the causal effect of the electoral system on the outcome depends on the selection-
on-observables assumption at the country level, as discussed in more detail below. That is,
the model has to account for all country-level differences in the outcome variables. This is

much more likely, a priori, and can be achieved with the inclusion of fewer control variables,
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Figure 9: The effect of district magnitude on incentives to cultivate a personal vote according
to Carey and Shugart (1995, 431) and Shugart (2005, 47).

a posteriori, if the countries in the sample are more similar.

21.1 Hypotheses

The first hypothesis is one of the hypotheses of Obholzer and Daniel (2016) and Daniel and
Obholzer (2020). In their analysis of the 2014 European Parliament elections, they found
support for this hypothesis, while their analysis of the 2019 European Parliament elections

shows mixed results with no clear pattern. Both analyses focus only on incumbents.

H; Candidates in electoral contexts with stronger incentives for personalised campaigns
use social networking sites more frequently than candidates in less personalised cam-

paigns.

The first hypothesis rests either on the assumption that candidates in party-centered
electoral systems have less incentive to campaign in general, or on the assumption that social
networking sites are especially used for, and successful in, soliciting personal votes. There
is limited evidence from laboratory experiments, which supports the former conjecture but
also shows that this connection is mediated by the personal attributes of voters (Lee 2013;
Lee and Oh 2013). There might be differences not (only) in how intensively candidates cam-
paign, but also how they structure their messages. An engaging, interactive campaign style

is often associated with a more personal connection between the candidate and potential
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voters (e.g. Stromer-Galley 2014; Hemsley et al. 2018). The second hypothesis investigates

this potential link.

H, Candidates in electoral contexts with stronger incentives for personalised campaigns
send more engaging messages (in contrast to broadcasting) than candidates in less per-

sonal campaigns.

22 Data

Data was collected from the 2,368 Twitter accounts described in Chapter V1. Tweets were
collected by regularly querying the Twitter AP1.3* The database contains around four million
tweets, but only about 500,000 fall into the eight-week campaign period before the elections.

Table 8 contains an overview of all data at the country level.

22.1 Outcome Variables

1 constructed two outcome variables from the gathered campaign messages, one for each
tested hypothesis. The first hypothesis posits differences between electoral systems in the
number of campaign messages sent on social networking sites. This outcome variable is read-
ily available from the collected tweets. As each message is associated with the date when it
was sent, it was possible to aggregate the messages into different periods of the campaign,
specifically splitting the campaign into a “long” and a “short” campaign in line with Obholzer
and Daniel (2016) and Daniel and Obholzer (2020).

The outcome variable for the second hypothesis—engaging vs. broadcasting communic-
ation style—is based on the classification of candidates’ messages into the following seven

categories developed by Golbeck et al. (2010) and Hemphill et al. (2013):

1. Narrating: Narration of the whereabouts of candidates
2. Messaging: Sending messages to other users, or engaging in conversations with them
3. Requesting action: Asking the public to do something for the candidate

4. Thanking: Thanking the public for their support

34. At the time of data collection, the APl endpoint GET statuses/users_timeline allowed unfiltered access
to the last 3,200 messages sent by a given Twitter account.
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Table 8: Number of Accounts and Tweets at the Country-Level.

Country Accounts Tweets (8 weeks) Tweets (4 weeks)
Austria 43 4877 2967
Belgium 76 9783 5373
Bulgaria 27 408 222
Croatia 21 1677 896
Cyprus 13 343 162
Czechia 62 3167 1808
Denmark 63 6182 3376
Estonia 20 963 517
Finland 55 5972 3263
France 281 97601 54160
Germany 143 16447 9800
Greece 95 9863 4925
Hungary 21 460 216
Ireland 45 25021 16288
Italy 188 21259 13423
Latvia 43 4329 2302
Lithuania 23 116 35
Luxembourg 15 528 323
Malta 20 2192 1147
Netherlands 68 10722 7099
Poland 261 63556 35121
Portugal 30 4183 2615
Romania 41 969 387
Slovakia 27 153 81
Slovenia 21 5202 2912
Spain 125 62769 37130
Sweden 99 13278 7552
United Kingdom 442 199905 127762
Total 2368 571925 341862
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5. Positioning: Statements about candidates’ policy positions
6. Directing to information: Sharing external sources of information

7. Unrelated/other: No relation to the elections or no category applies

Categories 1-4 count as engaging, personal messaging styles, whereas categories 5 and 6 are
indicators of a broadcasting, general style.

The large number of tweets (see table 8) rendered manual annotation unfeasible; there-
fore, a state-of-the-art supervised classification model was used to generalise an initial sample
of hand-annotated messages to the full selection of candidates’ messages (Hastie et al. 2009,
ch. 2; Hopkins and King 2010). This approach is very common in the machine-learning lit-
erature (e.g. Burger et al. 2011; Culotta et al. 2015), and it is also frequently employed in
large-scale classification tasks in political science (e.g. Boulus and Dowding 2014; Peterson
and Spirling 2018). An additional problem was that the messages were authored in many dif-
ferent languages. The overview in Table 9 shows that tweets were almost always authored in
an official language of a particular country.* For non-English speaking countries, English-
language tweets only make up a small fraction of all tweets, which is in line with similar find-
ings during the 2014 EP elections (Nulty et al. 2016, 432). Focusing only on English tweets
would, therefore, be misleading.

Large language models, such as the one powering the well-known chatbot, ChatGPT, or
the more widely available BERT (Devlin et al. 2019), can solve both problems. Similar to word
embeddings, e.g. word2vec (Mikolov et al. 2013) or GloVe (Pennington et al. 2014), large lan-
guage models learn generic representations of words in high-dimensional space from huge
corpora. This pre-training step forms the basis of the model, which can then be adapted to the
specific classification task at hand in the fine-tuning step. Thus, it is possible to take advant-
age of general patterns while still creating a domain-specific model. There are multilingual
BERT models (e.g. Conneau et al. 2019) and models pre-trained on tweets in English (e.g.
Nguyen et al. 2020), which could have been used here, but they only address one of the two
problems. Zhang et al. (2022) describe the recent addition of the TWHIN-BERT model. This

BERT-based model was trained on over seven billion tweets in 100 different languages. In ad-

35. Language identification is based on a pre-trained fastText model (Joulin, Grave, Bojanowski and Mikolov
2016; Joulin, Grave, Bojanowski, Douze et al. 2016).
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Table 9: Distribution of languages of original tweets (without retweets and quoted tweets)
based on an eight-week-long campaign.

Language (%)
Country Accounts Official English Other Tweets
Austria 43 87% 6% 7% 1870
Belgium 76 65% 25% 10% 4025
Bulgaria 27 41% 38%  21% 340
Croatia 21 65% 4%  31% 951
Cyprus 13 98% 1% 1% 162
Czechia 62 87% 7% 6% 2349
Denmark 63 85% 6% 9% 3134
Estonia 20 72% 21% 7% 492
Finland 55 90% 4% 6% 3222
France 281 95% 1% 4% 27297
Germany 143 84% 9% 7% 7111
Greece 95 88% 1% 11% 6899
Hungary 21 45% 47% 8% 341
Ireland 45 94% — 6% 9932
Italy 188 95% 1% 4% 14199
Latvia 43 84% 10% 6% 1997
Lithuania 23 48% 43% 9% 103
Luxembourg 15 75% 13% 12% 246
Malta 20 66% — 34% 1125
Netherlands 68 78% 11% 11% 3868
Poland 261 92% 2% 6% 28162
Portugal 30 84% 4% 12% 2283
Romania 41 49% 13% 38% 774
Slovakia 27 55% 27% 18% 113
Slovenia 21 78% 4% 18% 1391
Spain 125 86% 2% 12% 13047
Sweden 929 88% 5% 7% 8086
United Kingdom 442 94% — 6% 71298
Total 2368 90% 3% 7% 214817
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dition to the tweet text, the authors also include information from the social interaction on
Twitter, for example, favourites, replies or retweets, which helps the model to learn patterns
that would be hard to detect from the text alone (Zhang et al. 2022).

To generate training data for the fine-tuning of the TWHIN-BERT-based classifier, 1 de-
cided to select languages that are spoken in more than one country. English was the first
selection because it is an official language in the UK, the Republic of Ireland and Malta. 1
then selected German, which is an official language in Germany, Austria and Belgium, and
one the commonly spoken languages in Luxembourg. Finally, 1 selected French, which is
spoken in France and Belgium and is also commonly spoken in Luxembourg. After randomly
selecting 1,200 English and German, and 400 French tweets, 1 used a combination of crowd-
coders (K. Benoit et al. 2016; Lehmann and Zobel 2018) and two research assistants to classify
the randomly selected tweets into one of the seven categories described at the beginning of
this section (see Section E.1in the Appendix for the codebook). The classification was imple-
mented as a survey on Qualtrics, while crowd-coders were recruited through Prolific.*® After
discarding tweets with low coder agreement, the training data contained 1,073, 916 and 386

tweets in English, German and French, respectively.

Table 10: Tweet Classification Model Overview.

Model EN/DE Model EN/DE/FR
Languages English, German English, German, French
Training samples 1989 2375
Train-test split 80/20 80/20
Training epoch 3 3
Learning rate 5x 1077 3x107°
(Weighted) Precision 0.827 0.816
(Weighted) Recall 0.771 0.696
(Weighted) F1 Score 0.764 0.748

To train the classification model, 1 first aggregated narrating, messaging, requesting ac-
tion and thanking into engaging and positioning and directing to information into broadcast-

ing, while keeping unrelated/other as is.*’ Then, 1 trained two classifiers: one using just the

36. https://www.prolific.com/; Tasks were advertised at £9/h, with effective compensation between £10.50
and £16.10.
37. The alternative strategy of training the classification model on all categories and aggregating afterwards
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English and German training data because most of the training data is in these languages,
and the other using all three languages to allow the classifier to learn to transfer between
several languages. The fine-tuning was based on the TWHIN-BERT base model described
above. This process can be adjusted by many parameters, but the most important are the
number of training epochs and the (initial) learning rate for the stochastic gradient descent
algorithm, specifically AdamW (Loshchilov and Hutter 2017). The training epochs parameter
controls how many passes the algorithm makes through the whole dataset, which roughly
corresponds to the number of “iterations”. The learning rate, or step size, controls how fast
the algorithm changes parameters. For fine-tuning BERT models, Devlin et al. (2019, 4183-
4184) recommend sensible values of 5 x 107°,3 x 10~® and 2 x 107 for the learning rate,
and 2, 3 and 4 for the number of epochs. A grid search on these parameters yielded the con-
figuration shown in Table 10 with the best models having a (class-weighted) F1 score of 0.764

for the English/German and 0.748 for the English/German/French model.

22.2 Explanatory and Control Variables

Following the theory of how different combinations of election rules and district magnitudes
can influence campaign style, I use variables directly corresponding to each concept. The
open list variable indicates whether the electoral system is closed or open list. In this con-
text, Single Transferable Vote systems are counted as open list systems. The second variable
measures the district size at the country level by averaging over the number of eligible voters
per district. There are two countries which required special processing. Firstly, Belgium does
not release statistics about overall voters at the level of the Dutch, French and German elect-
oral colleges (districts) for political reasons. Therefore, Belgium is counted as one big district
instead of the (actual) average over three smaller districts. Secondly, Germany nominally uses
states as electoral districts, but only the “union parties” CDU/CSU use lists at the state level.
All other parties use a single, national list; thus, Germany is counted as a single district.
Table 11 gives an overview of control variables which have been used in previous work (e.g.
Nulty et al. 2016; Obholzer and Daniel 2016; Daniel and Obholzer 2020; Bowler and Farrell

2011). The column Used shows which ones are included in the models estimated below. While

performed worse in this case.
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Table 11: Overview of explanatory and control variables used in previous research.

Level Variable Type Source? Used
Country Preferential voting Explanatory OD v
Avg. District Magnitude Explanatory OD v
Avg. Citizens Represented Explanatory OD v
Internet usage Control NA v
Social network usage Control OD
National Party Extreme (left-right) Control OD v
Extreme (GAL-TAN) Control OD v
Extreme (EU Integration) Control OD v
Seat Share (national) Control OD v
In Government (national) Control OD v
Candidate Gender Control OD,NA VvV
Age Control OD, NA
Incumbent Control OD,NA VvV
European Party Leader Control OD
EP Committee Leader Control OD
EP Spitzenkandidat Control OD v
EU position Control NA
Left-right position Control NA
List position safety Control OD
Twitter Followers Control OD v
Tweets Control — v

2 OD refers to Obholzer and Daniel (2016) and NA to Nulty et al. (2016).
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some candidate-level variables are not available for non-incumbents, the included variables
still follow best practice in the literature on the effects of electoral systems and on the use of

social networking sites in European Parliament elections.

23 Model Specification

The data has a multilevel structure. Messages on Twitter are authored by a candidate, who
is a member of a national party, which is again nested in a country. Both hypotheses posit
effects of the electoral system, defined separately in each country, on different outcome vari-
ables. The main explanatory variables are at the country level. Individual messages from
Twitter are at the lowest level. For hypothesis 1, those messages are aggregated by candid-
ate such that candidates become the lowest level while the outcome variable for the second
hypothesis is observed at the level of the message. Table 12 gives an overview of the model
specification. All models are specified with random intercepts at the country and party level,

and are estimated with the Ime4 package (Bates et al. 2015) in R.*®

Table 12: Multilevel model specification by hypothesis.

H1 HZ
Outcome Number of Messages Engaging/Broadcasting
Observation level Candidate Message
Measure Level Count Binary
Model Neg. Binom. Logistic

24 Results

Table 13 shows the results of testing the first hypothesis with four different specifications.
Separate models were estimated for the two- and one-month-long campaigns and a sample
comprising all candiates and a sample comprising incumbents only. The only consistently
significant effects are that the more tweets a candidate has written prior the election cam-

paign, the more tweets they will post during the campaign, and that incumbents send fewer

38. Additional packages: texreg (Leifeld 2013) and ggplot2 (Wickham 2016).
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Table 13: Mixed-Effects Negative Binomial Model for the Number of Tweets (Outcome)

based on all Tweets.

Two-month campaign

One-month campaign

All Candidates Incumbents  All Candidates Incumbents
(Intercept) 1.23** 0.36 0.89** —0.11
(0.24) (0.44) (0.27) (0.51)
Internet Usage? 0.01 0.01 0.02* 0.02
(0.01) (0.01) (0.01) (0.01)
Citizens 0.25 0.26* 0.32 0.37*
Represented® (0.14) (0.13) (0.16) (0.15)
Open List —0.55 —0.47 —0.56 —0.53
(0.42) (0.35) (0.50) (0.42)
District SizeP —0.14 —0.07 —-0.17 —0.11
(0.15) (0.12) (0.18) (0.14)
Open List x —-0.14 —0.82 —0.12 —1.08
District SizeP (0.73) (0.66) (0.88) (0.78)
In Government —-0.14 —0.19 —0.17* —0.23
(0.08) (0.13) (0.08) (0.14)
Vote Share —0.00 0.00 —0.00 0.00
(0.00) (0.01) (0.00) (0.01)
Left-Right 0.02 0.03 0.05 0.04
(0.02) (0.04) (0.03) (0.05)
GAL-TAN —0.02 —0.05 —0.04 —0.06
(0.03) (0.04) (0.03) (0.05)
Anti-Pro EU 0.01 —0.01 0.03 —0.00
(0.01) (0.03) (0.01) (0.03)
Gender: Male —0.09* -0.13 —0.10* —0.12
(0.04) (0.09) (0.05) (0.11)
EP Spitzenkandidat 0.46 0.27 0.51 0.40
(0.34) (0.35) (0.37) (0.40)
log(Followers) —0.01 —0.05 —0.00 —0.05
(0.02) (0.04) (0.02) (0.05)
log(Tweets) 0,547 0.66™** 0.49** 0.64**
(0.02) (0.05) (0.02) (0.06)
Incumbent —0.20** —0.17*
(0.06) (0.07)
Random Effects (Variance):
Country (Intercept) 0.19 0.08 0.29 0.13
Party (Intercept) 0.04 0.05 0.04 0.05
Candidates 1791 321 1791 321
Parties 163 102 163 102
Countries 28 28 28 28
Dispersion Parameter 1.37 1.77 1.12 1.29
AlIC 21145.44 3902.90 19414.37 3598.01
BIC 21249.76 3970.79 19518.69 3665.89
Log Likelihood —10553.72 —1933.45 —9688.19 —1781.00

***p < 0.001; **p < 0.01; *p < 0.05; 2 Centred at the overall (grand) mean; P Standardised.
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tweets than non-incumbents. Additionally, male candidates use Twitter less often than fe-
male candidates in the analysis using the sample of all candidates. Comparing this with the
adoption of Twitter accounts in Chapter VI (Table 7) suggests that while male candidates are
more likely to have a Twitter account, they use it less often to send tweets. Finally, the more
citizens a candidate represents, the more they tweet, but only for the incumbent sample.
However, also note that this variable is standardised.

These results do not support the first hypothesis. Electoral system incentives do not have
an influence on how often candidates use Twitter. While this contradicts findings from the
elections in 2014 (Obholzer and Daniel 2016), it is consistent with the re-analysis of the
2019 data by the same authors (Daniel and Obholzer 2020). The results from the incum-
bent sample in Table 13 are not directly comparable to the results of Daniel and Obholzer
(2020, Table 1) because they use a linear instead of a count model, and they include differ-
ent control variables. Limiting the sample to incumbents gives them access to additional
candidate-level control variables such as age and years of service in the EU Parliament. Des-
pite these differences in the specification of the model, Daniel and Obholzer (2020, 3) reach
the same conclusions that the electoral system incentives do work in the same way as they
did in 2014. As a robustness check, I also ran an alternative model based on original tweets
only, that is without retweets and quoted tweets. The results in Table 31 in the Appendix
lead to the same conclusions about the first hypothesis.

To test the second hypothesis, 1 estimated three models. Model 1 includes English and
German tweets with classifications from the EN/DE model, which was trained on English
and German tweets. Similarly, model 2 includes tweets in English, German and French with
output from the EN/DE/FR classification model. Predicting labels for tweets in the same lan-
guage(s) on which the classifier was trained is advantageous because the performance of the
classifier is known (see Table 10). Unfortunately, it limits the sample to English, German and
French tweets, only three out of the 24 official languages of the EU. To address this limita-
tion, 1 estimated a third statistical model using tweets in all languages based on the EN/DE/FR
classifier. I expect this classification model to perform best because it is based on three lan-
guages, which should make it easier to transfer the learning to the other 21 languages in

the sample. However, the actual performance is unknown because the hand-annotated data
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only exists for English, German and French. The results from the third model should con-
sequently be treated cautiously.

Table 14 shows the estimates of the three models testing the second hypothesis. The
results from the first two models are largely similar in significance and effect size. In both
models, higher internet usage is associated with more engaging tweets, and the more cit-
izens a candidate represents, the more they broadcast rather than engage. The key theor-
etical explanatory variables show a pattern that closely follows the theoretical expectations
in Figure 9. In the first model, increasing district size by one standard deviation is associ-
ated with a decrease in the odds of an engaging vs a broadcasting messaging style by 21.3%
in closed-list systems, whereas in open-list systems, the same change increases the odds of
more engaging messages by almost 400%. The latter effect remains significant in model 2,
while the former effect loses its significance, suggesting that district size has no effect for
candidates in closed-list systems when including French-language tweets.

While parties’ ideological positions towards the EU influence campaign style, candidates
from cabinet parties are associated with a more broadcasting style. Vote share has a signi-
ficant positive effect but with a very small effect size because vote share is measured as a
proportion between 0 and 1. At the candidate level, gender, incumbency and whether the
candidate is an EP Spitzenkandidat are significant. A consistent finding in all three models is
that female candidates adopt a more engaging message style compared to male candidates.
This result extends the research of Sandberg and Ohberg (2017), who found that female can-
didates place more importance on personal campaign activities than their male counterparts.
Incumbents also consistently send more broadcasting messages. Finally, Spitzenkandidaten
are associated with a less personal messaging style in models 1 and 2, but this effect is com-
pletely reversed in model 3.

Overall, the evidence for H, is mixed. The findings in models 1 and 2 lend support to
the hypothesis. However, these results are mostly confined to the countries where English,
German or French is an official language. Although the summary statistics show that tweets
from candidates in 27 or 28 countries are included in the models, the language distribution
in Table 9 makes it clear that the bulk of the data comes from a small set of countries, spe-

cifically the UK, Ireland, Germany, Austria, France, Belgium and Luxembourg. None of those
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Table 14: Mixed-Effects Logistic Regression Model for Engaging vs. Broadcasting Tweets.

Model 1 Model 2 Model 3
(Intercept) 1.38%** 2.35%** 0.95**
(0.38) (0.40) (0.31)
Internet Usage? 0.04*** 0.05%** 0.04***
(0.01) (0.01) (0.01)
Citizens —0.11* —0.16** 0.09
Represented® (0.05) (0.06) (0.15)
Open List 0.09 0.00 —0.70*
(0.27) (0.29) (0.31)
District SizeP —0.24* —0.18 —0.25
(0.10) (0.10) (0.18)
Open list x 1.61** 1.55** 0.57
District SizeP (0.51) (0.56) (0.47)
In Government —0.65"* —0.62** —0.13
(0.20) (0.21) (0.12)
Vote Share 0.02%** 0.02*** 0.02%**
(0.00) (0.00) (0.00)
Left-Right 0.09 0.04 0.11*
(0.07) (0.08) (0.04)
GAL-TAN —0.04 —0.05 —0.15**
(0.08) (0.08) (0.05)
Anti-Pro EU —0.09* —0.10* 0.04
(0.04) (0.04) (0.03)
Gender: Male —0.28%** —0.27%** —0.31%**
(0.03) (0.02) (0.02)
EP Spitzenkandidat —0.51** —0.36* 0.44***
(0.15) (0.16) (0.10)
log(Followers) 0.01 0.00 —0.07***
(0.01) (0.01) (0.01)
log(Tweets) 0.01 —0.07*** 0.07***
(0.01) (0.01) (0.01)
Incumbent —0.32%** —0.16*** —0.17***
(0.04) (0.03) (0.02)
Random Effects (Variance):
Party (Intercept) 1.09 1.31 0.69
Country (Intercept) 0.00 0.00 0.25
Language (Intercept) 0.31
Tweets 51046 69145 117070
Parties 139 139 157
Countries 27 28 28
Languages 2 3 24
AIC 43902.40 67192.05 125287.74
BIC 44061.52 67356.64 125471.48
Log Likelihood —21933.20 —33578.03 —62624.87

**p < 0.001; **p < 0.01; *p < 0.05; 2 Centred at the overall (grand) mean;

b Standardised.
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countries are in Eastern, Southern or Northern Europe, so these results might apply only in
Central Europe and the British Isles. In model 3, key explanatory variables are either insigni-
ficant or go in the wrong direction, as in the case of the coefficient for open lists. However,
the quality of these estimates depends on whether the classifier can extend training data
in three languages to 21 other languages. Given the limited training data in a multilingual
context, it is unknown how well the classifier generalises to other languages, especially those
outside of the Romance and Germanic language families, and languages not written in Latin

script.

25 Conclusion

This paper investigates whether electoral systems, specifically open/closed lists and district
size, influence how often and in what style candidates in the 2019 European Parliament elec-
tions use Twitter. The results show that electoral systems do not influence the frequency of
Twitter use. At the same time, these incentives have an influence on the campaign style—
engaging vs. broadcasting—for some countries and languages, but these effects do not ma-
terialise when including all official EU languages. However, other interesting patterns which
have an influence on campaign style emerge, for example with respect to gender differences.

One important limitation of these results is the unknown quality of the multilingual
classification of tweets into engaging and broadcasting. Therefore, it is impossible to know
whether the differences between the results for English, German and French and the multi-
lingual arise due to underlying patterns or simply because of low quality classifications. The
overall performance of the classifier, which is partly based on how good the training data is
and how much is available to learn from, is a limitation in itself, even in the absence of the
challenges of multilingual classification.

Future work could investigate engaging/broadcasting messaging styles on other social
media platforms such as Facebook and extend the analysis to additional contexts. The up-
coming 2024 European Parliament elections are an especially interesting case because not
all results transfer across election cycles, as Daniel and Obholzer (2020) show for the 2014

to 2019 period.
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Chapter VIII

Conclusion

This thesis comprises three research projects which examine election campaign strategies
from different angles. Chapter 11 shows that GOTV leaflets can affect the turnout of house-
holds beyond the one contacted. The presence and size of this effect depend on the com-
position of the targeted household and the neighbourhood. Contacted households mobilise
other households from the same party when the share or rival party supporter in the neigh-
bourhood is high. Rival party households, on the other hand, are most often mobilised in
mixed-partisan neighbourhoods.

Chapter 1V examines the performance of Swiss parties’ social media campaigns on Twit-
ter during the 2015 Federal election campaign. It uses the follower network as an indicator
of organisational cohesion and programmatic coherence based on Twitter message content.
The results suggest that the Social Democrats and smaller, newer parties have higher organ-
isational cohesion levels than the established, centrist and right-wing parties. Most parties
show comparable, low levels of programmatic coherence compared to the Social Democrats.

Chapter VI introduces a comprehensive dataset of candidates’ social media accounts in
the 2019 European Parliament elections. Checking 3,862 candidates for their social media
presence reveals 2,368 Twitter and 2,626 Facebook users. The discussion of potential applic-
ations of the dataset re-examines a model by Nulty et al. (2016) on the adoption of social
media accounts, and outlines further research areas that could benefit from this data.

Chapter VII examines whether election system incentives to seek personal votes or votes
for the party influence candidates’ social media use. The results for the number of tweets
show that none of the electoral system variables are significant. However, the electoral sys-
tem influences the messaging style. Using a multilingual classification model to detect engaging-
and broadcasting-style tweets shows that electoral systems favouring personal vote-seeking
are associated with more engaging tweets but only when authored in English, German or

French.
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A Chapter II: General Appendix

A.l Hypotheses

We pre-registered the following hypotheses:

H1 - one-sided hypothesis: Neighbourhood effects hypothesis : Subjects
living in non-experimental households in treated streets are more likely to turn

out than subjects living in non-experimental households in control streets.

H2: Partisan mobilisation hypothesis : The more politically heterogeneous

the street, the weaker the spillover effects between experimental and non-experimental

households.

H3: Partisan competition hypothesis : The more politically heterogeneous the

street, the stronger the spillover effects between experimental and non-experimental

households.

H4 - one-sided hypothesis: Neighbourhood effects hypothesis : The closer
the distance between non-experimental households and experimental house-
holds in treated streets, the more likely subjects living in non-experimental house-
holds are to turn out compared to non-experimental households living at the

same distance to experimental-households in control streets.

 HS: Partisan mobilisation hypothesis : The closer the distance between non-
experimental households and experimental households of the same partisan
identity in treated streets, the more likely subjects living in non-experimental
households are to turn out compared to non-experimental households living at

the same distance to experimental-households in control streets.

» HG: Partisan competition hypothesis : The closer the distance between non-
experimental households and experimental households of a rival partisan iden-
tity in treated streets, the more likely subjects living in non-experimental house-
holds are to turn out compared to non-experimental households living at the

same distance to experimental-households in control streets.
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A.2 Background on the Research Site

The partner for this project was the Labour party in a parliamentary constituency in a small
city located the southern part of England. We worked with its Member of Parliament and
campaign team. Even though the target elections for this experiment are for the larger European
Union constituency of South West of England with its seven MEPs, and a local district (city-
based) local government election, the Westminster constituency party is responsible for or-
ganising campaigning.

Although there has been a MP for the city since 1295, the current boundaries were last
changed in 2010. The constituency has 74,955 registered electors. The constituency covers
most of the urban area bar two electoral wards.

In the 2010 General Election, which was the one prior to the research taking place in
2014, Labour won the seat with 38.0 per cent of the vote, the Conservative Party came second
with 33.0 per cent, Liberal Democrats came third with 20.0 per cent, with the rest of the
vote share going to small parties, UKIP, BNP, Green and the Liberal Party. There are thirteen
wards within the constituency, nine of which were selected for the experiment (the most
Conservative supporting were excluded).

The local authority boundaries extend beyond the parliamentary constituency. It has 62
seats, which are elected in thirds each year, hence the need for a campaign in 2014. In May

2012, the Labour Party became the majority party on the local council.
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A.3 Link between inter- and intra- household mobilization

Party contact

Mixed partisan household Homogeneous partisan household

Opponent Supporter

Neighbour 2 Opponent Neighbour 1 Supporter

Figure 10: Link between inter- and intra- household mobilization.
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A.4 Treatment materials

CAN YOU AFFORD 10 YEARS OF
A TORY-RUN NHS?

Within 4 years in the cracks have begun to
show in the NHS. It is harder to see a GP,
nurse numbers have been cut and NHS
waiting lists are rocketing.
“NHS waiting times are at highest for six years with 2.8
million waiting for surgery or other hospital
procedures.”
— Daily Mail, 18 April 2014
* Your guarantee of a GP appointment
within 24 hours has been scrapped
* Thousands of nurses and NHS frontline
staff have been cut

On May 23rd vote Labour.

A vote for the Labour Party is a vote to safeguard and

restore the NHS.

CAN YOU AFFORD 10 YEARS OF
A TORY-RUN POLICE SERVICE?

Within 4 years in the cracks have begun to
show in the police services. Police numbers
have been cut, 999 response times have
gone by up, and action against serious
crimes is being cut.
“The number of police officers in England and Wales
fell by almost 3,500 last year to the lowest level in
more than a decade.”
— Daily Mail, 30 January 2014
* Some towns have lost their
neighbourhood police altogether.
* 999 response times have gone up so
people are waiting longer in an
emergency

On May 23rd vote Labour.

A vote for the Labour Party is a vote to safeguard and

restore the Policy Service.
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A.5 Distribution of party self-identifiers

Table 15: Share of party identifiers in experimental and non-experimental samples.

party id direct direct_prop indirect indirect_prop total
conservative 0628 0.07 896 0.06 1,524
labour 3,381 0.40 5,606 0.35 8,987
nonvoter 196 0.02 2,680 017 2,876
other 1,999 0.24 3,103 0.19 5,102
rivalparty 2,171 0.26 3,729 0.23 5,900
total 8,375 1.00 16,014 1.00 24,389

Share of rival partisan per street

400 —

300 —

200 —

Frequency

100 —
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proportion of rival partisans

Figure 12: Distribution of neighbours who support a rival party.
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A.6 Correlation between share of rival partisans on the same street and share of

rival partisans in the most proximate household
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Figure 13: Correlation between share of rival partisans on the same street and share of rival
partisans in the most proximate household (kernel smooth function).
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A.7 Attrition Check

To check whether individuals in treatment streets are more likely to attrite than individuals
in control streets, we estimate the f-statistic from regressing missingness in the outcome
variable on assignment to treatment or control streets. We then simulate assignment to
treatment and control 5,000 times under the sharp null hypothesis and compare the mean
of the f-statistics we obtain under the sharp null to the actual f-statistic from our random

assignment.
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a) Ri-test for differential attrition (p-value: 0.39)

Figure 14: Attrition figure.
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A.8 Balance check

Table 16: Balance table.

Control streets Treatment streets

Household size 2.26 2.22

Male 47.4% 46.3%
Voted 2013 35.6% 36.7%
Labour id 52.2% 55.8%
Rival Party id 38.7% 35.6%
Conservative id 9.1% 8.6%

Sampling distribution of the estimated f-statistic
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| | |
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|

50

o [ -“mmTﬂlmomhm o
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Estimated f-statistic

Ri-test for imbalance on pre-treatment covariates (p-value: 0.18)

Figure 15: Balance figure.

115



A.9 Robustness checks

0.1- A
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Marginal Effect of letter on turnout
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Moderator: share of rival party supporters on street

a) including non-identifiers (top) b) all party supporters (bottom)

Figure 16: Marginal effects of leaflet conditional on partisan composition of the neighbour-
hood - all subjects.
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Figure 17: Marginal effects of leaflet conditional on partisan composition of the closest
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Marginal Effect of letter on turnout
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a) all partisans (top) b) Labour supporters (middle row) c) Rival party supporters (bottom)

Figure 18: Marginal effects of leaflet conditional on partisan composition of the
neighbourhood—covariate-adjusted.
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Figure 19: Marginal effect of leaflet conditional on partisan composition of the neighbour-
hood - smooth estimate of the conditional spillover effects on the left; raw data and lowess
fit of outcome vs moderator for treated and control groups on the right.
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Figure 20: Marginal effects of leaflet conditional on partisan composition of closest house-
hold - covariate-adjusted.
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A.10 Other neighborhood-specific factors including dosage

Table 18: Regression of turnout on treatment assignment and partisanship of closest house-
hold.

All partisans Labour  Rival

Control turnout 0.388 0.417 0.363
(0.034)  (0.053) (0.039)
Leaflet 0.033 0.045 0.020
(0.033)  (0.048) (0.043)
Closest household mixed —0.099 —0.068 —0.150
(0.031)  (0.046) (0.045)
Closest household rival 0.012 0.023 —-0.014
(0.026)  (0.039) (0.036)
Closest household mixed x leaflet 0.107 0.043 0.200
(0.040)  (0.058) (0.057)
Closest household rival x leaflet —0.033 —0.050  0.007
(0.032)  (0.045) (0.048)
Num. obs. 10006 5497 4509
N cluster 615 615 615
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B Chapter Il: Data Appendix

B.1 Selection of the Spillover Sample

Large numbers of households were excluded from the experiment during the design phase.
On the one hand, there were legal considerations, such as individuals on no-contact lists.
On the other hand, some households had to be excluded for feasability considerations, i.e.
to ensure that the share of households could realistically be targeted within the campaign
budget. Those excluded households comprise the spillover sample.

The Labour Party implemented the experiment from our randomization and sample se-
lection rules. Our final selection of restrictions on the experimental sample is a carefully
checked combination of the restrictions as we designed them and as they were implemen-
ted by Labour. Table 19 contains an overview over the restrictions. It shows whether the re-
striction was implemented in our design code, in Labour’s implementation, and in the final
selection for the analysis. Those restrictions are discussed in more detail below.

The first two restrictions, exclude wards with no work going on and remove individuals
who moved or died, are elementary. Labour targeted only a selection of nine wards in the
constituency. Data from additional wards where no work was being implemented so they
were not part of the experiment are excluded at the start. A very small number of individu-
als in our data were marked as having moved or died before the experiment was implemen-
ted. Those individuals are not part of the experiment in any way. Individuals who fall under
either category are completely dropped from the data set at the very beginning because they
are not relevant to the present experiment. Therefore, they are not part of the analysis and
replication materials.

The three following restrictions split the sample into individuals who were directly tar-
geted in the experiment and individuals who were not directly targeted. Individuals who are
on no contact lists or were missing phone contact information were not part of the exper-
iment because the original experimental design included a telephone survey as one of the
outcomes. Therefore, individuals who could not be contacted for legal or practical reasons
were not part of the experiment. In a similar vein, postal voters were also excluded from

being targeted in the experiment. Finally, individuals with certain pre-treatment partisan-
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ship identifications were systematically excluded from the experiment. This was necessary
because limitations in campaign funds. Therefore, individuals with a range of pre-treatment
party identifications were systematically excluded such that Labour was able to target voters
who they identified as more likely Labour supporters. Table 20 gives an overview over the
number of individuals who were excluded from the experiment for each of the three restric-

tions.

Table 20: Summary of Restrictions and Final Sample at the Individual Level.

Yes No
Do not contact? 31,810 13,705
Postal voter? 8,564 36,951

Partisanhip restriction? 19,263 26,252
Indirect Direct

Individual sample 37534 7981

These three restrictions split the sample into individuals who were part of the experi-
ment, i.e. directly targeted, and other who were only indirectly part of the experiment. While
the restrictions are defined and implemented on the individual level, the actual level of treat-
ment distribution is the household. Therefore, certain individuals who would not have been
part of the experiment were directly targeted as well because at least one other member in
the same households was targeted. They were thus exposed to the leaflet (or the control con-
dition) because at least one household member was part of the experiment. The individual-
level variable denoting the experiment sample has, therefore, to be expanded to account for
this detail. Table 21 contains the number of individuals in each sample before and after ad-

justing for households.

Table 21: Experiment Sample before and after Household-Level corrections.

Direct Indirect
Individual sample 7,981 37,534
Final sample 9,460 36,055

Lastly, some individuals are marked as having no voting rights for the election under
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study. Those individuals should have been excluded from the experiment and the campaign
as a whole as they cannot be persuaded in any way for obvious reasons. However, this was
not consistently implemented. Thus, we do not exclude these individuals from the exper-
imental sample but we create an indicator variable. Table 22 contains the number of indi-

viduals without voting rights broken down for the two samples.

Table 22: Overview of Individuals Without the Right to Vote in the Sample.

Sample
Voting Rights? Direct Indirect  Total
Yes 9,387 34,833 44,220
No 73 1,222 1,295

B.2 Geolocation and Distance Computation

We use the Google’s Geocoding API to locate addresses in our data on the map, i.e. to find
their latitude/longitude.

Geolocating addresses is an inherently inexact procedure with several problems. One is
that the names of towns and streets are in no way unique even within a region or country
and much less worldwide. Google’s solution to this problem is what they call “region biasing”.
We biased the results towards the UK, such that results from the UK are prefered but results
are not restricted to be in the town the experiment ran or the UK. Therefore, we put the data
from Google through a number of post-processing steps to make sure that results are in the

UK and results are in the town

Quality of the data

The Google Maps API gives two indications of the quality of the geolocated address (see
here). One is an indicator for whether only a part of the address could be located. The other
gives an indication for how precise the geocode is.

A partially matched address means that the complete address in the input does not exist
but a subset of the address parts could be matched. Around 20% of the addresses we geo-

located are of this type. This is to be expected as many of the address lines contain more than
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the street address, especially the name or number of the flat, e.g., “Flat 4, 249 Cumberland
Road, ...”. Although the match for the address is only partial, that is, only “249 Cumberland
Road, ...” is identified, the location of the building is still correct.

The precision of the location is returned in four categories. The best quality matches are
precise geocodes for the building. If those are unavailable, Google Maps either interpolates
the range between two points (e.g. neighbouring street addresses with precise locations),
locates the address at the geometric center of a road, or returns an “approximate” location
without further specification.

To deal with those two issues, we use two versions of the geolocated data to compute
distance-based variables for the analyses. The first one, which is identified by the all keyword
in the variable name (e.g. match_top1_all_dist), uses all available geolocation data as long
as it passes the checks described above. This maximizes the amount of available data and

thus the power of the analyses.

Identification of Closest Household(s)

The first step is to compute the distance between addresses from the latitude/longitude from
the Google Maps APIL. The distances we compute are “as the crow flies” or “great-circle dis-
tances”. The algorithm (“Vincenty” ellipsoid) and reference grid (WGS84) results in distances
which are exact +/- 1 metre. As treatment assignment was on the street level, we only com-
pute distances and identify closest households within the same street.

For every household which was not targeted directly in the experiment, we identify the
closest household(s) which were part of the experiment. This happens in two different modes.
The first mode is when there is no household in the experiment at the same address. This
can either be because there is only one household in the building or, if there are more than
a single household, no household in the given building was part of the experiment. In this
case, the closest household is identified by minimizing the distance between the location
of the current address and the location of the all addresses with at least one household in
the experiment. The second mode is when there are households in the experiment at the
same address as the in indirect household to match. This very common for any building,

i.e. a single locatable entity, comprising several separate flats. In this case, all households in
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the same building which were directly part of the experiment are identified as the closest
households. If households are matched within buildings, the distance to the match is equal
to zero. In this case, we impute the distance with the closest non-zero distance in our data
and we generate a dummy variable for whether the matched household(s) are within the
same address (e.g. match_top1_all_within).

Both modes often lead to ties which is most commonly the case when households are
matched within buildings or the address of closest treated household includes additional
treated households. In case of a tie, all closest households are averaged over. We then com-
pute the number of individuals (. . ._n_obs) and the number of households (. . ._n_hh) we

average over.

B.3 Data Description

Table 23 contains an overview of the number of units split between treated and control

across direct and indirect samples.

Table 23: Number of Individuals, Households, and Streets in each Group.

Direct Indirect

Treated Control Treated Control

Individuals 6,940 2,520 26,667 9,388
Households 3,447 1,250 13,760 4944
Streets 447 166 447 165

Table 24 contains an overview over the number of individuals for each pre-treatment
voter identification as well as the guide on how we recoded and aggregated these voter iden-

tifications into variables in our data.
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C Chapter IV

Table 25: Core set of Swiss political Twitter users.

Name Party Name Party
Bernhard Guhl BDP  Regula Ryth GPS
BDP Schweiz BDP  Robert Cramer GPS
Martin Landolt BDP  Adeéle Thorens GPS
Lorenz Hess BDP  Francine John GPS
Rosmarie Quardranti BDP  Anne Mahrer GPS
Barbara Schmid Federer CVP  Christian Van Singer GPS
Marco Romano CVP  Maya Graf GPS
Viola Amherd CVP  Ricardo Lumengo SPS
Kathy Riklin CVP  Cédric Wermuth SPS
Brigitte Haeberli CVP  SP Schweiz SPS
Jacques Neirynck CVP  Christian Levrat SPS
Luc Barthassat CVP  Jacqueline Badran SPS
CVP PDC PPD PCD CVP  BeaHeim SPS
Primin Bischof CVP  Philipp Hadorn SPS
Brigitte Haberli CVP  Roberto Zanetti SPS
Christophe Darbellay CVP  Carlo Sommaruga SPS
Elisabeth Schneider CVP  Jacqueline Fehr SPS
Yannick Buttet CVP  Jean-Francois Steiert SPS
Paul Andre Roux CVP  Alain Berset SPS
Jean-René Fournier CVP  EviAllemann SPS
Christian Lohr CVP  Yvonne Feri SPS
Alois Gmiir CVP  Pascale Bruderer SPS
Ida Glanzmann CVP  Jean Chr. Schwaab SPS
Stefan Miiller CVP  Edith Graf-Litscher SPS
Konrad Graber CVP  Didier Berberat SPS
Dominique de Buman CVP  Matthias Aebischer SPS
Filippo Lombardi CVP  Silvia Schenker SPS
Martin Candinas CVP  Susanne L. Oberholzer SPS
Ruth Humbel CVP  Mathias Reynhard SPS
Stefan Engler CVP  Geraldine Savary SPS
Felix Gutzwiler FDP  Manuel Tomare SPS
Hugues Hiltpold FDP  Cesla Amarelle SPS
FDP.Die Liberalen FDP  Paul Rechsteiner SPS
Christian Wasserfallen =~ FDP  Marra Ada SPS
Hans-Peter Portmann FDP  Simonetta Sommaruga SPS
Isabelle Moret FDP  Valérie Piller SPS
Schilliger Peter FDP  Roger Nordmann SPS
Theiler Georges FDP  Martina Munz SPS
Christa Markwalder FDP  Jacques-André Maire SPS
Ignazio Cassis FDP  Marina Carobbio SPS
Ruedi Noser FDP  Rebecca Ruiz SPS
Filippo Leutenegger FDP  Eric Nussbaumer SPS
Petra Gossi FDP  Andy Tschiimperlin SPS
Andrea Caroni FDP  Claude Janiak SPS
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Table 25: (continued)

Name Party Name Party
Pierre-André Monnard FDP  Nadine Masshardt SPS
Fathi Derder FDP  Sylvie Perrin-Aquet SPS
Daniel Stolz FDP  Stéphane Rossini SPS
Markus Hutter FDP  Barbara Gysi SPS
Johann Schneider-Ammann FDP  Chantal Galladé SPS
Doris Fiala FDP  Claudia Friedl SPS
Griinliberale Schweiz GLP  Maria Bernasconi SPS
Beat Flach GLP  Ursula Schneider Schneiter ~ SPS
Isabelle Chevalley GLP  SVP Schweiz SvVP
Jiirg Grossen GLP  Natalie Rickli SVP
Roland Fischer GLP  Andreas Aebi SVP
Martin Baumle GLP  Grin Jean-Pierre SVP
Thomas Maier GLP  Luzi Stamm SVP
Bastien Girod GPS  Liliane Maury-Pasquier SVP
Balthasar Glattli GPS  Thomas de Courten SVP
Yvonne Gilli GPS  Pierre Rusconi SVP
Antonio Hodgers GPS  Marianne Binder SVP
Griine Schweiz GPS  Christoph Morgeli SVP
Aline Trede GPS  Thomas Hurter SVP
Ueli Leuenberger GPS  Oskar Freysinger SVP
Peter Haag GPS  Verena Herzog SVP
Daniel Vischer GPS  Ulrich Giezendanner SVP
Jean-Pierre Graber SVP  Heinz Brand SVP
Adrian Amstutz SVP  Maximilian Reimann SVP
Werner Hosli SVP  Céline Amaudruz SVP
Alfred Heer SVP  Andrea Geissbiihler SVP
Claudio Miotti SVP  Thomas Hardegger SPS
Hansjorg Knecht SVP  Daniel Jositsch SPS
Yves Nidegger SVP  Lukas Reimann SVP
Florin Schiitz SVP  Toni Brunner SVP
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Table 26: Keyword gazetteer for party recognition.

Regular expression Party Regex party
BDP BDP ]S SPS
buergerlich.demokratisch BDP  jungsozialist SPS
bourgeois.democratique ~ BDP  juso SPS
PBD BDP  sozialdemokrat SPS
borghese.democratico BDP  SP SPS
christdemokrat CvP PS SPS
christlich.demokrat CVP  socialiste SPS
christlichdemokratisch CVP  socialista SPS
cvp CVvP giso SPS
démocrate. *?chretien CVP  second@ SPS
PDC CVP  seconda SPS
democratico.cristiano CVP  schweizerische.volkspartei SVP
PPD CVP  union.democratique SvP
FDP FDP PDB SVP
freisinn FDP  unione.democratica.del.centro SVP
liberale.partei FDP UDC SVP
liberalen FDP  politi general
LPS FDP  gemeinderat position
liberaux.radicaux FDP  kantonsrat position
parti.liberal FDP landamman position
PLR FDP  landrat position
liberali.radicali FDP  nationalrat position
popolare.democratico FDP  regierungsprisident position
GLP GLP  regierungsrat position
gruen.liberal GLP  schultheiss position
grinliberal GLP  staatsrat position
PVL GLP  stidnderat position
vert.libéral GLP  standeskommission position
vert.liberaux GLP  conseil.des.états position
verdi.liberali GLP  conseil.d.état position
GP GPS  conseil.exécutif position
gruene GPS  conseiller.aux.éetats position
griine GPS  conseiller.municipal position
okoliberal GPS  conseil.municipal position
écologiste GPS  conseil.national position
parti.ecologiste GPS  grand.conseil position
verts GPS  consiglio.comunale position
Ecologista GPS  consiglio.degli.stati position
granz.consiglio position
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Table 27: User and network descriptives.

User statistics Average Std. Dev.

Tweet count 710 2,043

Follower count 721 2.663

Network statistics

Indegree 53.9 69.3

Outdegree 53.9 59.9

Shortest path 2.5 0.7

Table 28: Main indicators.

Party N Vote share (%)?
Social Democratic Party 361 18.8
The Liberals 245 16.4
Christian Democratic People’s Party 223 11.6
Swiss People’s Party 206 294
The Greens 155 7.1
Green-Liberal Party 122 4.6
Conservative Democratic Party 72 4.1
Language
German 805
French 420
English 116
Italian 43
Level
National 201
Cantonal 552
Municipal 631
Gender
Male 686
Female 248
Organization 450

2 Vote share in the 2015 elections to the National Council.
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Figure 21: Programmatic cohesion: @-Mentions.
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D Chapter VI

Table 29: Source for election lists by country.

Country Source Retrieved
Austria Official publication 9 May 2019
Belgium Official publication 5 May 2019
Bulgaria Official publication 9 May 2019
Croatia Official publication 10 May 2019
Cyprus Party website(s) 12 May 2019
Czechia Official publication 6 May 2019
Denmark Official publication 9 May 2019
Estonia Official publication 11 May 2019
Finland Official publication 10 May 2019
France Party website(s)? 4 April 2019
Germany Party website(s)? 30 March-9 April 2019
Greece Official publication 20 May 2019
Hungary Official publication 7-11 May 2019
Ireland Official ballot paper 13 May 2019
Italy Official list 14 May 2019
Lithuania Official publication 11 May 2019
Luxembourg Party website(s)? 12 May 2019
Latvia Official publication 11 May 2019
Malta Party website(s)? 12 May 2019
Netherlands Party website(s)? 3 May 2019
Poland Official regional ballots 2 May 2019
Portugal Party website(s)? 7-13 May 2019
Romania Official list 3 May 2019
Slovakia Official list 10 May 2019
Slovenia Official list 11 May 2019
Spain Official list 15 May 2019
Sweden Official list 9 May 2019
United Kingdom Official ballot 13 May 2019

2 List was validated after official publication.
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Figure 22: Comparison of internet and social media usage variables in the Eurobarometer
survey.
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Figure 23: Comparison of internet and social media usage variables in the dataset.

136



Table 30: Validation data.

Parties
Country Complete Overall Complete
Austria 7 2
Belgium v 12 12
Bulgaria 7 4
Croatia 6 2
Cyprus v 5 5
Czechia 8 5
Denmark v 7 7
Estonia 5 2
Finland 7 2
France 8 3
Germany 7 6
Greece v 6 6
Hungary 5 2
Ireland v 14 14
Italy 4 1
Latvia 9 2
Lithuania 8 1
Luxembourg 6 4
Malta v 2 2
Netherlands 10 2
Poland 9 2
Portugal 7 3
Romania 7 2
Slovakia 10 2
Slovenia 7 2
Spain 9 2
Sweden 8 2
United Kingdom v 24 24
Total 7 224 123
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E Chapter VII

E.1 Tweet Classification Codebook

The following pages show the codebook. A preview of the layout of the layout as it appeared
to coders on Qualtrics is below followed by the complete codebook directly from the original

HTML file.

Please read the following instructions carefully. It is very important that you understand how to
classify Tweets and how we define the categories.

How to classify a Tweet?

|dentify whether at least one of the categories described below applies to the Tweet. If more than one
applies, select the category which is more important to the message in the Tweet.

Keep in mind that some Tweets will fall under the unrelated/other category (see description below)
because they are too short or unspecific, or do fit any other category.

What are the different categories of Tweets?

1. Narrating: Narration of the whereabouts of the candidate

2. External messaging: Sending messages or engaging in conversations
3. Requesting action: Asking the public to do something for the candidate
4. Thanking: Thanking the public for their support

5. Positioning: Statements about the candidate’s policy positions

6. Directing to information: Sharing external sources of information

7. Unrelated/other: No relation to the elections or no category applies

MNarrating: Narration of the whereabouts of the candidate

The narrating category contains Tweets which describe where a candidate is at the time or where
he/she plans to be. Often these are events where the candidate meets people in a specific place
and/or time. Sometimes, these can be bigger events with several candidates, such as a debate.

Example 1
I'll be in Greystones tomorrow morning, looking forward to

hearing what European issues matter to commuters.
#doyleforeurope #EUelections2019
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Please read the following instructions carefully. It is very important that you
understand how to classify Tweets and how we define the categories.

How to classify a Tweet?

Identify whether at least one of the categories described below applies to the Tweet. If
more than one applies, select the category which is more important to the message in
the Tweet.

Keep in mind that some Tweets will fall under the unrelated/other category (see
description below) because they are too short or unspecific, or do fit any other category.

What are the different categories of Tweets?

1. Narrating: Narration of the whereabouts of the candidate

2. External messaging: Sending messages or engaging in conversations

3. Requesting action: Asking the public to do something for the candidate
4. Thanking: Thanking the public for their support

5. Positioning: Statements about the candidate's policy positions

6. Directing to information: Sharing external sources of information

7. Unrelated/other: No relation to the elections or no category applies

Narrating: Narration of the whereabouts of the candidate

The narrating category contains Tweets which describe where a candidate is at the time
or where he/she plans to be. Often these are events where the candidate meets people
in a specific place and/or time. Sometimes, these can be bigger events with several
candidates, such as a debate.

Example 1

I'll be in Greystones tomorrow morning, looking forward to
hearing what European issues matter to commuters.
#doyleforeurope #EUelections2019

This is a narration Tweet because it references Greystones, a specific place, and
tomorrow morning, a time. It mentions talking about what European issues matter
with a group of people, commuters.

Example 2

#Grimbsy tomorrow 15th May! Come and meet up with your
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@brexitparty_uk MEP Candidates! Cueworld DN31 1BD,
6pm. See you there!

This is a narration Tweet because it references a place, Grimbsy, and invites people to
come and meet up. In this case, it is not just a single candidate but all candidates from
a party who take part in the event. This Tweet also includes an image with the names
and pictures of each candidate.

External messaging: Sending messages or engaging in conversations

The external messaging category contains Tweets which are part of a conversation
between a candidate and other Twitter users. The other user(s) do not need to be
addressed directly, such as by name or with a mention on Twitter (Quser123), but it
needs to be clear that the message is directed to certain individuals. There is no specific
content the Tweet needs to have. Such Tweets are often part of a longer conversation, in
which case the Tweet can be the first message initiating a conversation or a reply to a
previous interaction.

Example 1

@Mozzarp Aw Mollie!! I miss you and I miss our class x
Absolute pleasure and it's great to keep in touch!

This is a external messaging Tweet because it is directed to a specific person (Mollie)
and the message is what a normal conversation between two people looks like. In this
case, the candidate met the other user (Mollie) during class and plans to keep in touch.

Example 2

@LikesPolitics @NewEuropeans You're a troll CherryB &
will be blocked

This is a external messaging Tweet because it is part of a conversation between the
candidate and another user (CherryB). It is a conversation because there has been some
interaction between the candidate and CherryB before. The candidate would not refer
to them as a troll or tell them that they will be blocked otherwise.

Requesting action: Asking the public to do something for the candidate

The requesting action category contains Tweets in which a candidate asks the public to
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do something for them. It can be any type of request, for example asking for help for on
a specific task, or general request for support in some form. It can also be a request to
vote for the candidate or generally vote in the election.

Example 1

My message in Poland tonight was a simple one: if you want
change, you have to vote in the European elections!
#ItsTime

This is a requesting action Tweet because the candidate asks the public to vote in the
European elections.

Example 2

We’ll be calling voters across the West Midlands today in
our phone bank. Come along to the West Mids Labour
regional office in West Brom to help us make even more
calls! #EUelections2019 #VoteLabour

This is a requesting action Tweet because the candidate asks the public for help with
making even more calls and to come along to the West Mids Labour regional office.

Thanking: Thanking the public for their support

The thanking category contains Tweets in which a candidate thanks the public for
something they did for the candidate.

Example 1

Will I ever grow tired of sharing these funny, uplifting
crowdfund comments? Probably not!

A massive thanks to everyone who donated so far - we’ve

raised €4309 in just two days! Our target is €5000, can you
chip in?
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https://donate.garygannon.ie/

This is a thanking Tweet because the candidate thanks everyone who donated to their
campaign.

Example 2

Or, of course, this incredible group of people who have been
incredible campaigners, wonderful friends and my biggest
supporters.

Thank you @ @

This is a thanking Tweet because the candidate thanks their incredible campaigners,
wonderful friends and biggest supporters for their help.

Positioning: Statements about the candidate's policy positions

The positioning category contains Tweets in which a candidate makes a statement about
an issue they support, goals they want to achieve or plans they have if they get elected.
The statements can be ideas or positions they support, general plans of focusing on a
topic, or working towards a solution for a group of people.

Example 1

Walking the walk - Proud to sign @AutismEurope 's pledge
for #MEP candidates! If elected, creating a truly inclusive
society will be one of my main goals

#KburinbPajjizna | #EP2019 * I
This is a positioning Tweet because the candidate states that creating a truly inclusive

society is one their main goals if they get elected.

Example 2
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As NI enters a new talks process, its essential we deliver
certainty to local economy.

The decision of Bombardier to sell its Belfast operations is
concerning as it leaves 3,600 jobs at risk.

@uuponline is committed to protecting the livelihoods of
those affected by this sale

This is a positioning Tweet because the candidate states a clear position that its
essential we deliver certainty to local economy. The Tweet continues with a specific
example of Bombardier's decision to sell its Belfast operations and the commitment of
the candidate, or the party @uuponline in this case, to protecting the livelihoods of
those affected.

Directing to information: Sharing external sources of information

The directing to information category contains Tweets in which a candidate points the
public to pieces of information. It is usually a link to another website but it can also be a
description of where to find a piece of information. The information can be a text that
they wrote themselves, such as a blog post, or it can be something else that they want
the public to read.

Example 1

‘Not since Henry VIII’s Reformation Parliament has a
parliament been so associated with a single cause as this
one, & the next month will determine whether it is
remembered for catastrophe or salvation.” My
@TheNewEuropean column, out tomorrow

This is a directing to information Tweet because it directs the public to look at a specific
piece of information, My @TheNewEuropean column, out tomorrow. This Tweet does
not contain a link to the piece of information but it clearly describes where to find it.

Example 2
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Patriotic politicians, including Geert Wilders and Marine Le
Pen, promise to battle the EU https://www.wsj.com/articles
/in-search-of-influence-europes-nationalists-reach-toward-
a-pact-115562213977?reflink=share_mobilewebshare

This is a directing to information Tweet because it contains a link to an article published
in the Wall Street Journal (wsj.com). In this case, the preview shows the article's title,
"With Mainstream Parties Struggling, Europe's Nationalists ...".

Unrelated/other: No relation to the elections or no category applies

The unrelated/other category contains Tweets which do not clearly fit into any other
category. A number of Tweets will fall into the unrelated/other category because many
candidates send Tweets which are not related to the 2019 European Parliament
Elections. This category cannot be accurately defined but there are two broad types of
Tweets that fall into it. On the one hand, Tweets which are not about the election
campaign or politics in general. On the other hand, Tweets which might contain parts of
one (or several) categories but do not clearly fall into any single one. Sometimes, a
Tweet is too short or missing context to clearly establish a category.

Example 1

Two nights running football delivers unparalleled
entertainment. Congratulations to Spurs. @SebDance
@Claude_Moraes

This is a unrelated/other Tweet because it is clearly about sports/football, therefore

unrelated to the 2019 European Parliament Elections.

Example 2

May will resign as party leader on 7th of June. She will
remain as PM until a successor is chosen.

This is a unrelated/other Tweet because it is a statement that is about politics but it is
not related to the election campaign.
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Table 31: Negative Binomial Model for Number of Tweets (Outcome) based on Original

Tweets (without retweets and quoted tweets).

Two-month campaign

One-month campaign

All Candidates Incumbents  All Candidates Incumbents
(Intercept) 0.49* 0.24 0.12 —0.18
(0.24) (0.45) (0.27) (0.53)
Internet Usage? 0.00 0.00 0.01 0.01
(0.01) (0.01) (0.01) (0.01)
Citizens 0.19 0.24 0.25 0.36*
Represented (avg)P (0.12) (0.12) (0.15) (0.15)
Open List —-0.19 —-0.17 -0.15 —-0.21
(0.38) (0.34) (0.45) (0.44)
District Size (avg)P —0.31* -0.21 —0.33* -0.25
(0.14) (0.12) (0.16) (0.15)
Open List x 0.37 —0.11 0.48 —0.41
District Size (avg)P (0.66) (0.64) (0.79) (0.80)
In Government —0.09 —0.11 —0.10 —0.17
(0.09) (0.13) (0.09) (0.15)
Vote Share —0.00 0.00 —0.00 —0.00
(0.00) (0.01) (0.00) (0.01)
Left-Right 0.01 0.03 0.03 0.06
(0.03) (0.05) (0.03) (0.05)
GAL-TAN —0.00 —0.06 —0.02 —0.08
(0.03) (0.05) (0.03) (0.05)
EU Against-Pro 0.00 —0.02 0.01 —0.01
(0.01) (0.03) (0.02) (0.03)
Gender: Male 0.05 —0.06 0.02 -0.10
(0.05) (0.11) (0.05) (0.12)
EP Spitzenkandidat 0.43 0.42 0.47 0.56
(0.39) (0.39) (0.42) (0.44)
Incumbent -0.11 -0.07
(0.07) (0.08)
log(Followers) 0.09*** 0.05 0.10*** 0.02
(0.02) (0.05) (0.02) (0.06)
log(Tweets) 0.43*** 0.51%** 0.38*** 0.52%**
(0.02) (0.06) (0.02) (0.07)
Random Effects (Variance):
Party (Intercept) 0.04 0.02 0.05 0.01
Country (Intercept) 0.15 0.07 0.22 0.15
Candidates 1791 321 1791 321
Parties 163 102 163 102
Countries 28 28 28 28
Dispersion Parameter 1.00 1.33 0.89 1.03
AlIC 18244.93 3523.36 16401.55 3206.70
BIC 18349.25 3591.25 16505.87 3274.58
Log Likelihood —9103.46 —1743.68 —8181.78 —1585.35

***p < 0.001; **p < 0.01; *p < 0.05; 2 Centred at the overall (grand) mean; P Standardised.
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