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Abstract 
 
The changing landscape of aging population, increasing incidence of critical illness and more 

constrained national budgets mean physicians, policy makes, and hospital administrators 

must consider more efficient ways to organise critical care services. In general, policymakers 

have embraced the idea of centralising services and increased specialisation to improve 

efficiency in health care. This thesis explores these policies in the context of critical care 

services in the UK. Evidence of the productivity of critical care services and in particular 

volume-outcome relationship in critical care and the underlying mechanism by which this 

relationship operates is scarce.  

I consider several aspects of these issues. In the first study I investigate the volume-outcome 

relationship for sepsis using data from the Intensive Care National Audit and Research Centre 

which covers all ICUs in the England, Wales, and Northern Ireland. In this cohort study, sepsis 

case volume in an ICU was significantly associated with hospital mortality from sepsis, and a 

volume lower threshold of 215 patients per year was associated with an improvement in 

mortality. The second study explores the underlying mechanism of the volume-outcome 

relationship. Two possible mechanisms proposed are dynamic learning-by-doing and static 

scale economies. If the volume-outcome relationship operates through the learning-by-doing 

mechanism, then patient outcomes would improve by the volume of patients treated over 

time, making system-wide centralisation unnecessary.  This study supports the idea that the 

underlying mechanism by which volume leads to improved outcomes is through learning-by-

doing. ICUs tend to improve by caring for a large volume patients distributed over time. 

Patients may, therefore, be better served by ICUs organised to achieve minimum volume 
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standards without centralisation.  The third study examines the related role of ICU 

specialisation in improving mortality. This study found that ICU specialisation do not have 

significantly lower hospital mortality for critically ill patients in the UK after adjusting for 

patient characteristics and caseload volume.  

Across the three studies I argue that a minimum volume threshold may be effective in 

improving patient outcomes. Centralisation may not fully leverage the benefits of the 

learning-by-doing mechanism. Lastly, accounting for volume, there is no compelling evidence 

of any added value from ICUs specialisation. 
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Chapter One: Introduction  
 

Abstract  
 
This chapter reviews the conceptual and empirical literature on the volume-outcome 

relationship exploring the economies of scale and learning-by-doing mechanism to give firm 

foundation to my application in critical care delivery within the UK. Additionally, I describe 

the related literature on specialisation and quality of care.  

Luft first described the inverse relationship between volume and outcome for a range of 

surgical procedures and mortality in 1979, where mortality was reduced as annual caseload 

increased. Since then, there has been a large body of literature, focused mainly on surgical 

procedures, that have reported a similar finding. Nevertheless, several uncertainties remain. 

The volume-outcome relationship in non-surgical cohorts is less well studied. The role of 

severity of illness, the complexity of care required, and a defined threshold that can be used 

to set policies such as minimum volume standards have also been inadequately described.  

There is also a paucity of studies examining the underly mechanism of this relationship, 

disentangling the scale effects and the learning-by-doing effects. The term learning-by-doing 

was popularised in economics by Arrow in 1962[1]. In the 1970s and 1980s the strategic 

implications of learning-by-doing were applied to industrial trade policy [2]. In healthcare, 

studies have been focused on cardiovascular procedures, namely coronary artery bypass graft 

(CABG) and percutaneous coronary interventions (PCI). Most have not been able to identify 

a learning-by-doing effect. The learning-by-doing mechanism is less well explored outside of 

cardiovascular procedures.  
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More than 40 years ago, Skinner proposed the concept of the focused factory that argued 

firms would develop competitive advantage by limiting the scope of their work[3]. In industry 

the focused factory idea has been applied to specific product (or service) lines, processes and 

competitive priorities[4]. Specialisation on specific groups of patients has been proposed to 

improve quality and efficiency. Those in favour argue that specialisation brings less 

uncertainty, and results in the development of higher levels of expertise. Arguments against 

specialisation are that it increases fragmentation of care, and that greater breadth gives 

benefits through economies of scope by sharing common resources across groups of patients. 

Whilst specialisation might appear attractive from the physicians’ perspective to focus on one 

area of clinical practice, it remains unclear if specialised service offers any patient benefits. 
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1.1 Introduction 
 

Across high income countries, health care expenditure accounts for a significant and ever-

increasing proportion of national gross domestic product (GDP).  Many countries have 

enacted reforms to improve health system efficiency and performance, among which are 

policies regarding the optimal size and configuration of healthcare providers. This thesis will 

first consider the optimal size by examining the volume-outcome relationship, including 

exploring the underlying mechanism namely learning by doing compared with static scale 

economies. The thesis then considers optimal configuration by exploring the effects of 

specialisation of the quality of care provided. The relationship between the institutional 

volume caseload and performance has been well described but the source of this relationship 

remains uncertain. Economic literature has considered economies of scale, learning by-doing, 

level of specialisation as factors explaining this relationship. Data collinearities make 

inference difficult. This thesis will explore multiple factors to inform where improvements in 

quality can be made. 

 

1.2 The volume-outcome relationship 
 
The volume-outcome relationship in healthcare has been widely studied since the 1970’s, 

mostly in the context of complex surgical procedures[5].  Although the volume-outcome 

relationship has been long recognised, it’s role in policies such as minimum volume standards 

and regionalisation of care has only recently been advocated. Early volume-based policies 

have been consumer focused and involved making patients aware of hospital procedure 

volumes when they seek care. However, these had little impact on patient behaviour[6].  
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Recent polices have been more regulatory in nature, such as incorporating certificates of need 

for new surgical centres and minimum volume standards for a small range of surgical 

procedures [7, 8]. Minimum volume standards have emerged as a prominent policy to 

leverage the volume-outcome relationship into improvements in quality of care. One of the 

major barriers to the successful implementation of this policy has been that minimum 

volumes have been set normatively instead of empirically estimated.   

 

The literature evaluating the volume outcome relationship is largely focused on surgical 

procedures using either departmental and individual surgeon volumes[9]. Institutional 

volumes reflect infrastructure, staffing, technology, and other institutional characteristics. 

Individual surgeon volumes capture individual surgeon traits like technical skills and decision 

making[10]. Whilst both levels may influence the outcome, we would presume the strength 

of the relationship depends on the contribution the surgical difficulty makes to the outcome 

or the availability of hospital level resources or non-surgical expertise[11]. Empirical 

evaluations of the interplay between surgeon volume and hospital volume have largely 

concluded that even for high-risk surgeries, hospital volume is a more significant contributor 

to mortality than surgeon volume, although there is no consensus[12]. Low-volume surgeons 

operating in a high-volume centre appear to have lower mortality and length of stay 

compared with operating in low volume centres[13].  

 

Much of the early economic literature has focused on the econometric challenges of 

identifying the causal effects of endogenous selection through selective referral where 

volume better hospitals attract more patients, making volume endogenous. Selective referral 

suggests that the observed volume-outcome relationship reflects the referral system that 
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directs more patients to hospitals that are known to deliver higher quality[5].  Selective 

referral could also occur without explicit knowledge about quality. Patients or their referring 

physicians may choose hospitals because of having a good reputation or avoid others because 

of bad reputations. Both scenarios result in higher quality generating higher volumes.  

 In general, two approaches have been used to account for selective referral, namely 

instrumental variables, or longitudinal models with hospital fixed effects. Instrumental 

variables try to break the endogenous link and results from studies using instrumental 

variables depend on the validity and strength of the instrument. A major challenge has been 

identifying a valid instrument. Commonly used instruments are the number of beds or a 

geographical factor[6, 15]. Hospital beds are related to hospital size and have been shown to 

directly influence quality making it an invalid instrument. Longitudinal studies with hospital 

fixed-effects require sufficient within-hospital variation in volumes to identify an effect. These 

studies have typically used a small sample of hospitals with little variation in within-hospital 

volumes and are likely underpowered[14]. Fixed effects try to pick up the effects of 

unobservable variables but may lead to measurement error through reliance on within-

hospital variation if this is small. Also, any omitted variable bias due to selection is unlikely to 

be fixed over time.   

Overall, the precise magnitude of selective referral remains unclear and the role it may have 

on the explaining the volume outcome relationship is likely to be negligible[15]. Flood et al 

reject the selective referral hypothesis arguing that the effects of differences in mortality are 

usually small and unlikely to drive referral patterns or patient choice[16].  Many researchers 

have subsequently assumed volume to be exogenous[15].  

Economies of scale refers to the effects of volume captured by annual patient caseloads. The 

rationale is that higher volumes institutions are more likely to be better equipped and have 
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more standardized treatment pathways and processes of care which could potentially lead to 

better patient outcomes. 

 

1.3 Learning-by-doing 
 

Over the years, the volume-outcome relationship has been used to support quality 

improvement policies such as the minimum volume standards for surgical procedures and 

centralisation of high-cost services[17]. Whilst the general approach of “more is better” is 

superficially attractive, the success of volume-based policies requires an understanding of the 

underlying mechanism.  Policies rely on the premise that volume improves outcome either 

through economies of scale or learning by-doing. There is an important distinction between 

these mechanisms (Figure 1). Economies of scale refers to the reduction in average costs or 

an improvement in quality as related to the quantity (volume) of goods provided and refers 

to movements along the average quality (cost) curve. In contrast, learning-by-doing refers to 

the improvements in productivity or quality that occur because of experience and result in 

higher quality or lower costs at any level of volume. Learning-by-doing results in a shift of the 

volume-quality curve. Learning-by-doing refers to improvements in quality or reductions in 

cost that are related to the experience of the firm and expertise in technological 

improvements and not simply attributable to economies of scale. 
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Figure 1. Economies of scale versus learning-by-doing. 
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The distinction between static economies of scale and dynamic learning-by-doing is important 

because if the volume-outcome operated entirely through movement along the economies 

of scale curve (AQ-1), such as by investments in infrastructure and research and development, 

then equating static marginal quality to marginal volume would be socially optimal. Consider 

the example of a transitory shock that raises short-term demand such as a pandemic, 

assuming demand does not exceed a supply threshold.  In such a scenario the economies of 

scale mechanism predicts no long-run gains to quality when volume returns to baseline. In 

contrast, the learning-by doing mechanism would predict a permanent improvement quality 

(AQ-2) from that point onwards.  

 

A simple model of learning-by doing can be described as: 

𝑚𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦𝑖𝑗 = 𝐸𝑗 + 𝑉𝑗 + 𝑋′
𝑖𝑗 + Φ′

𝑖𝑗 + 𝑒𝑖𝑗 

Mortality for patient 𝑖 in ICU 𝑗 depends on the 𝐸 experience of the ICU, the 𝑉 volume of the 

ICU, 𝑋′patient characteristics and Φ′ time invariant ICU characteristics and 𝑒 random error. 

While this specification appears simple, several issues arise.  First, outcomes may be 

heterogenous across different types of patients. Second, current volume will be determined 

through the production function where past decisions dictate the capacity to treat in any 

hospital so that current volume is a function of past volume, making lag effects important. 

Third, experience is itself a dynamic issue proxied by lagged volumes.  

 

 

Studies account for heterogeneity of treatments by focusing on specific diseases. Most 

studies focused on coronary artery disease requiring either coronary artery bypass graft 

(CABG) or percutaneous coronary interventions (PCIs)[15, 18]. Studies have used lagged 
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volumes or cumulative volumes to identify the learning-by-doing effect in these procedures 

and using hospital fixed effects to control for time invariant unexplained heterogeneity[15, 

19].  Hospital fixed-effects would mean that the regressions estimate the effect of increases 

or decreases of lagged or cumulative volumes rather than the differences in lagged or 

cumulative volume across hospitals on mortality. This approach requires a sufficient variation 

in volumes to observe a learning-by-doing effect. The absence of an effect in prior studies 

may be due to small sample size and small changes in volume over time.  

 

Health economists are particularly interested in learning-by-doing because most emerging 

medical technologies are complex, and the team-based skills required to deliver them would 

benefit from experience. Early studies found a volume-outcome relationship and attributed 

this to the learning-by-doing effect. More recent studies have failed to identify a learning-by-

doing effect and have cast doubt on this mechanism. One possible explanation for the lack of 

demonstrable learning-by-doing effect in these studies could be the differences in the 

approach taken in industry compared to healthcare.  

Arrow first applied the term learning-by-doing to firm learning  and much of its early use of 

was in the industrial sector, referring to the growth in productivity by experience[1]. Even 

when volumes remain the same, improvements in quality can therefore still occur. These 

improvements are not attributable to economies of scale but rather to firm experience. 

There are several reasons why learning-by-doing may be different in healthcare compared 

with industry.  First, in the general industrial organisation literature, the learning-by-doing 

mechanism was focused on costs or quantity of goods produced and not on product quality.. 

There is no substantial work from industry evaluating the effect learning-by-doing has on the 

quality of goods. In contrast the health economic literature has focused on the quality of 
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health care, particularly mortality. We have assumed that the mechanisms that lead to lower 

costs in industry are the same as those that lead to lower mortality in healthcare, but this may 

not be the case.  Second, identifying the origin of a product or product line is easier in 

manufacturing, experience is less easy to identify in healthcare.  In more general industrial 

economics studies, learning-by-doing is identified by cumulative volume. Cumulative 

experience in industry is straightforward to measure since the cumulative volume in industry 

is often readily captured. A challenge in health care is being able to identify novel procedure 

that can be used to track cumulative volume from the beginning of its use. When cumulative 

volumes since are not available, a common alternate approach in identifying a learning-by-

doing effect in established diseases is to use lagged volumes[18]. 

Experience is increasingly important because medical care is increasingly complex and more 

frequently delivered by teams. Determining the magnitude of the learning-by-doing effect 

compared with the economies of scale effect is important for assessing the likely success of 

small versus large services. If services improve by learning, then maintaining a large number 

of providers may be beneficial through competition and would argue against the benefits of 

centralisation.  

The health economics literature on learning-by-doing has focused on cardiac surgery, limiting 

the conclusions that could be drawn from such a limited body of evidence. There may be 

differing importance of individual doctors in surgical procedures and non-surgical procedures. 

In non-surgical patient cohorts, outcomes may be more related to the clinical teams rather 

than the technical skills of individual doctors. The skills of a clinical team refer to the 

leadership, decision making, communication and co-ordination behaviours used by the 

multidisciplinary team members[20]. Patient safety research has demonstrated the 

importance of teamwork in patient outcomes[20, 21]. Poor communication during ward 
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rounds or handoffs is frequently cited as a major contributor to medical error and teams that 

report high levels of collaboration between team members also demonstrate lower patient 

mortality[22]. Communication failures commonly occur at transitions of care, at shift changes 

or changes of care areas in acute settings[23]. These high-risk interactions in which critical 

information about patient’s plan of care can be miscommunicated,  leading to harm, delays 

or inappropriate therapies are frequent points of failure[24]. The interactions between 

members of the team can contribute to specific errors. For example, poor communication 

between physicians, nurses and pharmacists can lead to errors in drug, dose, and route of 

administration[25].  

 

 Complex tasks usually involve a division into smaller components of treatment that requires 

teamwork and communication. Failure at an organisational level is reflected in co-ordination 

neglect[23]. The strong tendency to focus on division of labour and less emphasis on the co-

ordination and integration of care, has been associated with patient harm  explored by 

seminal work differentiating taskwork from teamwork [26, 27]. Even if one individual provides 

the highest standard of care, this alone will not protect the patient from harms across the 

treatment episode because of this interdependence of team performance.  

Critical care services are delivered through teams consist of doctors, nurses, physiotherapists, 

pharmacists, dieticians, and a range of rehabilitation therapists. This team construct has often 

been compared to the aviation industry[28]. Team performance in the ICU, like the aviation 

industry, requires communicating priorities and appropriate task delegation.  

 

ICU teams are unusual in that they demonstrate low temporal stability, which can impede 

team dynamics. Shift patterns and within and between hospital rotations for training schemes 
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means that team members may not have worked together before and need to reference a 

common departmental framework in an acute setting.  Successful ICU teams can collaborate, 

share information and co-ordinate towards a common goal or task. This requires striking a 

balance between inclusiveness and authority in creating shared goals and fostering a sense 

of collective responsibility. ICU team members are expected to bring shared knowledge to 

formal and informal handoffs, operating under the emotional and physical constraints of high 

acuity service. Death and dying occur regularly in the ICU and the environment is 

characterized by constant moral distress and grief[29]. In this environment teams change 

often, and it is likely that institutional knowledge depreciates as teams change.  

 

A challenge to identifying a learning-by-doing effect is that cumulative or lagged volumes are 

often highly correlated with the contemporaneous volume. High volume centres in one year 

tend to be high volume in previous years. One way to resolve this would be to use a large 

number of centres over a long period of time to identify sufficient temporal variation in 

volumes to weaken the collinearity between lagged and contemporaneous volume[18]. Data 

restrictions normally prohibit such an approach. The current literature largely studied 

learning-by-doing over years and failed to demonstrate an effect[15]. It is possible that 

learning occurs over a shorter time epoch than annually, given the frequency with which 

medical teams change. Short-term learning effect may occur over quarters or months.  

In summary, learning-by-doing has been frequently demonstrated in manufacturing but it has 

been more challenging to identify it in healthcare[30]. Distinguishing scale effects from 

learning-by-doing has been difficult. Most of the empiric literature has used relatively small 

datasets and might be therefore underpowered to detect this important distinction. Medical 
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teams undergo frequent turnover, and it might be that learning occurs over shorter periods 

than has been previously studied.  

 

1.4 Specialisation  
 
Increasing specialisation is proposed to improve quality and efficiency in the hospital sector. 

Specialisation outside of healthcare has a long history dating back to Smith (1776) and Taylor 

(1911)[31, 32].  Specialisation can be conceived as manufacturing system than is limited to a 

small number of products or technologies and is analogous to the focused factory in the 

manufacturing sector[4]. The focused factory idea applied to healthcare has suggested that 

hospitals could improve the quality of care and efficiency by focusing on a specific disease or 

medical procedure. The main idea of focus is that organisations are required to identify 

segments in their markets and develops specialist systems for each segment. Segmentation 

aims to identify a homogenous group of patients with similar and predictable demands[4] 

In the hospital sector, a focus on a specific service line usually requires the aggregation of 

patients with similar diagnosis and needs, as well as to physically co-locate the resources 

needed[33].   

The simplest formulation of specialisation to a segment of the market in critical care would 

be: 

𝑚𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦
𝑖𝑐′

𝑗
= 𝑆𝑗

𝑐 + 𝑉𝑗 + 𝑋′
𝑖𝑐′

𝑗
+ Φ′

𝑖𝑐′
𝑗

+ 𝑒
𝑖𝑐′

𝑗
 

Mortality for patient 𝑖 from diagnostic group 𝑐′ in ICU 𝑗 is related to the magnitude of 

specialisation 𝑆 in diagnostic category 𝑐 as well as 𝑋′patient characteristics and Φ′ time 

invariant ICU characteristics and 𝑒 random error. Patients in the ICU could be of the same 

diagnostic group 𝑐 as the specialisation of the ICU (𝑐′ = 𝑐)  (e.g., a cardiac patient in cardiac 
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specialised ICU) or patients could belong to a diagnostic group other than the speciality of the 

ICU(𝑐′ ≠ 𝑐) e.g., a cardiac patient in a neurosurgery specialised ICU).  

 

This simplified description of specialisation belies the methodological challenges posed by 

trying to identify specialisation. There is no agreement about how best to measure 

specialisation. Deriving information about the extent to which a service is specialised is 

constructed from the data [34].  The most common approach is to group patients according 

to their diagnostic group and then constructing some measure based on these groups[34]. 

Previous measures have been based on proportions. The Information Theory Index (ITI) 

compares the average proportion of patients across diagnostic categories within a hospital to 

the average across all hospitals in a region or country[35]. The Herfindhal-Hirschman 

Index(HHI) and a Gini-derived index developed by Diadone and D’Amico provide similar 

measures of specialisation [36]. All these measures identify services that are most distant 

from the average hospital and do not necessarily describe medical specialisation. Hospitals 

that have low proportions of one diagnostic group will score similarly to hospitals with high 

proportions because they are equidistant from the average hospital. That is to say that these 

measures characterise the degree of specialisation as the deviation of the case-mix from the 

average case-mix across a predefined sample population.   Identifying a medical specialisation 

measure such as a cardiac, trauma or sepsis specialised service may be more informative than 

an average case-mix measure of specialisation.  

 

The benefits of specialisation could be observed in patients that are within the specialty of 

the ICU (𝑐′ = 𝑐)   as well as on cases that are outside the speciality of the ICU(𝑐′ ≠ 𝑐) . First, 

a specialised service model characterised by a narrow range of high-quality products is 
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assumed to benefit patients within focus i.e., when (𝑐′ = 𝑐)   then patient 𝑖𝑐 treated in ICU 

of 𝑆𝑐 specialisation is assumed to benefit. Patients benefit from expertise and resources to 

treat the disease in focus, reduced variability, and fewer competing priorities. Second, the 

benefits to specialisation may also have favourable spill over effects on patients outside the 

focus of specialisation [37]. Specialisation may give rise to knowledge spill overs so that 

treatment benefits are seen across different types of cases. This occurs when expertise gained 

by caring for one group of patients may provide transferable skills to caring for other groups 

of patients. Chandra et al have described a productivity spill over when physicians learn new 

techniques when exposed to other physicians who are expert in those techniques, which 

leads to improvements in productivity through knowledge[38].  

 

Despite the persistence of the idea of specialisation, the empirical evidence has been mixed. 

The reorganisation of services focused on specific service lines has found no improvement in 

costs, length of stay, increased disruption with lower job satisfaction and professional 

development [39-41].  Specialist hospitals focused on cardiac and ambulatory surgery have 

shown divergent outcomes. Studies report higher patient satisfaction and improved patient 

outcomes as well as higher rates of readmission and higher cost inefficiencies[42-45].  A study 

of cost efficiencies across 3 states in the US has shown speciality orthopaedic, and general 

surgical hospitals to have higher levels of cost inefficiency compared to the general hospitals 

they compete with[45]. Cardiac hospitals by comparison were found to be as efficient as their 

general hospital competitors[45]. One possible explanation for this might be the scale of 

operations in that specialist cardiac hospitals operate at a similar scale to general hospitals, 

but orthopaedic and general surgical hospitals tend to be much smaller than general 
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hospitals.  The benefit of specialisation is therefore likely related to the case-mix, the types of 

services needed and the degree of customisation.  

 

 Part of the challenge of measuring specialisation is the lack of agreement about how to best 

characterise specialisation. The literature characterises specialisation along lines of types of 

treatments, patient characteristic’s, medical speciality and organisational characteristics[4]. 

To address this diversity, Herzlinger suggested that specialisation into focused factories 

should be based on common objectives such as the treatment of specific groups of 

patients[46]. This contrasts with the traditional approach of organisational units based on 

specialties. A practical example of this would be stroke centres and heart attack centres 

instead of neurology and cardiac centres respectively.  

Second, evaluating the efficiency of such a diverse definition has been problematic. Some 

studies have used patient satisfaction and readmission rates and others have used mortality 

to draw conclusions about operational performance[42]. These difference in outcomes could 

lead to differences in conclusions as to the value of specialisation  

 

Critical care services are an integral but high-cost component of a functioning health system. 

Whilst much of the focus of individual critical services has been on the evolution of technology 

for organ support, the broader question of how best to organise these services to improve 

patient outcomes and reduce costs has not been addressed. These questions have become 

increasingly important in the face of increasing demands and tighter budgets.  There is 

substantial variation in the way ICUs are organised within hospitals. Some ICUs admit patients 

with a wide range of diagnoses. These ICUs are termed general or non-specialist ICUs. 

Proponents of general ICUs argue that critically ill patients with different diagnoses usually 
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require similar treatments, obviating the need for more narrowly focused care. For example, 

lung protective mechanical ventilation for acute respiratory failure in community acquired 

pneumonia would be similar for respiratory failure in blunt chest trauma. Diversification leads 

to economies of scope because there is some clinical convergence of the treatment pathways. 

As such there are knowledge spill overs from one diagnostic group to another. Alternatively, 

critical care services may be segmented into narrowly focused diagnoses such as cardiac, 

neurosurgical, medical or elective surgical ICUs[47]. The expected benefits of pooling patients 

with similar diagnoses are greater predictability, reduced diagnostic variability, the 

development of specialised expertise, and the development of more standardised treatment 

pathways. The concern with specialised ICUs is that they may have limited ability to treat 

patients outside the speciality diagnoses and create shortages elsewhere in the system.  

 

Understanding the benefits of specialisation is therefore important to more efficiently 

utilising the limited critical care capacity. The relationship between ICU specialisation and 

mortality has been poorly described[47]. Thus far there has been one large study of ICU 

specialisation across  range of specialities that failed to identify any benefit[47]. Smaller 

studies specifically of neurosurgical speciality ICUs and cardiac ICUs have shown inconsistent 

results[48].  

 
The general arguments in favour of increased specialisation suggests that there may be 

benefits to a narrow spectrum of focus because of more predictability and less conflicts in 

operational goals. The critically ill patient is increasingly multi-comorbid and prone to 

multisystem complications requiring a common basket of organ supports. These include 

circulatory support, renal replacement therapy and mechanical ventilation.  A model of care 
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delivery that is adaptable to the wide range of expertise required to manage the critically ill 

may be required.   

The current evidence for critical care outcomes in speciality versus general ICUs is poor. First, 

consistent with general literature on specialisation, there is no gold standard for the definition 

of specialist ICU. Consequently, the identification of specialist ICUs is inconsistent across 

studies. Most specialist ICUs are self-designated, often by administrators and there are no 

regulatory requirements to have the title of specialist ICU.  The designation may not reflect 

the case-mix within the ICU. For example, some ICUs considered themselves specialist by 

implementing a standardised protocol, whilst others considered themselves as general ICUs 

with a standardised treatment protocol for specific diseases[49]. Second, most studies 

focused on surgical specialities such as neurosurgery or cardiac surgery, where there may be 

risk selection, overestimating the benefits of specialisation[50]. Third, most studies did not 

control for caseload volume, academic affiliation, or patient characteristics, as well as the 

clustering of patients within ICU. These organisational and patient characteristics may be 

more relevant in determining mortality than specialisation per se.  

In summary, our understanding of the relationship between specialisation and mortality in 

hospital services is limited by a lack of gold standard in measuring specialisation. Specialist 

services may reduce mortality because of higher levels of expertise and better organised care. 

Specialisation may also have spill over effects to patients outside the speciality because of the 

relatedness of patients within a service. Much of the existing literature on specialisation has 

failed to account for volume and patient characteristics. 

These concepts of economies of scale, learning-by-doing and specialisation will be applied 

more specifically to critical care. The thesis begins by first by describing the interaction 

between critical care services and the wider hospital and then develops by describing the data 
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used in the empirical work. The thesis proceeds with a systematic review of the volume-

outcome relationship in the ICU and then evaluates this relationship for sepsis in the UK. The 

underlying mechanism of the volume outcome relationship is explored in the subsequent 

chapter followed by a chapter on the benefits of ICU specialisation. The thesis concludes with 

a discussion of the policy and research implications of this work.   
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Chapter Two: The organisation of the ICU within the hospital 
 

Abstract 
 
The ICU can be viewed as a “hospital within a hospital” and in this sense models of hospital 

behaviour can be informative. The history of critical care services can be traced to the Polio 

epidemic in Denmark in the 1950. The major innovation was the organisation of 

multidisciplinary teams and developing expertise of organ support that was applicable across 

many diseases.  The flow of patients into and out of the ICU offer some insight into how 

central the ICU is to deliver both elective and emergency care. There is huge variation 

between health systems as to the definition of an ICU bed. Some countries define ICU by the 

intensity of nursing care or monitoring required, others by the number of organs supported 

and by the severity of illness of the patient.  

Despite these differences, and broader variations within the health systems, international 

comparisons can provide useful insights about the delivery of care and inform the 

generalisability of interventions or policies.  Even amongst countries with similar spending on 

health, there are huge difference in the quantity of critical care services provided. This 

provides a useful context to explore the wider effects of over and undersupply of critical care. 

The COVID-19 pandemic highlighted how the national picture of ICU beds per capita was 

associated with differences in mortality[51]. The difference in ICU beds also result in different 

practice patterns. For example, end-of-life care is more frequently delivered in the ICU 

compared to non-ICU settings in systems where more ICU beds are available[52]. Low risk 

patients with a predicted mortality of <2% are unlikely, on average, to benefit from critical 

care. These patients are more likely to be treated in the ICU when beds are plentiful. When 
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ICU bed are scare then patients are more likely to experience premature discharge or even 

restricted access to critical care[53].  

Within countries there is also variation in ICU bed availability. For example, in England, 

London as more than twice as many ICU beds per capita than the South (11.1 versus 5.4 ICU 

beds /100000 population) and ICU beds are increasing in London over time.  
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2.1 Models of hospital behaviour 
 
Understanding how the various service lines in the hospital interact requires some 

appreciation for the various models of hospital behaviour. The traditional model of the 

private firm maximising profit in the context of allocating scarce resources has limitations in 

its application to hospital economics[54]. Models encompass a wide range of hospital 

behaviours and empirical evaluation is limited by a lack of clearly defined outputs and pricing 

mechanism, and hospitals do not respond to purely to profit, but instead also respond to 

social need[55].  

Hospitals vary in their organisational structure so there is no single model that is general 

enough to describe the entire hospital setup. General theories of hospital behaviour 

aggregate across different hospital types, however, because of the diversity of hospital types, 

the more generalised theories are have less predictive value [55]. Another issue is the non-

market structure of the hospital sector. The physician is the agent for the patient. In the UK 

specifically, the patient does not bear the direct costs of treatment. The UK government acts 

as both funder and health care regulator.  

Some theories of the firm may have relevance for predicting hospital behaviour.  Firms hire 

agents to produce outputs from which revenue is gained. The agents are concerned with the 

production process and the decision-making process related to allocative efficiency. The 

firm’s behaviour is deterministic and responds to market forces in terms of inputs, outputs 

and prices, assuming perfect competition.  There is some separation of management from 

ownership, some discretionary behaviour, and a degree of monopoly power. Profit 

maximisation is not a binding constraint. An objective function other than profit maximisation 

becomes less testable. Behavioural theories of firm behaviour concern themselves with 

bargaining processes and internal decision making and are less concerned about market 
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behaviour.  These competing theories highlight specific issues when considering the 

behaviour of hospitals. The two methodological approaches that have been adopted, namely  

the organism model, where the hospital is considered a single entity, or the exchange 

approach focused on the behaviour of individuals within the institution[55]. Using the theory 

of the firm does not resolve the issue of readily identifiable prices or well-defined outputs.   

The model proposed by Pauly and Redisch assumes physicians control resource allocation and 

aim to maximise profits[56]. This model does not consider the agency role and does not 

consider the market structure in any detail.  The profit maximising model assumes that 

physicians are not employed by the hospital and the physician does not produce services 

directly sold by the hospital.  

Whilst patients may have quality or quantity preferences, they have little chance to express 

these preferences because it is physicians and not patients who prescribe hospital care. It is 

the quality-quantity preferences of the physician that prevails.  

Newhouse proposed that the administrator is the decision maker [57]. This model makes the 

simplifying assumption of being a single product firm and gives no consideration to the 

interdependency amongst producers in the hospital sector. There is general agreement about 

the objective function of the hospital with some quantity maximising function with a quality 

constraint.  There remains a problem of identifying the decision maker. Harris argued that 

hospital output must be produced on demand, cannot be stored, and is poorly substituted 

between patients. Harris identifies both clinicians and administrators as being important but 

also as having their own objectives and constraints[58]. The model appreciates the ethical 

and medical constraints that the institution faces that are separate and to the economic 

motives. Hospital behaviour is geared towards short-run internal allocation problems that 

cannot be overcome by recourse to a pricing mechanism given the ethical constraints, the 
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clinicians objective function and the nature of health care goods. The Harris model is 

significant because it recognises that the internal structure of the hospital rather than the 

market structure is the dominant force in the theory of hospital economics[58].  

 

In a multi-agent model described by Goldfarb et al., multiple groups interact within the 

organisation[59, 60]. The various coalitions have conflicting interests, and the firm is a 

satisfying organisation rather than a maximising one.  This translates to a shifting interest 

depending on which group holds the locus of control.  Hospital motivation is the product of 

multiple actors, but it is still possible for a single actor to dominate. In the hospital setting the 

major actors are administrators and physicians. In this environment, physicians may wish to 

expand services in terms of quantity and quality, and managers may wish to work towards 

revenue maximisation or at least meeting the break-even constraint. If the hospital revenue 

exceeds the costs, then both hospital physicians and managers meet their objectives and 

there is no conflict. When hospital costs for providing a service exceed revenue gained then 

managers and physicians may have divergent goals. When there is no unified objective, the 

physicians often emerge as the dominant group. Hospitals may pursue an expansion of service 

even if it does not meet the break-even constraint. Managers may attempt to alter the means 

of production by exercising control over decisions for which they have some jurisdiction such 

as restricting capacity or staffing. Physicians do not have direct control of investment 

decisions but retain the rights of control over hospital resources. Physicians would resist 

attempts by administrators to constrain the service in the long run. A manager’s ability to 

enforce budgetary restraint is often weak when there is conflict between service demands 

and cost containment. This can be seen in both elective and emergency care. 
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The emergency care pathway often includes identifiable individuals in immediate peril. This 

tension between budgetary restraint and the rule of rescue creates significant political and 

ethical challenges. Consolidating patients with similar needs may bring savings or improved 

quality through the more efficient use of physical resources and professionals in those areas.  

In this sense critical care services can be seen as a hospital within a hospital, where the implicit 

form of the objective function is: 

𝑈 = 𝑢(𝑉, 𝐶𝑀, 𝑄, 𝑃), 

where 𝑈=utility, 𝑉 = volume of admissions, 𝐶𝑀 = case mix, 𝑄 = quality of care and 𝑃 =

 profit/financial surplus. Because quality is difficult to measure directly, we use mortality as a 

proxy measure. In meeting its objective function, the ICU faces several constraints, including 

the availability of technology and resources to provide treatments. The available patient 

constraint reflects the epidemiological and demographic characteristics of the community. In 

general there are two types of patients available for admission: necessary and 

discretionary[60]. When all necessary patients are admitted, then capacity is consumed by 

discretionary patients. An example of this tension is the trade-off between planned high risk 

elective surgery and emergency care. High-risk elective surgery such as vascular or major 

abdominal surgery require predicable ICU capacity. When there are high demand from 

emergency cases such as evidenced by the recent COVID-19 pandemic, then discretionary 

admissions, for example, from elective surgery may decrease.  To maintain elective surgical 

capacity, critical care services may have to expand beyond the break-even constraint. 

 

2.2 A brief history of critical care  
 
Critical care services represent an organisational innovation focused on the patients most 

likely to deteriorate in the hospital. Critical care services are an important component of 
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health systems, accounting for up to 15-30 % of hospital expenditure and 1% of GDP and up 

to 3% of all health spending[61]. The ability of hospitals to provide effective and emergency 

services is contingent on ICU capacity.  This makes critical care services an attractive focus for 

reforms focused on improving the efficiency. The aims of this thesis are to assess the role of 

two potential reforms, namely centralisation and specialisation, in improving the outcomes 

for critically ill patients.  

 

 The intensive care unit (ICU) is a specialised ward within the hospital where critical care is 

exclusively delivered.  The modern ICU has its origins in the Polio epidemic in Copenhagen in 

1952[62].  Copenhagen was the epicentre of the worst Polio epidemics recorded. In 1952, the 

main way to treat respiratory failure was the ‘iron lung’, of which there was only one 

available. An iron lung was a type of ventilator where the patient was completely sealed in a 

metal case and negative pressure was used to create the respiratory movements. These 

machines were not widely available and much like the COVID-19 pandemic, demand for 

mechanical ventilation quickly overwhelmed resources. At the height of the Polio epidemic, 

there were 50 patients a day hospitalised and about 10% needing mechanical ventilation[63, 

64]. Copenhagen only had about 20 anaesthetists and hundreds would be required to provide 

24-hour positive pressure ventilation by hand. About 1500 medical and dental students were 

arranged in 6-hour shifts to manually squeeze air into a patient’s lungs via tracheostomy tubes 

over several months. Mortality from polio involving the brain stem went from 87% to 

31%[62]. In addition to advancing our understanding of Polio, other insights emerged from 

the Polio epidemic. First, that positive pressure ventilation over prolonged periods was 

feasible.  Second, that putting these patients in one place where doctors and nurses had 

expertise in managing organ failure made it possible to deliver these treatments reliably. 
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Third, the use of multidisciplinary teams was introduced [65]. In the 1960’s the Engstrom 

became the first commercially available ventilator that was subsequently acquired by General 

Electric. In the 1960’s, ICUs developed in the US, Europe, and Australia.  

At the same time, other organ support technologies were being developed. The Dutch 

physiologist Willem Kolff introduced dialysis in 1943 and defibrillators became available in the 

1950s[65, 66]. Technology for automated monitoring of vital signs became available in the 

late 1960s. The introduction of benchmarking revealed stark difference in outcomes and 

efficiency. Survival rates varied three-fold for the same severity of illness and the resources 

needed to produce similar survival for patients with similar severity of illness varied six-fold 

[65, 67]. These differences in performance were not explained by any single therapeutic 

intervention or case-mix and were likely due to differences in the organisation of critical care 

services[65].  

 

2.3 ICU flow  
 
The movement of patients in and out of the ICU is referred to as patient flow and is integrated 

with and dependant on other aspects of the hospital. Figure 2 describes the many routes in 

which patients can enter and leave the ICU. A patient may enter the ICU from the Emergency 

Department with community acquired pneumonia and leave the ICU to a medical ward or to 

a rehabilitation centre. A patient could require post-operative ICU care from the operating 

room, then develop an acute coronary event requiring coronary revascularization in the 

angiography suite then leave the ICU to go to another hospital.   
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Figure 2. A simplified example of the multiple entry and exit points into a single ICU within a 

hospital with a medical and surgical ward. Each line represents a potential patient journey.  

 
 
 
 
 

 

 

 

 
 
 

 
 
 
 
 
 
Whether the patient is admitted to the ICU depends on the availability of ICU beds, whether 

there are patients that could be discharged from the ICI and whether there is available staff. 

This homeostasis can easily be disrupted by a surge in demand. Each of the units of demand 

may have conflicting interests. Since its inception, the organisation of the ICU within the 

hospital has been debated. Indeed, the ICU can be considered an organisational intervention 

providing a range of services. Within the hospital the ICU provides the capacity to care for 

acutely unwell patients. Within the broader health system, ICUs provide levels of care and 

clinical services that that are unavailable in other parts of the hospital.  
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There are some aspects of critical care provision that are universal and others that are 

speciality, geographically, health system or country specific. A recent report by the task force 

of the World Federation of Societies of Intensive and Critical Care Medicine sought to create 

an all-encompassing definition of what constitutes an intensive care unit[68].  
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2.4 What is an Intensive Care Unit (ICU)? 
 

A global definition of an ICU must be sufficiently broad to include the variability that exists in 

the capacity to care for patients with the highest acuity of illness in health systems across the 

world. In this sense an ICU can be viewed in relative terms to the realities of a health system 

and the available resources.   

ICUs employ one of two staffing models, namely open or closed units[69]. In the open unit 

model, the patient is admitted to the ICU by their treating physician and remain primarily 

under the care of the treating physician. The primary treating physician may have a 

longitudinal relationship with the patient.  Typically, the attending physician does not have 

any specific training in the management of critical illness and may seek a consultation from 

an intensivist. In a closed ICU model, the primary responsibility for the patient is transferred 

to the intensivist. The intensivist in a closed unit would decide which patients are admitted, 

discharged, and make most treatment decisions within the ICU. Intensivist staffing within the 

US may not be generalisable to studies done outside the US. Whilst there is move towards 

closed ICUs in the US, a significant number of ICUs remain open in organisation and about 5% 

of ICUs have no intensivist cover at all[70].  A meta-analysis of open versus closed ICUs 

included 27 observational studies and concluded that closed ICUs were associated with lower 

hospital mortality and lower resource utilisation [71]. This literature has obvious limitations 

in that studies are exclusively US based and are several decades old. The arguments in favour 

of closed, intensivist lead ICUs are expertise with commonly used interventions, procedural 

training, improved consistency of evidence-based therapies, facilitation of multidisciplinary 
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working and improved care coordination. I shall henceforth consider all ICUs closed as is the 

case in the UK, Europe, Canada, Australia.  

 

A comparison of the varying definition of ICUs used by several international certifying bodies 

is described in Table 1. The definitions broadly describe the types of staffing, expertise, types 

of patients and types of treatments provided.  There are important differences between 

countries in terms of how ICU beds are counted. In the US ICU beds are defined by staffing, 

in Belgium by the characteristics of patients and in countries like Australia, New Zealand and 

the UK high dependency beds are considered ICU beds[72]. [73, 74]. Comparisons between 

countries can be problematic because of the fundamental differences in the definition of an 

ICU bed, even amongst similarly high-income countries.  
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Table 1.Definitions of an ICU (adapted from Marshall et al). 

 
Certifying Body Year  Definition 

The Intensive Care 

Society (UK) 

2013 An Intensive Care Unit (ICU) is a specially staffed and equipped, 

separate and self-contained area of a hospital dedicated to the 

management and monitoring of patients with life- threatening 

conditions. It provides special expertise and the facilities for the 

support of vital functions and uses the skills of medical, nursing, and 

other personnel experienced in the management of these problems. It 

encompasses all areas that provide Level 2 (high dependency) and/or 

Level 3 (intensive care) care as defined by the Intensive Care Society 

Document Levels of Critical Care for Adult Patients (2021)[75].  

Society of Critical 

Care Medicine 

(US)[76] 

1999 ICU serves as a place for monitoring and care of patients with 

potentially severe physiological instability requiring artificial life 

support. The level of care in the ICU is greater than that available 

in the ward and intermediate care unit 

College of Intensive 

Care Medicine of 

Australia and New 

Zealand Minimum 

Standards for 

intensive Care Units 

Colleges of Intensive 

Care Medicine  

2011 An ICU is a specially staffed and equipped, separate, and self-

contained area of a hospital dedicated to the management 

of patients with life-threatening illnesses, injuries, and 

complications, and monitoring of potentially life-threatening 

conditions. It provides special expertise and facilities for support 

of vital functions 
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There are four domains that separate an ICU from routine hospital care. 

1. Physical space 

A discrete geographic locale within the hospital where the sickest patients are cared 

for is a central component of the definition of an ICU.   

 

2. Support and monitoring technology 

The ability to perform continuous monitoring of physiological parameters is a central 

differentiating feature of ICU care compared to ward care.  This data is continuously 

displayed and used by clinicians to in caring for the patient. There are a range of organ 

supports available. Respiratory support includes oxygen, and the many modes of 

mechanical ventilation. Haemodynamic support is pharmacologic and mechanical. 

Renal support includes the various modes of renal replacement therapy. Nutritional 

support is in the form of enteral and parenteral nutrition. The specifics of organ 

support available would depend on the available resources and the population served. 

Sub-speciality ICUs such as neurosurgical ICU would have different organs supports 

and monitoring compared with a transplant or cardiac ICU.  

 

3. Human resources 

The ICU team has specialist qualifications, and the level of care is more intensive than 

any other part of the hospital. In addition to physicians and nurses the team includes 

physiotherapists to support mobilisation and rehabilitation, respiratory therapists to 

manage mechanical ventilation, dieticians to manage nutrition of complex patients, a 
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pharmacist to manage drug interactions and optimise dosing in critical illness, a social 

worker to provide family and patient support, a microbiologists to assist in the 

management of infections and  other staff to support patients and families during the 

ICU stay. [68]. Patients should have medical teams immediately available. The ratio of 

patient-to-intensivist ratio (PIR) should allow for sufficient attention to each patient. 

The ideal configuration for staff ratios is not well established and there may be 

interactions between different levels of staffing. A higher patient to nurse ratio may 

be safe if the patient to pharmacist or patient to physiotherapist ratios are lower. The 

optimal ratio may also be influenced by other factors. These include case-mix and 

turnover, other duties of the physician, physician support from other medical 

professionals and trainees, and technology support[77].  

Many national bodies and health care payers specify the required patient to staff 

ratios to service the ICU. The current recommendation for PIR by the UK ICS is 12-14 

patients to one intensivist. The best evidence for the effects of PIR in the UK context 

identified 7.5 as the optimal number at which hospital mortality was lowest[78]. A 

major limitation of this study was that details of other members of care teams were 

not included in the study[78]. The SCCM in the US does not make specific 

recommendations for PIR, suggesting individual ICUS should decide what number 

allows for the delivery of the service commensurate with the institution’s 

expectations.  

The SCCM task force on ICU staffing does recommend that PIR less favourable than 

14:1 negatively impact perceptions of quality, stress, and patient care[77].  

The UK ICS also makes recommendations about patient to nurse ratios, patient to 

physiotherapist ratios and patient to resident doctor (doctors in training) ratios. The 
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UK ICS recommends one patient to one nurse for level 3 patients and two patients per 

one nurse for level 2 patients. These recommendations are similar to those in the 

position paper from the European Federation of Critical Care Nursing.  

 

2.5 Critical care services provided  
 
An ICU can be described by the types of services offered beyond the immediate support for 

failing organs. The ICU can offer specialist services to specific cohorts of patients like burns. 

cardiac or neurosurgical patients. The ICU could be a regional referral centre for smaller local 

hospitals. The ICU could also offer limited levels of care aimed at specific groups of patients 

such as monitoring for post-surgical patients in high dependency units that are sometimes 

considered part of the integrated critical care service. Critical care services may vary in terms 

of the specific staffing configuration and types of patients admitted.   

ICU bed provision appears to have some relationship to the case-mix within the ICU.  Data 

from six European countries contributing to a multicentre clinical trial (namely the UK, France, 

Germany, Spain, Netherlands, and Belgium) suggests that the percentage of patients in the 

ICU with sepsis increases when fewer ICU beds are available[79]. This would be expected 

given that demand for ICU for sepsis patients is exogenous and sepsis patients would displace 

more endogenous types of patients such as those needing elective surgery.  

The UK Intensive Care Society has standardised the level of intensity of treatment as level 

0(ward level), 1 (enhanced care), 2(critical care) to 3(critical care) (Table 2). These levels of 

treatment form the basis on which hospitals allocate resources and seek remuneration in the 

UK.   
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Table 2. Levels of care as designated by the Levels of Adult Critical Care Second Edition[75].  

 
Level of care Description Example 

0-Ward level care Requires hospitalisation  

Needs can be met through normal ward care 

A patient stepped down from a higher 

level of care at low risk of 

deterioration. 

 

1- Enhanced care  Patient discharge from higher level of care 

Patients in need of additional clinical 

interventions or clinical input   

Patients receiving critical care outreach service 

support 

Patients requiring active treatment by 

the critical care outreach team.  

Requires continues oxygen therapy  

Boluses of intravenous fluids 

Diabetes- receiving continuous insulin  

Parenteral nutrition  

2- Critical care  Patients stepping down from Level 3 to Level 2 

care 

Patients needing single organ support (exceptions 

Basic cardiac and respiratory simultaneously is 

considered Level 2 and Advanced respiratory 

alone is considered Level 3) 

Requiring 2 or more forms of basic organ support 

or monitoring  

Patients with severe physiological derangements, 

who cannot be cared for elsewhere.  

Mask/ hood CPAP 

Patients receiving renal replacement 

therapy 

Invasive neurological monitoring 

Continuous infusions to manage 

seizures  
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3-Critical care  Patients receiving advanced respiratory support  

Patients receiving at least two forms of organ 

supports at an advanced level (non-respiratory). 

Patients with delirium or agitation already 

receiving level 2 care.  

 

Invasive mechanical ventilation 

Patient receiving renal replacement 

therapy and vasopressor support 

 

 

ICU care is expensive and increases in ICU spending is a major contributor to rapidly escalating 

national health care expenditure[80, 81].  The more efficient organisation of critical care 

services will help improve quality and lower costs and is an important policy priority. The rise 

in ICU costs may be partly due to differences in practice patterns at individual hospitals. 

Differences in local resources, financial incentives and a lack of clearly defined indications and 

guidelines has also led to significant variations in the way ICUs are organised.  Much of ICU 

care falls within the scope of the grey area in medicine with the following attributes:  

1. There are few clinical guidelines 

2. The potential for marginal harm is relatively small. The harms of reducing access to 

other patients or unnecessary invasive procedures are not always identifiable in 

advance.  

3. The benefits to the patient are idiosyncratic. 
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The organisation of the health system is a key component of optimal critical care services and 

evaluating its efficiency requires an understanding of the broader health system[82-86]. 

Interpreting studies that describe outcomes from critical illness across countries is challenging 

because of the differences in how it is utilised. Differences in observed outcome need to 

consider the differences in types of patients admitted to the ICU, discharge practices, end of 

life care practices and alternate care settings such as hospice and skilled nursing facilities.  

 

One commonly cited comparator is perioperative mortality, particularly following high-risk 

surgery. First, one large difference that might explain differences in outcome is the types of 

patients that are offered surgery in the first place. A study comparing the population of 

Alberta with Massachusetts found that the per capita rate for major vascular reconstructive 

surgery was 3.4 times higher in the US, with significantly more ICU utilisation and worse 

mortality[87].  Second, post-operative ICU admission varies substantially, even amongst 

countries with similar ICU capacity. In Europe about 6.3% of high-risk patients in the UK are 

admitted to the ICU[88]. In Sweden this figure is 3.2% and in Spain 12.5% and in Latvia 21% 

of high-risk patients are admitted to the ICU[88]. About 73% of the high-risk patients that died 

in the European Cohort study were never admitted to the ICU at any point[88].  

The role of critical care services in providing end-of-life care is hugely variable even amongst 

high income countries. A study of patients dying with cancer in 7 high income countries, 

namely the US, Canada, Belgium, England, Germany, Norway and the Netherlands, found ICU 

admission was at least twice (40.3%) in the US compared to the other 6 countries, (<18%) 

[89].  The US has a high utilisation of ICU services to deliver end of life care and one in 5 

Americans die in the ICU[90]. By comparison only 5% of deaths in the UK occur in the ICU[91].  
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These wide variations in discretionary patients raise the spectre of the epidemiological 

phenomenon referred to as the  “WiIl Rogers effect” [92]. This refers to the moving of a 

patient from one location to another and lowering the mortality of both groups. If large 

numbers of perioperative patients with a low risk of death on average or palliative patients 

with a high chance of death are admitted to the ICU then any comparison of overall ICU 

mortality between critical care services is likely to reflect the case-mix more than the quality 

of care provided. Comparisons across disease specific cohorts are therefore more 

informative.  

 

Sepsis is an important public health problem amounting to almost 50 million incident cases 

in 2017 and accounting for 20% of all deaths worldwide[93]. Sepsis refers to infection 

associated with organ dysfunction and is usually treated within an ICU setting. The Third 

International Consensus Definitions for Sepsis and Septic Shock (Sepsis-3) is described in 

Appendix one[94].  Sepsis is treatable and requires timely intervention.  Although mortality 

from sepsis has decreased in the last three decades, it remains the most common cause of 

death in hospitalised patients[95]. There are wide variations in sepsis mortality between 

countries. The highest mortality is in sub-Saharan Africa and the lowest mortality is in North 

America and Europe[93]. Amongst high-income countries mortality varies substantially.  A 

systematic review of sepsis mortality across North America, Europe and Australia found 30-

day mortality to be 19.6%, 23.6% and 18.7% respectively[96]. Some of the observed 

differences maybe attributable to adherence to best practice guidelines, such as the surviving 

sepsis bundle, though the benefits of adherence to the sepsis bundles have been inconsistent 

[97]. In one study a very marginal increase in adherence to the sepsis protocol in Spain was 

associated with a 5% reduction in mortality[98]. In contrast, a study of sepsis patients in 114 
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US hospitals found a more than 60% improvement in adherence to the sepsis protocol but no 

change in the trend for mortality[99]. These findings are consistent with a landmark study by 

the RAND group, which found variations in mortality in hospitalised patients with myocardial 

infarction and heart failure were not explained by variations in processes of care[100]. Some 

hospitals that provided a high level of therapies identified to be effective but were observed 

to have poor outcomes and other hospitals achieved good outcomes without providing these 

effective therapies [100]. Even within the same country mortality varies widely. Within the 

US, data from about 3000 hospitals found a 23% to 56% risk adjusted mortality for sepsis 

[101]. In Japan, the hospital mortality from sepsis ranged from 12% to 48%[102]. These 

studies point to the idea that improvements occur through complex pathways and not 

necessarily through measurable single processes. Indeed, despite the absence of a “magic 

bullet“  to treat sepsis, steady improvements in mortality  have continued to occur[103].  The 

organisation of critical care services, namely through centralisation or specialisation, and the 

resources available may explain these observations. More needs to be understood about 

these organisation strategies so that we can better implement them.  
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2.6 Regional Differences in critical care availability 
 

Across the world, there is heterogeneity in patient populations, the underlying structure of 

the health system, health spending and cultural values that result in wide differences in the 

supply and utilisation of critical care systems. Despite these differences, comparisons 

between countries can provide useful insights about the delivery of care or illuminate 

mechanisms that may improve outcomes if implemented elsewhere. Two valuable lessons 

have been learned from international comparisons of critical care services. First, responding 

to the growing threat of disasters and pandemics requires an understanding of available 

resources both nationally and internationally. The COVID-19 pandemic has highlighted the 

value of knowing the capacity of the critical services to respond to surges in demand and the 

value of timely access to critical care services. A study across 14 European countries found 

substantial national and regional variation in spatial access to ICU beds[104]. Countries with 

lower ICU accessibility had higher COVID-19 case fatality ratios. Germany had a large, widely 

distributed pool of ICU beds and was well positioned to respond to a surge in demand. In 

contrast countries like Denmark, Italy and Sweden had fewer ICU beds per capita that were 

spatially concentrated resulting in localised shortages of ICU beds[104]. Second, the 

generalisability of research undertaken in one system to other health systems depends on 

understanding the structure of the health system in which the study is done, understanding 

differences in staffing, the types of patients treated, and practice patterns. The decision to 

admit patients to the ICU reflects patient characteristics, and wider organisational aspects of 

the hospital system such as the array of services available in and outside the ICU. Studies 
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describing the variation in ICU utilisation suggest that factors other than case-mix contribute 

to the broad variation in ICU utilisation.  

 

A common currency used to compare the structure of critical care services is the number of 

ICU beds standardised to the population. ICU bed availability varies considerably worldwide 

and although there is no consensus about the right number to serve a population, we can 

make judgements about the adequacy of bed supply by practice patterns[105]. We could infer 

that a high proportion of very sick patients denied ICU admission because of bed availability, 

premature ICU discharge and improvements in mortality as ICU bed supply increases would 

suggest an under-supply of ICUs[106-108]. Alternatively, having up to 40% of patients 

admitted to the ICU with a predicted risk of death <2% or 20% less than with a risk of death 

<1% , would also suggest an inefficiency in ICU utilisation as this group of patient are unlikely 

to derive any benefit from ICU care[109, 110]. Comparisons of ICU beds per capita across 

countries provide useful information about the critical care resources available and hence the 

context in which reforms are considered.   

ICU bed availability was moderately correlated with the percent of GDP spending on 

health(r=0.632)(Figure 3) [105].  The US is the biggest spender on health care (16.8% of GDP). 

The Organisation for Economic Co-operation and Development (OECD) average for GDP 

spending on health is 8.8%[111]. The UK spends 10.2% of GDP on health, similar to most other 

European countries.  

 

Spending on critical care services accounts for about 1% of GDP in the US and about 0.1% in 

the UK[81].  This huge difference in the supply and spending of ICU services invariably results 

in international variations in utilisation. In the US Veterans Affairs Health System, low risk 
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hospitalised patient (with a predicted mortality of <2%) make up about half of all ICU 

admissions[110]. In the UK, low-risk patients account for a median of 13%, (IQR 9-16%) of ICU 

admissions, ranging from 0% to 36.6%. The underlying supply of critical care services 

therefore plays an important role in the context of considering further reforms. 

Even amongst countries with similar GDP spending on health and similar overall standards of 

living across Europe, there is a substantially large difference in ICU bed provision.  There are 

two ways to consider the population level provision of critical care services. One is to consider 

the number of beds per capita of population and the other is to consider ICU beds in relation 

to acute hospital beds.  

 

In 2020, the average number of ICU beds across the Organisation for Economic Co-operation 

and Development (OECD) countries was 12 beds per 100,000 population, ranging from 2.3 

per 100,000 population in India, 2.7 and 4.7 per 100,000 population in Indonesia and China 

respectively to 25.8, 28.9 and 33.9 per 100,000 population in the US, Austria and Germany 

respectively[112](Figure 4).  In 2020 the UK is below the OECD average at 10.5 ICU beds per 

100,000 population.  
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Figure 3. Relationship between ICU availability and percentage Gross Domestic Product 

(GDP) spent on health care [72]. 
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Figure 4.  Variation in ICU bed availability across OECD countries [72]. 

 

 

 

 

 

ICUs are organised within hospitals and a shortage of available acute hospital beds will impact 

how an ICU functions. Shortages of hospital beds delays stepping patients down from the ICU, 

increasing the inefficient use of ICU and impeding patient flow. The differences in resources 

outside the ICU such as the availability of Long-Term Acute Care Hospitals (LTACHS) and 

Skilled Nursing Facilities (SNF), may explain variability in length of stay and discharge practices 
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between countries[113].  The provision of ICU beds is weakly correlated with acute hospital 

bed provision (𝑟 = 0.646)  but varies significantly between countries, Figure 4 and Figure 5 

[105].  The OECD average for acute hospital bed provision is 5 beds per 1000 population. The 

US has relatively low acute hospital bed provision (2.9 per 1000 population) and high ICU bed 

provision resulting in ICU beds accounting for about 8% of acute hospital beds. The OECD 

average for the percentage of ICU beds to acute hospital beds is about 2.4%. Japan, on the 

other hand, has high hospital bed provision (13 per 1000 population) and low ICU bed 

availability (5.2 ICU beds per 1000000 population). Austria and Germany have both high ICU 

bed provision and high acute bed provision. The UK has low acute hospital bed provision (2.5 

per 1000 population) and ICU bed provision below the OECD average. This relative under 

supply of both ICU beds and acute hospital beds underscores the importance of optimising 

the organisation of these scarce resources and the need for co-ordination across individual 

organisations.  
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Figure 5.  The relationship between ICU and acute hospital bed availability.  
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Differences in critical care provision are not limited to the country-level.  Even within 

countries there is substantial regional variation in ICU provision. In the US, the West region 

has the lowest ICU bed provision (24.2 ICU beds per 100,000 population) compared with the 

South East (31.7 ICU beds per 100,000 population)[114]. Figure 6 describes ICU bed provision 

across 4 regions in England between 2013 and 2019. London had the highest ICU bed 

provision,(mean 11.1 ICU beds per 100,000 population, 95% CI 10.6-11.6) [115, 116]. ICU bed 

provision was lowest in the South (mean 5.4 ICU beds per 100,000 population, 95% CI 5.3-

5.6). The North and East and Midlands had 7.8 ICU beds per 100,000 population 95% CI 7.7-

8.0) and 6.4 ICU beds per100,000 population 95% CI 5.9-6.5). In addition to London having 

higher ICU per provision per capita, it appears that ICU capacity in London is growing, and 

other regions are static or decreasing (Figure 1.5). This would suggest that supply of ICU beds 

is not driven by the underlying needs of the population. The recent COVID-19 pandemic 

highlights the regional problems that may occur when there is a sudden influx of patients 

putting the system under strain, even when the national picture appears stable[117]. Higher 

levels of capacity strain have been associated with higher mortality from COVID-19[117, 118].  

Surges in demand from COVID-19 cause capacity strain, that has potentially eroded the gains 

from emerging treatments[86]. The capacity strain that occurred during the COVID-19 

pandemic also increased mortality for non-COVID-19 patients[118].  
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Figure 6. Regional variation in ICU bed provision across four geographic areas- London, 

North, South and the East and Midlands between 2013 and 2019. 

 

 

[Data from NHS England and the Office for National Statistics [115, 116] 
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Chapter three: Data 
 

Abstract 
 
Aims: This chapter describes the Case-Mix Program Database (CMPD), the ICNARC Coding 

Method (ICM), the ICNARCH-2018 risk adjustment model. 

Method: The method of data collection and validation adopted by the ICNARC for the Case-

Mix Program Database. The criteria for describing a high-quality clinical database as 

developed by the Directory of Clinical Databases (DoCDat) were used to rate the CMPD. The 

ICNARCH-2018 risk adjustment model is also described. The data from the CMPD used in this 

thesis is from between 1 January 2010 and 31 December 2016 and are briefly summarised.  

Results: The mean quality level of the CMPD in terms of the DoCDat criteria is 3.7 (with 

1=worst and 4 =best). The total number of ICU episodes was 1,008,023. There were 41868 

readmissions, 31358 inter-ICU transfers and 1513 patients that were both readmitted and 

transferred between ICUs during the same episode. The total number of unique patients was 

933,284, from 231 ICUs. The ICNARCH-2018 risk adjustment model predicted that acute hospital 

mortality would be 19.4% and the observed mortality was 21.2%.  

Conclusion: The CMPD is a high-quality clinical database that is representative and reliable. 

The ICNARCH-2018 risk adjustment model compares favourably with other commonly used 

models in terms of overall fit and discrimination for predicting acute hospital mortality.  
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3.1 The Case-Mix Program dataset  
 
Clinical databases are immensely valuable in evaluative research, and in informing planning 

and organisation of services [119]. Clinical databases are designed with medical decision 

making in mind, and include more detailed data on patient history, comorbidities, 

procedures, and outcomes than administrative databases. Inaccurate and poor-quality data 

will inevitably lead to misleading conclusions. To promote quality and appropriateness of use, 

a quality assessment checklist tool was developed, similar to the CONSORT checklist used in 

randomised control trials[119]. The resulting instrument consists of 10 items, four relating to 

coverage, and six relating to reliability and validity of the data. The instrument is described in 

Table 3.  Level I represents the least rigor and Level IV represents the most rigor.  

The Intensive Care National Audit and Research Centre (ICNARC) is an independent charity 

established in 1994.[120]. ICNARC co-ordinates national audit from adult intensive care units 

in England, Wales, and Northern Ireland as part of the Case-Mix Program (CMP).  Data is 

validated locally and then centrally and then pooled into the Case-Mix Program Database 

(CMPD).  Adult intensive care units are defined as ICUs, mixed ICUs, and High Dependency 

Units (HDUs), combined general and coronary care units and medical and surgical units 

admitting patients greater than 16 years old. The CMPD covers 100% of all adult ICUs in 

England, Wales, and Northern Ireland although participation is voluntary. The CMP is listed in 

the Department of Health’s Quality Accounts as a national audit by the National Advisory 

Group on Clinical Audit and Enquiries (NAGCAE) for Acute Care. The CMP is open to both 

public and private (independent) sector ICUs. 

 

 CMP data is collected prospectively and abstracted into standard forms by trained data 

collectors according to precise definitions. Data collectors are trained prior to data collection. 
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In addition to data collectors, training includes critical care physicians and nurses. Retraining 

of staff also happens on a regular basis. Other training opportunities include regular one-day 

Data Workshops aimed at data collection/validation, Teleconferences to discuss common 

problems, clarify definitions and share best practice, and the CMP Process Guide providing 

practical guidance for effective data collection.  

 

Data abstraction is performed by chart review. Data is collected from consecutive admissions 

and submitted for inclusion into the CMPD at least every six months. Local validation occurs 

in accordance with ICNARC CMPD specification. The data then undergoes central validation 

for completeness, and inconsistencies with data are returned to the local ICU for correction. 

This validation process is repeated until all queries are resolved and the data is then added to 

the CMPD. The CMPD team undertake over 600 validation checks. Each ICU receives a Data 

Analysis Report which provides trends over time of how the ICU is performing relative to other 

ICUs. 

The information on reason for admission to the ICU is coded using the ICNARC Coding Method 
(ICM) [121]. The ICM is a five-tiered hierarchical method for coding based on 1. Medical or 
surgical condition 2. The body system 3. Anatomical site 4. The pathological condition and 5. 
The condition requiring admission.   
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Figure 7 describes the ICM with the illustrative example of bacterial pneumonia.  
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Table 3. Directory of Clinical Databases (DoCDat) checklist[119] 

     

 Level I Level II Level III Level IV 

A. Extent to which the 
eligible population is 
representative of the 
country 

No evidence or 
unlikely to be 
representative  

Some evidence 
eligible population 
is representative  

Good evidence 
eligible population 
is representative 

Total population 
included  

B. Completeness of 
recruitment of eligible 
population  

<80% or unknown Many -80-89% Most -90-97% All or most->97% 

C. Variables included in 
the database 

• Identifier 

• Admin info 

• Condition or 
intervention  

• Identifier 

• Admin info 

• Condition or 
intervention  

• Short-term 
or long-term 
outcome  

• Identifier 

• Admin info 

• Condition or 
intervention  

• Short-term 
or long-
term 
outcome 

• Major 
Known 
confounders  

• Identifier 

• Admin info 

• Condition or 
intervention  

• Short-term 
or long-
term 
outcome 

• Major 
Known 
confounders  

D. Completeness of 
variables 

Few <50% Some 50-79% Most 80-97% Almost all >97% 

E. Collection of raw data  Few<70% Some 70-89% Most 90-97% Almost all >97% 

F. Explicit definition of 
variables 

None  Some <50% Most 50-97% Almost all >97% 

G. Explicit rules for 
deciding how variables 
are recorded  

None  Some <50% Most 50-97% Almost all >97% 

H. Reliability of coding 
of conditions and 
interventions  

Not tested  Poor Fair Good 

I. Independence of 
observations of primary 
outcome 

Outcome not 
included or 
independence 
unknown  

Observer neither 
independent nor 
blinded to 
intervention  

Independent 
observer not 
blinded to 
intervention  

Independent 
observer blinded or 
not necessary  

J. Data validation  No Validation  Range or 
consistency checks 

Range and 
consistency checks 

Range and 
consistency checks 
plus external 
validation 
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Figure 7 The ICNARC Coding Method (ICM). The figure uses the example of bacterial 

pneumonia. 

 
 

 

 

 

 

 

 

 

 

 

  

Tier 1: Type  
Surgical condition 
Medical  

Tier 2: System 
Respiratory 

Cardiovascular  
Gastrointestinal 
Neurological 
Trauma 
Poisoning 
Genito-urinary 
Endocrine /Metabolic 
Musculoskeletal 
Dermatologic 
 
 
 Tier 3: Site  

Upper Airway and trachea 
Bronchi and Airways 
Pulmonary Vasculature 
Lungs 

Pleura or mediastinum 
Chest wall and diaphragm 
disorders causing 
respiratory failure 
 
 

Tier 4: Process 
Collapse 
Hemorrhage 
Infection 

Oedema 
Tumour/malignancy 
Trauma 
 

Tier 5: Condition 

Bacterial pneumonia 

Viral pneumonia 
Fungal /yeast  
Tuberculosis 
Lung abscess 
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The ICM can be used to identify the primary and secondary reason for admission, based on 

the first 24 hours of ICU care as well as the ultimate reason for admission based on 

information from discharge. Admissions can be identified at any tier of the ICM, for example, 

we could identify all surgical patients, all patients with cardiovascular surgery, all patients 

with diseases of the lung, all patients with infection and all patients with viral infection. We 

can also identify patients using physiological criteria such as the Sepsis-3 definition[122].  

 

The data included in the CMPD included demographic data as well as details about 

hospitalization. A schematic description of the timeline is described in   
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Figure 8.  All patients are followed from the original data of hospitalization to their ultimate 

hospital discharge. Raw data is collected rather than categorical or aggregated data. Patient 

admissions are allocated a unique identifier and records are reversibly anonymized. Patients 

are cross linked by postcode for deprivation scoring.  Physiological data are collected to 

calculate the Acute Physiology and Chronic Health Evaluation (APACHE II) and ICNARC risk 

adjustment scores[123, 124]. 

Data on source of admission and type of surgery is defined as per the National Confidential 

Enquiry into Perioperative Deaths. Elective surgery is planned surgery at a time suitable to 

the patient.  Emergency surgery refers to surgery that should be performed immediately, 

simultaneously with resuscitation or as soon as possible thereafter. ICU and hospital survival 

are recorded. For patients transferred between hospitals and ICUs, the ultimate hospital 

discharge is also recorded.  Length of ICU stay is calculated in hours from the dates and time 

of admission to ICU discharge. For patients transferred between hospitals, ultimate hospital 

length of stay is the total duration of the episode. Readmissions to the ICU are identified by 

the postcode, date of birth and gender and confirmed by the participating ICU.   
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Figure 8. Timeline for CMPD data collection[120]  
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3.2 Performance of the CMPD against the DocDat criteria 
 
1. Representativeness  

The CMPD includes about 99% of all adult general critical care ICU and HDU in England, Wales, 

and Northern Ireland and 100% of all general adult ICUs. (Level 4) 

2. Completeness of recruitment  

ICUs included consecutive admissions (Level 4) 

3. Variables included  

The CMPD includes all major known confounders in the form of raw data. Outcomes beyond 

hospital discharge are not included in the CMPD. (Level 3) 

4. Completeness of variables  

All variables were at least 95% complete (Level 4). 

5. Collection of raw data 

All continuous data was collected as raw data. (Level 4) 

6. Explicit definitions  

A detailed data collection manual is provided to each ICU using definitions developed after 

wide consultation. (Level 4) 

7. Explicit rules  

The CMPD has explicit rules for deciding how variables are recorded and provides training 

and re-training. (Level 4) 

8. Reliability of coding  

The quality of coding is difficult to verify, however, the  ICM has been found to have high 

inter-rater reliability [125]. ICUs test the reliability of data by recollecting a random sample of 

admissions selected by ICNARC. These reliability assessments are done 2-3 times per year. 

(Level 3). 
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9. Independence of observations 

The outcome variable is mortality and is not subject to gaming. (Level 4) 

10. Data validation  

Validation of the CMPD includes logic, range, and consistency checks, although there is no 

external validation. (Level 3). 

 

The CMPD has many strengths. First, a major strength is the wide coverage. The CMPD 

includes all general adult ICUs in England, Wales, and Northern Ireland. Second, the explicit 

definitions used, the data collection manual and the precise dataset specification minimize 

inter-observer variability. The training provided has been effective in minimizing inter-

observer variability[126]. A lack of clear definitions and instruction about the timing of data 

collection has been identified as a source of inter-observer variability in other clinical datasets 

that are commonly used such as the APACHE II and APACHE IV databases[127, 128]. The inter-

rater variability for the ICM coding of reason for admission was 79% in the previous 

study[125].  

This compares well with the inter-observer variability of the APACHE IV database of 68%[128]. 

Third, the CMPD collects raw data that allows for improved risk adjustment. This has led to 

the development of the ICNARC risk model, based on UK data. [123].  

 

3.3 The ICNARC-H-2018 risk adjustment model  
 
Risk adjustment has its limitations when comparing ICU performance. The commonly used 

models (e.g., APACHEII, APACHE IV, SAPS II) are unable to distinguish between a sick patient 

on admission and a patient that gets sicker over the first 24 hours because of poor care. [129]. 

In 2006 ICNARC published a validation of four models-the APACHE II, APACHE III, Simplified 
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Acute Physiology Score (SAPS II) and the Mortality Probability Models (MPM version II)[130]. 

Even with recalibration these models do not fit well across different populations[130]. The 

ICNARC model outperforms these models in both overall fit and discrimination[131]. 

Variables relating to past medical history did not improve model performance.  This is likely 

because chronic conditions are reflected in the physiologic derangements and admitting 

diagnosis. The variables describing chronic medical conditions are very severe. Very severe 

cardiac disease refers to dyspnoea, angina, or New York Heart Association Functional 

Classification Class IV, documented 6 months prior to admission. Severe respiratory disease 

refers to permanent shortness of breath with light physical activity   due to pulmonary disease 

present six months prior to admission End stage renal disease refers to patients requiring 

chronic renal replacement at least 6 months prior to admission. This includes peritoneal 

dialysis, haemo-dialysis, or chronic hemofiltration.  

 

The ICNARC model has been recalibrated to ensure risk predictions are as accurate as 

possible. Further refinements since the model was introduced in 2007 have been non-linear 

modelling of physiological variables and incorporating more data from the ICM hierarchical 

model for reasons for admission to the ICU. The latest iteration is the ICNARC H-2018  model. 
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Table 4. The variables included in the ICNARCH-2018 risk prediction model[123, 131, 132] 

Physiological parameters during the first 24 -hours after ICU admission   
o Highest hear rate  

o Lowest systolic  
o Highest temperature 

o Lowest respiratory rate 

o Lowest 𝑃𝑎𝑂2/𝐹𝑖𝑂2 ratio 
o Lowest arterial pH  

o 𝑃𝑎𝐶𝑂2 associated with lowest pH 

o Highest blood lactate 

o Total urine output 
o Highest urea 

o Highest creatinine 

o Highest sodium 

o Lowest white blood count 

o Lowest platelet count 

o Glasgow Coma Scale 

Age in years 

Past medical history 
o Severe liver disease- biopsy proven cirrhosis, portal hypertension, hepatic encephalopathy 

o Metastatic disease 

o Haematological malignancy 

o Severe respiratory disease 

o Immunocompromised  
o Severe cardiac disease  

Dependency prior to hospitalisation assessed 2 weeks prior  
o Independent  
o Minor assistance  

o Major assistance for  

o Fully dependant for activities of daily living  

Cardiopulmonary resuscitation 24-hours prior to admission  
o In-hospital 

o Out of hospital 

Mechanical ventilation within 24 hours of ICU admission 

Source of admission 
o Emergency department 
o Operating theatre (elective/emergency) 

o Ward 

o Other acute hospital 

Primary reason for ICU admission using ICM 

Interactions between physiological variables and: 
o Other physiological variables  
o Past medical history 

o Interventions (CPR, mechanical ventilation) 

o Primary reason for admission 

Interactions with age and past medical history   
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The CMPD uses rigorous methods of data collection and validation and compares favourably 

to other clinical databases. The CMPD meets the DoCDat criteria of a high-quality database. 

Results of analysis from the CMPD are representative and permit reliable comparisons with 

national and international data[120].  

 

3.4 A summary of the data included in the Case-Mix Program  
 
 Table 5 provides a brief description of the CMPD from 1 January to 31 December 2016 used 

in this study. The total number of ICU episodes was 1,008,023 from 231 ICUs. Episodes that 

were excluded were: 41,868 readmissions, 31,358 inter-ICU transfers and 1,513 patients that 

were both readmitted and transferred into the ICU. There were 933,284 patients. 

Readmission accounted for 4.3% of all critical care episodes. For patients with multiple 

episodes only data from the index admission was used for risk adjustment.  

The mean age of patients in the CMPD was 61 years and 55% were male. About 75% of 

patients were functionally independent and 81.8% had no recorded severe co-morbidities. 

Most critical care admissions were medical patients (57%). Elective surgical patients 

constituted about 25% and emergency surgery the remaining 18% of ICU admissions. Less 

than 1%of ICU admissions require ward level (Level 0) or enhanced care (Level1). The majority 

of patients require some form of organ support or monitoring i.e., Level 2 (53%) or Level 3 

(45%) care. The level of care required varied across admission types. Elective surgery patients 

predominantly required Level 2 care (80%). Only 44% of medical patient required Level 2 care 

and 54% required level 3 care.  About 46% of emergency surgery admissions require Level 2 

care and 54% required Level 3 care.  Overall hospital mortality was 21.2% and varied across 



 76 

admission types with medical patients having a 30% mortality, elective surgery 3.7% and 

emergency surgery 23.7%.    

3.5 Risk standardised acute hospital mortality (RSMR) 
 
Mortality is a significant outcome for both patients and providers and occurs frequently in 

the critical care population. Unadjusted mortality however does not provide meaningful 

insights into institutional performance.  To provide a broad description of the variation in 

mortality across ICUs I estimated the acute hospital risk standardised mortality rate (RSMR). 

This is a single summary measure that includes all ICU admissions, across all diagnoses 

measured until acute hospital discharge. This measure does not capture those patients 

discharged from hospital that subsequently die shortly thereafter.  

The RSMR was calculated using a logistic regression model with acute hospital mortality as 

the outcome variable and the ICNARCH-2018 expected mortality as the control variable. The 

acute hospital 𝑅𝑆𝑀𝑅  for ICU 𝑗 was defined as the ratio of the observed to expected deaths 

of 𝐼𝐶𝑈𝑗 multiplied by the average mortality rate[133]. 

𝑅𝑆𝑀𝑅𝑗(%) =
𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑚𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦𝑗

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑚𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦𝑗
 𝑋 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐼𝐶𝑈 𝑚𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦 

I describe the results using a funnel plot to display the RSMR graphically in Figure 9. The 

solid purple line represents the overall average mortality. The long-dashed lines are the 

boundaries for the 95% control limit and short dashed lines are the boundaries for the 

99.8% control limit. The total number of patients treated in each ICU is represented on the 

X-axis. ICUs represented by blue dot fall within the 99.8% control limit, those ICUs in green 

dots are outliers with better-than-expected mortality and those ICUs in red dots are outliers 

in having a worse than acute hospital predicted mortality.  The wide dispersion highlights 

the wide centre level variation in performance.  
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Table 5. Description of data in the CMPD (N=933284) 

Variable  Value 

Age(years) Mean (95% CI) 61.1 (61.0-61.1) 
Race*, n (%)  

o White  841450 (90.2) 

o Asian 31884(3.4) 
o Black 20630(2.2) 

o Other/mixed 38499(4.1) 

Sex, n (%)  

o Female 419533(45.0) 

o Male 513750(55.0) 
  

Residence prior to admission, n (%)  

o Home 911294(97.6) 

o Health related institution  15970(1.7) 

o Non- health related institution  6009(0.6) 

  

Country n, (%)  
o England 833673(89.3) 

o Wales 58185(6.2) 
o Northern Ireland 32011(3.4) 

o Isle of Man  1100(0.1) 

o Scotland 1017(0.1) 
o Channel Islands 391(0.0) 

  
Functional status prior to ICU admission#  

o Fully independent  704514(75.5) 

o Some assistance with activities of daily living  213182(22.8) 

o Fully dependant 9726(1.0) 

  

APACHE II score  15.6(15.6-15.6) 

ICNARCH-2018 score 16.8(16.8-16.8) 

ICNARCH-2018 predicted acute hospital mortality 19.4% (19.4-19.5%) 
  

Admission type$  

o Medical  530483(56.8) 

o Elective surgery 229057(24.5) 

o Emergency surgery 173651(18.6) 
  

Infection with 24hors of admission n, (%) 294634(31.6) 
Sepsis diagnoses with 24hrs of admission  273001(29.3) 

Septic shock  54419(5.8) 

Requiring renal replacement therapy within 24 hrs of 
ICU admission  

53577(5.7) 
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Organ failure n, (%)  
o Cardiac 268672(28.8) 

o Respiratory 271652(29.1) 

o Renal 128303(13.8) 

o Haematological  34556(3.7) 

o Neurological  36996(4.0) 
  

Highest level of care received in the ICU n, (%)  

o Level 0 6529(0.1) 

o Level 1 8913(1.0) 

o Level 2 497013(53.3) 
o Level 3 424146(45.5) 

  
ICU length of stay (hours) mean, (95%CI) 109(109,110) 

Hospital length of stay (days) mean, (95%CI) 18(18-18) 

ICU mortality n, (%) 136799(14.7) 
Hospital mortality n, (%) 197917(21.2) 

*821(0.09 %) missing ethnicity, #5862(0.6%) missing functional status, $2560(0.3%) missing 
highest level of care 
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Figure 9. Funnel plot of Risk Standardise Mortality Ratio.  The solid purple line represents the 

overall average mortality, the long-dashed line represents the 95% control limit, and the 

short-dashed line represents the 99.8% control limit). 
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3.6 Conclusion  
 
The CMPD is a high-quality clinical database. It is an invaluable resource for quality 

improvement, providing data that is that is representative and reliable in assessing the 

structure, process, and outcomes from critical illness. Comparing performance of any 

individual ICU requires comparative audit to enable benchmarking. This requires some 

account of patient characteristics including underlying chronic illness, severity of acute illness 

and other demographic factors. The most widely used outcome measure in critical care is 

mortality. Mortality is easily measured, not subject to gaming and patient centred. The most 

used form of mortality used to compare institutional performance is the risk standardised 

mortality ratio (RSMR). The RSMR is a ratio of the observed to expected mortality. The 

expected mortality is calculated using the sum of probabilities based on a risk prediction 

model.  The ICNARCH-2018 risk adjustment model is applied to the CMPD and compares 

favourably with other commonly used models in terms of overall fit and discrimination for 

predicting acute hospital mortality. The use of a highly calibrated risk adjustment model 

allows for meaningful conclusions to be drawn from observational data.  
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Chapter four - Literature review: The Volume-Outcome relationship  

 

Abstract 
 
Introduction:  The relationship between caseload volume and outcome has been described 

across a range of medical and surgical conditions. The volume-outcome relationship has been 

used to support centralisation of critical care services. This relationship has, however, been 

inconsistently described across different cohorts of patients treated in the ICU.  

Aim: A systematic review and meta-analysis was undertaken to assess the association 

between volume and outcome in critically ill adults.  

Methods: A systematic search of MEDLINE, EMASE and Google scholar for English language 

articles published between 1 January 2000 and 12 December 2018. Information extracted 

included year of study, patient characteristics, definition of volume, outcomes (ICU hospital 

or fixed time mortality), type of methodology used (multilevel modelling, risk adjustment) 

and organisational details. 

Results: Twenty-three studies were included in the meta-analysis comparing the highest 

volume category to the lowest volume category. The results showed a significant reduction 

in mortality with increased volume (OR 0.86, 95% CI 0.78-94), however, there was substantial 

heterogeneity (𝐼2 = 98.95). The subgroup of studies done outside the US did not find a 

significant volume outcome relationship (OR 0.89, 95% CI 0.74-1.04) compared with studies 

done in the US (OR 0.82, 95% CI 0.74-0.90).  

Conclusion: There was significant association between ICU volume and mortality. A major 

issue identified was the lack of a gold standard in the definition of high and low volume. There 

were substantial heterogeneity and subgroup identified variations in this relationship 

depending on patient cohorts and whether the study was done in the US or outside the US.   
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4.1 Understanding the volume outcome relationship in the context of critical illness  
 

Since the seminal work by Luft and colleagues in 1979 that showed improved mortality for a 

range of surgical procedures when the hospitals surgical caseload volume increased, this 

volume-outcome relationship has been the subject of extensive investigation[134] To date 

most studies have focused on surgical procedures and describe a favourable volume-outcome 

relationship[9]. However, research on the volume outcome relationship present 

methodological challenges. Differences in study estimates for the same procedure related to 

cut-off values have led to difficulties in translating the volume-outcome relationship into 

policy. The volume-outcome relationship has lent support to two policy ideas, namely 1) 

minimum volume standards and 2) centralisation[17]. 

Minimum volume standards require that hospital deliver services at a specified volume 

threshold, almost entirely related to surgical procedures. In most cases it is based on annual 

volumes and the usual consequence is the withholding of reimbursements if the service falls 

below the threshold value. Germany, Canada, the Netherlands, Switzerland, and Austria have 

introduced minimum volume standards for hospitals providing a small number of high-risk 

surgical procedures[17, 135]. The specific set of surgical procedures, as well as the volume 

standards for the same procedure varied substantially across countries, highlighting the 

limited evidence available to inform thresholds [17]. It remains unclear as to whether the 

introduction of minimum volume standards has had the desired effect on quality in these 

countries[17]. 

 Centralisation involves the consolidation of services into fewer units to operate at a higher 

caseload volume[136].  In the UK the centralisation of major trauma, stroke, and paediatric 

services have been associated with improved patient outcomes[137-139]. Countries like 
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Norway, Germany, and Denmark also report improved outcomes and greater efficiency with 

centralisation of complex services [140] [141, 142]. The trade-off with both minimum volume 

standards and centralisation of services is the potential to create barriers to access, with 

patients having to travel longer distances to get care.   

 

The relationship between volume and quality for non-surgical patients and critical illness is 

less clear. The volume-outcome relationship for patients with community acquired 

pneumonia is inconsistent. Amongst 3,243 hospitals participating in the National Pneumonia 

Quality Improvement Project, higher patient volumes of Medicare beneficiaries (>65years 

old) were not associated with improved mortality in community acquired pneumonia[143]. 

In contrast, analysis of data from Medicare administrative claims for fee for service 

beneficiaries found higher volumes to be associated with lower 30-day mortality[144]. This 

study found an attenuation of the volume outcome relationship with volumes beyond 210 

patients per year providing very few marginal benefits[144]. Difference in the reported 

outcomes from these studies probably relate to the limitations of risk adjustment using 

administrative data undertaken in the latter study[143-145]. Similar findings are described 

for heart failure. Hospital volume was not associated with lower 30-day mortality in patients 

enrolled in the Get with The Guidelines-HF clinical registry[146]. In contrast, studies 

performing risk adjustment using administrative datasets describe a favourable hospital 

volume outcome relationship for heart failure[144, 147].  

 

The volume-outcome relationship in critical care is of particular importance because of the 

high prevalence of critical illness and the high cost to the health system. Changes to the way 

the service is organised and delivered could bring substantial improvements in quality and 
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efficiency [71, 78, 148]. The reorganisation of critical care services to meet minimum volume 

standards or centralisation such that the highest risk patients are treated in ICUs within 

geographic regions in a tiered fashion akin to trauma networks, could match patient need  

with expertise and scarce resources to maximise outcomes and efficiency[148].  

These policies face several challenges. First, high quality evidence in favour of the volume 

outcome relationship in critical care is lacking. Second, these policies require a central 

authority to regulate the system. Third, these policies could create barriers to access time 

sensitive care and increase care fragmentation. Patients with multiple diagnoses may be 

required to travel between several providers to access care. Fourth, developing the 

infrastructure to support reorganisation of services and interhospital transfers of patients 

may be costly.  The aim of this review is to evaluate the relationship between high volume 

critical care services and mortality. I sought to review the methodologies applied and the 

organisational factors that may be mechanistically relevant.  

 

4.2. Materials and methods 
 

4.2.1. Search strategy 
 

I reviewed the literature to identify studies that described the volume-outcome relationship 

for patients cared for in the ICU. I conducted a systematic search of MEDLINE, EMASE and 

Google scholar for English language articles published between 1 January 2000 and 12 

December 2018. The search terms included intensive care, critical care, hospital volume, ICU 

volume as well as common medical conditions associated with ICU utilisation and 

regionalisation. All studies were combined using Rayyan, a web-based tool to manage 

references. References of included studies were reviewed to identify additional references. 
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We excluded studies prior to 1 January 2000 because of the significant changes to clinical 

practice and clinical practice prior to this time[149].  

 
 

4.2.2 Study selection 
 

4.2.2.1 Identifying studies 
 
All retrieved records were reviewed and assessed. Titles and abstracts were screened for 

obvious exclusion.  Full text articles were retrieved and reviewed to determine if they met the 

inclusion specification. Studies included were of adult patients receiving critical care in ICUs 

for conditions that would commonly be admitted to a general ICU. Studies of specific high 

risk-surgery patients were excluded because these reflected in part the surgeon’s technical 

proficiency and were not considered generalisable to critically ill patients.  

 

4.2.2.2. Search strategy 
 

critical care [mesh] OR intensive care[mesh] OR neuro-intensive care[mesh] OR neuro-

critical care [mesh] OR pulmonology/critical care[mesh] OR liver diseases/surgery[mesh] OR 

lung diseases/surgery[MESH] OR coronary artery bypass[mesh] OR trauma[mesh]OR 

angioplasty[mesh] OR myocardial infarction[mesh]  OR cardiac arrest [mesh]OR sepsis OR 

vascular surgical procedures[mesh]OR pneumonia [mesh]  OR mechanical ventilation 

[mesh]OR renal replacement therapy [mesh] AND utilization[subheading] AND (volume[Text 

word] OR frequency[Text word] OR competition[Text word] OR concentration[Text word] 

OR frequent [Text word] OR statistics[subheading]) AND (outcome assessment[mesh] OR 

outcome and process assessment[mesh] OR outcome[Text word] OR regionalization [text 

word]). 
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4.2.3. Data extraction 
 
Data extraction was performed using a pre-specified data extraction form. Information 

extracted included year of study, patient characteristics, definition of volume, outcomes (ICU 

hospital or fixed time mortality), type of methodology used (multilevel modelling, risk 

adjustment) and organisational details. Risk of bias was examined using the previously 

established ROBINS-I framework [150].  

 

4.2.4. Statistical analysis  
 

The pooled odds ratio for mortality was obtained by a random effect restricted maximum 

likelihood estimator. Heterogeneity was evaluated using the Higgins 𝐼2 with threshold values 

of 25%, 50% and 75% used to describe low, moderate and high heterogeneity [151] [152]. I 

used a Galbraith plot to identify outliers[151]. Given the clinical heterogeneity, I explored 

subgroups based on disease types of critically ill patients, namely gastro-intestinal, general, 

neurology, renal, respiratory and sepsis. I also considered subgroups of studies performed in 

the US and outside the US to explore the potential effects of the broader health system on 

the outcome. I evaluated  publication using the Egger test and by funnel plots[153]. We 

performed a sensitivity analysis using the leave-one-out approach and the trim-and-fill 

method[154].  
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4.3. Results  
 

The literature search yielded 10,995 records from which 241 full text articles were reviewed 

for eligibility (Figure 10). In total 28 studies were included with most being excluded because 

they did not include critical care patients or did not include mortality as the outcome. Table 

6 provides the descriptive details of the studies included. Four studies did not provide 

sufficient data to be included in the quantitative analysis. A major issue identified was the 

lack of a gold standard in the definition of high and low volume. Initially it was planned to 

consider volume as a continuous variable, however, most studies reported volume as a 

categorical variable. There was considerable variation in the thresholds used to define volume 

and the number of categories used (terciles, quartiles, or quintiles). This was likely due to the 

specific dataset used.  Consequentially, an ICU defined as high volume in one study would be 

considered low volume in another. For simplicity, we used the risk adjusted odds ratio for 

patient mortality treated in the highest volume category compared with the lowest category 

as reference. This approach limits the generalisability of these findings. The risk of bias 

assessment using the RoBINS-I is described in Table 7. Almost all studies were judged to be at 

serious risk of bias but not critical in any one domain. There were some studies where there 

was insufficient information on one or more domains to assess risk of bias. Overall, higher 

volume was associated with lower mortality, OR 0.86(95% CI 0.78-0.94). There were high 

levels of heterogeneity, 𝐼2 = 98.95%. Figure 11. The Egger test did not identify any small 

study effects (p= 0.302) and the non-parametric “trim and fill” method did not find any 

significant change in the overall effect size after imputation.  
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Sepsis was the only sub-group of more than one study associated with a mortality effect, OR 
0.73[95% CI 0.58-0.88] but also with high levels of heterogeneity 𝐼2 =   96%.  A second 
subgroup analysis found no significant volume-outcome relationship for studies performed 
outside the US (OR 0.89 95% CI 0.74-1.09) (  
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Figure 12).  

We assessed publication bias visually with a funnel plot (Figure 13). The more precise studies 

with smaller standard errors are displayed at the top with the less precise trials at the bottom. 

The funnel plot did not identify any obvious publication bias. The Egger test was non-

significant for small study effects(p=0.301). The trim-and -fill method imputed one study to 

the left of the funnel plot. This did not alter the final estimate (OR 0.85, 95% CI 0.77-0.93).  

 

In terms of methodology, 3 studies used a multilevel model and 6 studies used generalised 

estimating equations to account for the clustering of patients with hospitals or ICU. The 

remainder of the included studies did not account for the clustering of patients.  
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Figure 10. Prisma Diagram of systematic literature search 
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Table 6 Descriptive data of studies included in the systematic review and meta-analysis 

 
Author Year  Country Definition of low and 

high volume  
Population Outcome  Data source  

Iapichino 2004 12 European 
Countries   

Annual Number of 
patients per ICU bed  

ICU 
admissions 

Hospital 
mortality  

EURICUS-I database  

Durairaj 2005 USA Annual hospital volume 
Respiratory diagnosis 
<500 vs >1000 

Medical ICU Hospital 
mortality  

Cleveland Health Quality 
Choice 

Durairaj 2005 USA Annual hospital volume 
GI diagnoses <400 vs 
>700 

Medical ICU Hospital 
mortality  

Cleveland Health Quality 
Choice 

Durairaj 2005 USA Annual hospital volume 
Neurology diagnosis <400 
vs >700 

Medical ICU Hospital 
mortality  

Cleveland Health Quality 
Choice 

Kahn 2006 USA Annual volume of hospital 
admissions for MV <151 
vs >400 

Medical MV Hospital 
mortality  

APACHE Clinical information 
system  

Lindenauer 2006 USA  Annual hospital volume 
pneumonia median 57 
IQR (39-77) vs median 
465 IQR 393-570 

Pneumonia   30-day 
mortality 

National Pneumonia Quality 
Improvement Project 

Glance 2006 USA Annual ICU case load 
<631 vs >1233 

All ICU 
admissions 

Hospital 
mortality  

Project IMPACT 

Needham 2007 Ontario, 
Canada 

Annual hospital caseload   
for MV <20 vs >699  

MV 30-day 
mortality  

Linked administrative 
database of Ontario Province 
Canada 

Peelen 2007 Netherlands Annual ICU case load <29 
vs >117 

Sepsis Hospital 
mortality  

Dutch National Intensive Care 
Evaluation registry 

Lecuyer 2008 France Average annual case 
volume of haematology 
patients <12 vs >30 

Respiratory 
failure  

Hospital 
mortality  

CUB-Rea database  

Kahn 2009 Pennsylvania, 
USA 

Annual hospital caseload 
for MV <100 vs >599  

MV Hospital 
mortality  

Pennsylvania State Discharge 
records  

Metnitz 2009 Austria Number of patients per 
year per ICU bed 

All ICU 
admissions 

Hospital 
mortality  

Austrian Centre for 
Documentation and Quality 
Assurance In Intensive Care 
Medicine  

Reinikainen 2010 Finland ICU beds <6 beds vs >6 
beds 

Sepsis Hospital 
mortality  

Finnsepsis Database 

Powell 2010 USA Annual ED case load of 
sepsis <146 vs >371 

Sepsis Hospital 
mortality  

National Inpatient Sample  

Darmon 2011 France Annual volume of hospital 
admissions for MV <99 vs 
>282 

MV Hospital 
mortality  

French Nationwide Database 
Ministry of Health 

Nyugen 2011  USA Annual case volume of 
RRT treated patients with 
AKI <10 vs >29 

RRT Hospital 
mortality  

Project IMPACT 
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Nyugen 2011 France Annual case volume of 
RRT treated patients with 
AKI <18 vs >58 

RRT Hospital 
mortality  

CUB-Rea database  

Gopal 2011 Birmingham,  
UK 

Annual case load of MV < 
125 vs >178 

MV ICU 
mortality 

Birmingham Critical Care 
Network Database 

Vaara 2012 Finland Annual case volume of 
RRT treated patients with 
AKI <23 vs > 44 

RRT Hospital 
mortality  

Finnish Intensive Care 
Consortium  

Shahin 2012 UK Annual ICU caseload with 
severe sepsis median 320 
IQR (281-374 vs median 
829 IQR (656-1022) 

Sepsis Hospital 
mortality  

ICNARC 

Moran 2012 Australia 
New Zealand 

Annual volume of ICU 
admissions for MV per 
year <102 vs >800 

MV Hospital 
mortality  

APACHE  

Zuber 2012 France Average Annual ICU case 
volume of septic shock in 
cancer patients <5 vs >12 

Septic 
shock 

ICU 
mortality 

CUB-Rea database  

Banta 2012 California, 
USA 

Annual Hospital case load 
<8627 vs >19575 

Sepsis Hospital 
mortality  

California Office of State-wide 
Health Planning and 
Development  

Cooke 2012 USA Annual ICU case load <20 
vs >63 

Medical MV Hospital 
mortality  

Veterans Affairs Inpatient 
Evaluation Centre  

Fernandez 2013 Spain Annual ICU volume <300 
vs >799 

ICU 
admissions 

Hospital 
mortality  

Sabadell Score clinical 
database 

Kumamaru 2014 Japan Annual hospital caseload 
of pneumonia patients 
per6 months <8 vs >17 

Pneumonia  Hospital 
mortality  

Japanese Diagnosis Procedure 
Combination database 

Shahin 2014 UK Annual number of MV 
patients per ICU per year 
<141 vs >480 

MV Hospital 
mortality  

ICNARC 

Walkey 2014 USA Annual Hospital Sepsis 
volume <317 vs >604 

Sepsis Hospital 
mortality  

University Health System 
Consortium (UHC) Clinical 
Database Resource Manager 

Goodwin 2015 South 
Carolina, USA 

Annual Hospital sepsis 
case load <75 vs >299 

Sepsis Hospital 
mortality  

South Carolina State inpatient 
Database  

Sasabuchi 2015 Japan Annual ICU admissions 
<496 vs >748 

General ICU Hospital 
mortality  

Japanese Diagnosis Procedure 
Combination database 

Mehta 2016 California, 
USA 

Annual hospital NIV 
caseload median 25 IQR 
(2-43) versus median 235 
IQR(163-565) 

NIV Hospital 
mortality  

California State Inpatient 
Database  

AKI=acute kidney injury; RRT= renal replacement therapy; MV= mechanical ventilation 
 
*Studies in red did not have sufficient data to be included in the quantitative analysis. 
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Table 7 Risk of Bias Assessment tool for Non-randomised Studies (RoBINS-I) tool [108] 

 
Author  Year Selection of 

Participants  
Confounding 
Variables 

Exposure 
Measurement  

  Outcome 
assessment  

Incomplete 
Outcome 
Data  

Selective 
Outcome 
reporting  

Iapichino 2004 High High High Low High High 

Durairaj 2005 Low High Low Low Low Low 

Glance 2006 High Unclear Low Low Unclear Low 

Kahn 2006 Low Low Low Low Low Low 

Lindenauer 2006 Unclear Low Low Low Low Low 

Needham 2007 Low Unclear Low Low Low Unclear  

Peelen 2007 Low Low Unclear Low Low Low 

Lecuyer 2008 High High Unclear Low Unclear High 

Kahn 2009 Low Low Low Low Low Low 

Metnitz 2009 Low High High Low Low Low 

Powell 2010 High High High Low High Unclear 

Reinikainen 2010 Low Low Unclear Low Low Low 

Darmon 2011 High Unclear  Unclear Low High High 

Gopal 2011 High High Low Low Unclear Unclear 

Nguyen 2011 High Unclear Unclear Low Unclear Low 

Banta 2012 Low Low Low Low Unclear Unclear 

Cooke 2012 Low Low Low Low Low Low 

Moran 2012 Low Low Low Low Low Low 

Shahin 2012 Low Low Low Unclear High Low 

Vaara 2012 High High Low Low Unclear Low 

Zuber 2012 Low Low Low Low Unclear Unclear 

Fernandez 2013 High High High Low High High 

Kumamaru 2014 High High High Low Unclear Unclear 

Shahin 2014 Low Low Low Low Unclear Low 

Walkey 2014 Low Low Low Unclear High High 

Goodwin 2015 Low Unclear Low Low Low Low 

Sasabuchi 2015 Low Unclear Unclear Low Low Unclear 

Mehta 2016 Unclear Unclear Unclear Low Low Low 

*Studies in red did not have sufficient data to be included in the quantitative analysis. 
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Figure 11. Forest plot odds ratio for survival comparing lowest (reference) to highest 
category volume.  
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Figure 12. Subgroup analysis comparing studies done in the US to those done outside the US. 
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Figure 13 Funnel plot.  
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4.4 Discussion  
 
This study found that higher volume was associated with a lower mortality, however, the 

thresholds used to define low and high volume varied across studies. Studies done outside 

the US, those using a clinical database, using risk adjustment, and those including academic 

affiliation were less likely to identify a volume-outcome relationship.  

I conducted a systematic review to include only patients admitted to general ICUs, where the 

hospital capabilities between high and low volume ICUs were similar and where the outcome 

was not influenced by access to specialist services outside the ICU. We excluded the studies 

where transplant was only available in high volume centres and was material to survival. 

Similarly, we excluded studies where access to PCI or cardiac surgery was limited to high 

volume centres. I also excluded comparisons of volumes between specialist hospitals such as 

level 1 trauma centres as these were not generalisable.  

In summary, critically ill patients appear to benefit from being treated in high volume ICUs, 

however, the definition of volume is inconsistent. Most of the included studies had significant 

risk of bias.  The volume-outcome relationship may be accounted for by using clinical datasets 

with detailed risk adjustment, controlling for organisational factors such as academic 

affiliation, and using methods to account for the clustering of patients.  
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Chapter five - Paper one 
 

Association of Intensive Care Unit Annual Sepsis Caseload with Patient 

Mortality from Sepsis in the United Kingdom, 2010-2016 

 

Key points  

Question: Do patients with sepsis have a lower chance of dying if they are treated in an 

intensive care unit (ICU) with a high sepsis volume? 

Findings: In this study of 273,001 patients with sepsis from 231 ICUs in the UK, a higher annual 

sepsis caseload volume was associated with a significantly lower in-hospital mortality. This 

association showed no significant interaction with illness severity. A lower volume threshold 

of 215 treated patients was identified above which acute hospital mortality decreased 

significantly. Yet, 39% of patients were treated in ICUs below this threshold volume.    

 
Meaning: This study demonstrates that sepsis patients in the UK have a higher chance of 

survival if treated in larger ICUs.  
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 Abstract  
 
Importance: Sepsis has a high burden of inpatient mortality. Intensive care units (ICUs) that 

have more experience treating sepsis patients are associated with lower mortality.    

Objective: To assess the relationship between volume of sepsis patients receiving care in UK 

ICUs and mortality.  

Design: Retrospective repeated cross-section analysis. 

Setting:  Adult patients with sepsis from 231 UK ICUs between 2010 and 2016  

Participants: A total of 273001 adult patients with sepsis drawn from a clinical database. 

Demographic and clinical data was extracted from the ICNARC Case-mix Program Database. 

Exposures: Patients with sepsis admitted to the ICU   

Main outcome measures: Hospital mortality after ICU admission  

Results: The mean age of patients was 63.3 years (95% CI 63.2-63.4) and 54.9% of the cohort 

were male. The mean ICNARC score was 20.6 (95%CI 20.6-20.7). Septic shock accounted for 

19.3% of patients and 54.3% of patients required mechanical ventilation. The median annual 

sepsis volume was 242 (IQR [177-334]. The study identified a significant volume-outcome 

relationship for sepsis. The logistic regression model found a statistically significant reduction 

in hospital mortality for patients admitted to ICUs in the highest quartile of sepsis volume 

compared to the lowest quartile (OR 0.89, 95% CI 0.82-0.96, p=0.002). With volume modelled 

as a restricted cubic spline, larger ICUs were associated with lower hospital mortality 

(p=0.001). We identified a lower volume threshold of 215 patients above which acute hospital 

mortality decreased significantly and note that 39% of patients were treated in ICUs operating 

below this threshold volume. The volume-outcome relationship was not affected when 

allowing for illness severity. 
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Conclusion and relevance: This study demonstrates that sepsis patients in the UK have a 

higher chance of survival if treated in larger ICUs. The benefits of high sepsis volume were not 

related to the severity of the sepsis episode.  
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5.1. Introduction 
 
Sepsis is a dysregulated host response to infection that results in organ dysfunction[94]. It is 

amongst the leading causes of death worldwide and the global burden of sepsis is expected 

to increase as populations age [93]. The World Health Assembly has urged member states 

and other stakeholders to strengthen efforts to prevent, diagnose and treat sepsis[155]. 

Patients with sepsis require high-cost interventions in intensive care units (ICUs) where, even 

with prompt treatment, they face a high probability of death[93].  One strategy to reduce 

mortality might be to treat sepsis patients in larger, high-volume ICUs. This paper aims to 

provide evidence of this contention using data from three countries of the United Kingdom.  

Since the seminal report by Luft et al. in 1979, there has been growing evidence that patients 

receiving treatment for complex conditions have lower mortality when treated in institutions 

with a high-volume caseload compared with institutions with low volume [9, 156-162]. Other 

major benefits beyond outcome are the potential for lower costs through economies of scale 

and more efficient use of staff and other resources. The major concerns are the potential for 

fragmentation of care, the need to transport patients away from their local hospital and the 

possibility of overwhelming high-volume centres. Prior studies of the volume-outcome 

relationship for patients with sepsis have shown conflicting results [163-166]. This literature 

is subject to the following limitations, which we address fully in this study[164, 165, 167-169].  

 

First, many volume-outcome studies in sepsis patients were undertaken in the US where 

there is a complex system of health care funding and the observed benefits attributed to 

volume may to some extent reflect unmeasured disparities in access to care as well as 

socioeconomic disparities [149, 170, 171] [5, 172, 173]. Studies undertaken in countries such 

as Canada, Finland or the UK with single-payer, publicly funded healthcare systems, have not 
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demonstrated a consistent volume-outcome relationship[165, 169, 174]. Second, 

comparisons between high- and low-volume specialist and non-specialist services do not 

disentangle the effects of specialisation and volume. In our study, we consider a cohort of 

patients requiring emergency care in a publicly funded health system in general, non-

specialist ICUs. 

 

Third, a major limitation of the existing volume-outcome literature is the lack of a gold 

standard in defining volume. Examining quartiles does not improve our general 

understanding of the volume-outcome relationship as ICUs considered high-volume in one 

study may fall within a lower quartile in another because the quartiles are specific to each 

dataset.   In our study we employ restricted cubic splines that allow flexibility in describing 

the functional form of volume in regression models. In using the full range of data, these 

methods provide a more accurate description of the relationship between volume and 

mortality, with the additional ability to identify optimal volume thresholds. Fourth, many 

studies include a relatively small number of ICUs with a narrow spectrum of volumes leaving 

them underpowered to detect a small, but statistically and clinically meaningful volume-

outcome relationship.   

 

Finally, most studies use secondary administrative data collected for other uses. Such data 

have inherent limitations in both the identification of sepsis and the characteristics of both 

patients and ICUs. Our study employed a large clinical database of patients with sepsis 

admitted to all general ICUs in the UK allowing us to perform detailed risk adjustment and 

identify ICU specific characteristics  
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We evaluated the volume-outcome relationship in sepsis patients for several reasons[94, 

175]. Sepsis, while relatively common and clinically identifiable, has not attracted a great deal 

of attention in the volume-outcome literature. Sepsis requires time critical interventions 

provided almost exclusively within the ICU, allowing direct attribution of effects to ICU 

treatment. UK ICUs are unable to risk select low risk patients because sepsis is an emergency 

condition and patients are taken to the nearest hospital, often by the ambulance service. Our 

empirical findings suggest treatment benefits could be made through a concentration of ICU 

facilities, similar to the successful policy adopted by the National Health Service (NHS) in some 

areas with respect to the treatment of stroke[176]. We chose mortality as the outcome 

because sepsis is associated with significant mortality, and this outcome is not subject to 

gaming or manipulation.  

 

5.2 Methods  
 

5.2.1 Data 
 
We analysed data from the Case-Mix Program Database (CMPD), a national clinical database 

of all adult patients admitted to ICUs in England, Wales, and Northern Ireland. The CPMD 

contains all adult admissions to all general ICU and is co-ordinated by the Intensive Care Audit 

& Research Network (ICNARC). Details of the validation of the CMPD have been previously 

published [120, 121, 177-179]. Approval for the Case Mix Programme was obtained under 

Section 251 of the NHS Act 2006 (approval number PIAG 2–10(f)/2005). The London School 

of Economics waived the requirement for informed consent because this research involves 

secondary analysis of an established dataset of anonymized data. We report this study as per 

Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) 

guidelines[180]. 

http://www.equator-network.org/reporting-guidelines/strobe/
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5.2.2 Patient selection  
 
All adult admissions with sepsis to 231 general ICUs in England, Wales and Northern Ireland 

between 1 January 2010 and 31 December 2016 were included. The sepsis cohort of ICU 

admissions was identified using Sepsis-3 definitions [94]. We considered the index critical care 

admission for sepsis as infection with a Sequential Organ Failure (SOFA) score of 2 or greater. 

Septic shock was an infection with a cardiovascular component of the SOFA score of 2 or 

greater or a serum lactate concentration greater than 18mg/dL as per the Sepsis-3 consensus 

definition[94]  Patients less than 16 years old and patients for whom all physiologic data were 

missing and patients that stayed in the ICU for less than 8 hours were excluded.   

 

5.2.3 Exposure  
 
The exposure was defined as the annual caseload volume of the year of ICU admission, so for 

example, if a patient was admitted to the ICU in 2010, we used the sepsis volume of 2010 for 

that ICU. In the initial analysis we follow the common approach of categorising ICU volumes 

into quartiles which might be justified here given that we are analysing the complete set of 

general ICUs in England, Wales, and Northern Ireland.  Our preferred analyses specified 

volume as a continuous variable and uses restricted cubic splines to identify the best fitting 

model.  

 

 

5.2.4 Study outcome  
 
The primary outcome was death before discharge from the acute hospital. Patients that were 

transferred between ICUs were excluded from the analysis of mortality but included in the 
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estimation of ICU volumes. This was done to avoid confounding results with outcomes from 

differing ICUs. For patients that were readmitted to the ICU, only the first admission was 

included in the mortality analysis. 

 

5.2.5. Analysis  
 
The risk adjusted association between ICU volume and acute hospital mortality was assessed 

using a mixed-effects logistic model in a three-level hierarchical structure based on individual 

patients nested in years nested within ICUs. This mixed-effects approach was adopted to 

clearly identify the ICU volume-outcome effect, while giving adequate control for the within 

ICU variation over time. Control variables included in the model were age, gender (base 

category = female), prehospital dependence  (base category = no dependence), race (base 

category = white), comorbidities (categories: severe respiratory disease, severe cardiac 

disease, end-stage renal disease, severe liver disease, metastatic disease, haematological 

malignancy and immunocompromised), socioeconomic deprivation as measured by the Index 

of Multiple Deprivation, severity of illness as measured by the ICNARC2018 score, annual bed 

occupancy rate and academic affiliation (base category = non-university).  Full details are 

provided in the Appendix. 

 

Annual ICU sepsis volume was initially analysed as a categorical variable as with earlier 

studies. Categorisation is a popular method for volume-outcome studies but has 

disadvantages. The categories are determined by the distribution of the data, so the cut-off 

points are arbitrary and study-specific, limiting generalisation. There is also significant loss of 

information through categorisation, with all ICUs in the same category assumed to have the 

same mortality risk.  
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Our subsequent analysis therefore defines volume as a continuous variable, and we specify 

restricted cubic splines to allow for the non-linear relationship between volume and 

mortality. In making the model more flexible, potential overfitting is avoided, while the 

interpretability of the modelled relationship is retained. Restricted cubic splines can identify 

local features and provide stable estimates at the tails of data, making the spline model 

reliable in identifying a local marginal treatment effect. We fitted models with 3, 4, 5 and 6 

knots and used information criteria and likelihood ratio tests to select the model with 3 knots, 

this being the most parsimonious [181]. We use a Wald test to assess the overall association 

between volume and mortality and present the results graphically with confidence intervals. 

We specify values of ICU volume at midpoints on the knots to provide a comparison with the 

quartile model[182].  Details, including various specification tests are included in the 

Appendix. Significance was defined as P<0.05.  Data analysis was performed using Stata 

(version 16.0, StataCorp LP).  

 

We used the three-level hierarchical logistic regression model to account for the clustering of 

patients within ICUs across years. This approach also estimates random intercepts for each 

ICU which are interpreted as the latent ICU-level variation[183]. A more detailed discussion is 

included in the appendix.  We evaluated the significance of the between-ICU variation using 

a median odds ratio (MOR) [184].  

 

5.2.5.1 Sub-group analysis  
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We hypothesised that sicker patients face lower mortality risk if treated in a high-volume ICU. 

To test this, we performed an interaction test of volume and illness severity using the 

mortality risk predicted by the ICNARC2018 score. We performed sensitivity within this sub-

group analysis by altering the definition of more severely ill. We subsequently defined the 

sicker admissions as those with septic shock, with an expected mortality >30% predicted by 

the ICNARC model or receiving mechanical ventilation or renal replacement therapy. Second, 

we analysed non-surgical patients with sepsis to ensure that the observed outcome was not 

driven by surgical patients with sepsis.  

 

5.2.5.2 Sensitivity analysis  
 
We used fractional polynomials as an alternate specification of volume as a continuous 

variable to test the sensitivity of our results to the specification on the volume-outcome 

relationship [185]. Fractional polynomials are global functions and may obscure local 

features, particularly at the tails of the data  distribution and may therefore be less useful 

than cubic splines in identifying a threshold volume, particularly at low volumes [186].   

 

We then performed a quantitative bias assessment to assess the influence of unmeasured 

covariates [187, 188]. We did so using E-values, which measure the minimum association that 

an unmeasured covariate would require with both ICU volume and mortality, conditional on 

the measured covariates, to fully explain the empirically determined volume-outcome 

relationship[188]. 
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 We check that volume is exogenous. In our model exogeneity would require that ICU volume 

is uncorrelated with the ICU-level random effect [189].   A more detailed discussion is 

provided in the Appendix.  

Lastly, we perform a sensitivity analysis to check if the results remain consistent after 

removing the extremes of volumes. We excluded the lowest annual volumes (<20 sepsis 

patients per year and the highest (>740 sepsis patients per year). The results are included in 

the appendix.  

 

 

5.3 Results 
 

5.3.1 Descriptive statistics 
 

Of the 305,748 ICU admissions that met the Sepsis-3 criteria between 2010 and 2016, 32,747 

(10.7%) were excluded from the mortality analysis. This included 19,809 readmissions, 12,296 

patients transferred between ICUs and 642 patients that were both readmissions and inter-

ICU transfers. Descriptive statistics for the sample of 273,001 patients with sepsis treated 

within general ICUs from the period 2010 to 2016 are presented in Error! Reference source 

not found., eTable 1 and patient flow in eFigure 1 in the appendix for paper one. Median age 

for the patient population was 66 years (IQR 53-76 years). Most patients (80.1%) had no 

significant medical co-morbidity. There were 1.8% patients recorded as having severe cardiac 

disease, 4.6% with severe respiratory disease, 1.9% with end stage kidney disease, 2.2% with 

liver disease and 8.8% were immunocompromised. The mean ICNARC2018 predicted mortality 

was 29.7% (95% CI 29.6% to 29.8%).  Mechanical ventilation was used in 54.3% of patients, 
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19.3% had a diagnosis of septic shock, and 8.6% had received renal replacement therapy 

within 24 hours of admission.  

 

The unadjusted hospital mortality rate was 31.9% (95% CI 31.8% to 32.1%). Hospital mortality 

was 33.3% in the lowest quartile compared with 30.7% in the highest quartile (Table 8) 

 

Table 8.Characteristics of patients admitted to the ICU with between 2010 and 2016 and 

across quartiles of annual ICU case load of sepsis. 

 
Variable Total Sepsis Quartile I Quartile II Quartile III Quartile IV p-value 

  12-177 cases 178-242 cases 243-334 cases 335-744 cases  

 N=273001 N=68952 N=69269 N=68289 N=66491  

Age in years       <0.001 

<54 68947(25.2) 17022(24.9) 16650(24.4) 17453(25.5) 17232(25.2)  

54-66 69264(25.3) 17322(25.3) 17021(24.9) 17110(25.0) 17007(24.8)  

67-76 68289(25.0) 18011(25.4) 18256(25.8) 17674(25.0) 16894(23.9)  

>76 66491(24.4) 16592(25.4) 17337(26.5) 16052(24.6) 15358(23.5)  

       

Male 148149(54.2) 37226(54.0) 37326(53.9) 37280(54.6) 36317(54.6)  0.006 

Female  124852(45.7) 31726(46.0) 31943(46.1) 31009(45.4) 30174(45.4)  

Ethnicity       <0.001 

White 248275(91.0) 63059(91.5) 64504(93.2) 62712(91.9) 58000(87.2)  

Asian 9438(3.5) 2472(3.6) 1779(2.6) 2114(3.1) 3073(4.6)  

Black 5504(2.0) 1304(1.9) 1092(1.6) 1036(1.5) 2072(3.1)  
Mixed/other 9617(3.5) 2070(3.0) 1848(2.7) 2353(3.4) 3346(5.0)  

       

Comorbidities       

Cardiac 4857(1.8) 1390(2.0) 1032(1.5) 11318(1.9) 1117(1.7) <0.001 

Respiratory  12498(4.6) 3187(4.6) 2870(4.2) 2863(4.2) 3578(5.4) <0.001 
ESRD 5171(1.9) 1002(1.5) 967(1.4) 1297(1.9) 1905((2.9) <0.001 

Liver  6030(2.2) 1208(1.8) 1285(1.9) 1468((2.2) 2069(3.1) <0.001 

Metastatic cancer  6598(2.4) 1610(2.4) 1509(2.2) 1709(2.5) 1770(2.7) <0.001 

Haematological 
malignancy 

9763(3.6) 2349(3.4) 2178(3.2) 2551(3.8) 2685(4.1) <0.001 

Immunocompromised 24035(8.8) 5884(8.6) 5553(8.1) 6287(9.3) 6311(9.5) <0.001 
Level of dependency 
prior to acute 
hospitalization 

     <0.001 

Independent  184850(68.0) 47150(68.7) 47545(68.9) 44925(66.1) 45230(68.3)  

Some assistance 81913(30.1) 20220(29.5) 20233(29.3) 21851(32.1) 19609(29.6)  

Total dependence  5071(1.9) 1262(1.8) 1223(1.8) 1214(1.8) 1372(2.1)  
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Usual residence prior 
to hospitalization 

     <0.001 

Home 264730(97.0) 66816(96.9) 67200(97.0) 66286(97.1) 64428(96.9)  

Work or non-health 
related institution 

564(0.2) 144(0.2) 132(0.2) 143(0.2) 145(0.2)  

Nursing home, 
hospice, or health 
related institution  

6756(2.5) 1781(2.6) 1716(2.5) 1646(2.4) 1613(2.4)  

No fixed address 951(0.4) 211(0.3) 221(0.3) 214(0.3) 305(0.5)  

       

IMD quintile      <0.001 

I 69728(25.7) 15507(22.7) 15654(22.7) 17144(25.3) 21423(32.5)  

II 58496(21.6) 15047(22.0) 15574(22.6) 13632(20.1) 14243(21.6)  

III 53199(19.6) 14075(20.6) 14345(20.8) 13200(19.4) 11579(17.5)  
IV 47306(17.5) 12864(18.8) 12623(18.3) 12095(17.8) 9724(14.7)  

V 42400(15.6) 107776(15.8) 10743(15.6) 111833(17.4) 9048(13.7)  

Admission type      <0.001 

-Medical 204524(74.9) 52890(76.7) 51067(73.7) 50163(73.4) 50404(74.9)  

-Elective surgery 11780(4.3) 3167(4.6) 2825(4.1) 2710(4.0) 3078(4.6)  

-Emergency surgery 56671(20.8) 12886(18.7) 15368(22.2) 15409(22.6) 13008(19.6)  

APACHE II score, 
mean(95% CI) 

18.4(18.4-18.4) 18.5(18.4-18.5) 18.3(18.2-18.3) 18.5(18.4-18.5) 18.5(18.5-18.6) <0.001 

ICNARC score, 
mean(95% CI) 

21.0(20.9-21.0) 21.3(21.2-21.4) 21.1(21.0-21.1) 20.9(20.9-21.0) 20.4(20.4-20.5) <0.001 

ICNARC predicted 
probability of death, 
mean% (95% CI) 

29.7(29.6-29.8) 30.7(30.5-30.9) 29.8(29.6-30.0) 29.5(29.3-29.7) 28.8(28.6-29.0) <0.001 

Renal failure in the first 
24 hours  

23573 (8.8) 6154(9.1) 6253(9.2) 5866(8.7) 5300(8.1) <0.001 

Mechanical ventilation 145041 (53.1) 38278 (55.5) 36994 (53.4) 36035 (52.8) 33734 (50.7) <0.001 

Septic shock  54419 (19.9) 14458(21.0) 13912 (20.1) 13016 (19.1) 13033 (19.6) <0.001 

ICU length of stay in 
hours, median IQR 

90(42-189) 93(41-200) 88(41-186) 90(42-187) 88(42-186) <0.001 

Hospital length of stay 
in days, median IQR 

14(7-28) 14(7-29) 14(7-27) 14(7-28) 15(7-30) <0.001 

ICU mortality 62277(22.8) 16156(23.4) 16245(23.5) 15567(22.8) 14309(21.5) <0.001 

Hospital mortality 86728 (31.9) 22789(33.3) 22381(32.5) 21263(31.3) 20295(30.7) <0.001 

For categorical variables a Chi squared test was used. The null hypothesis was that there is 
no difference in the distribution of responses to the outcome across comparison groups. For 
continuous variables we use the ANOVA to analyse the differences in means between 
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Of the 231 ICUs, 122 (52.8%) were in non-university hospitals, 39(16.9%) were university 

affiliated and 70 (30.3%) were university based. The median number of ICU beds was 8[ IQR 

6-10] in the lowest quartile of ICU volume compared with 23 [IQR 18-28] ICU beds in the 

highest quartile (Table 9, eTable 2 and eFigure 2). 

 

Table 9. Characteristics of 231 Intensive care units across quartiles of annual sepsis volume 

 
Variable Total Quartile I Quartile II Quartile III Quartile IV p-value 

       

ICU beds, median 
(IQR) 

13(9-18) 8(6-10) 11(9-13) 15(12-17) 23(18-28) <0.001 

Occupancy %, 
median (IQR) 

73.5(67.9-79.5) 67.5(59.4-74.2) 71.7(66.9-77.0) 74.0(70.5-79.6) 78.6(74.8-82.9) <0.001 

Sepsis volume, 
median (IQR) 

242(177-334) 136(112-160) 214(197-228) 280((260-302) 415(378-483) <0.001 

Non-sepsis volume,  
median (IQR) 

497(346-747) 288(220-369) 432(343-521) 572(461-706) 918(713-1176) <0.001 

Total volume, 
median (IQR) 

742(533-1087) 427(353-516) 646(552-737) 856(732-997) 1348(1173-1614) <0.001 

 
IQR= interquartile range 

For categorical variables a Chi squared test was used. The null hypothesis was that there is no 

difference in the distribution of responses to the outcome across comparison groups. For 

continuous variables we use the ANOVA to analyse the differences in means between groups. 

 
 

  

5.3.2. Regression Analysis  
 
The logistic regression model found a statistically significant reduction in hospital mortality 

for patients admitted to ICUs in the highest quartile of sepsis volume compared to the lowest 

quartile (OR 0.89, 95% CI 0.82-0.96, P=0.002) (Table 10) (Figure 14)(eFigure 3). This would 
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mean that patients with sepsis would have 11% lower odds for mortality when treated in the 

highest quartile of volume compared with the lowest quartiles of sepsis volume. To reduce 

instability at the extremes restricted cubic splines are constrained to be linear before the first 

knot and after the last knot. Interpreting the effect of volume on mortality when volume is 

specified as a restricted cubic spline is challenging because effect changes as the volume 

changes. Table 10 describes the adjusted odds ratio at the midpoint of each spline as a 

representation of the average effect within the spline.  

 

Table 10 Odds ratio acute hospital mortality specifying ICU sepsis volume as categorial and a 

restricted cubic spline. 

 
   

Model OR 95% CI P value 
Categorical    

Quartile I (12-177cases) 1.0 Reference  

Quartile II (178-242 cases) 1.01 0.96-1.05 0.799 

Quartile III (243-334 cases) 0.91 0.86-0.96 0.001 

Quartile IV (335-744 cases) 0.89 0.82-0.96 0.002 
    

Restricted cubic Splines *    

Midpoint origin and knot 1(63 patients) 1.0 Reference  

Midpoint knot 1 and knot 2 (184 patients) 0.97 0.91-1.03  

Midpoint knot 2 and knot 3 (335 patients)  0.90 0.82-0.99  

Midpoint knot 3 and maximum (589 patients) 0.75 0.66-0.86  

 *Per 50 patients with sepsis 
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With volume modelled as a restricted cubic spline, larger ICUs were associated with lower 

hospital mortality(P<0.001) (Panel B in Figure 14 and eTable 3). The adjusted prediction shows 

the predicted mortality against volume fitted as a restricted cubic spline with the average 

values for other covariates (Panel B in Figure 14). The marginal effect refers to the predicted 

change in mortality per unit change in ICU volume and in non-linear models varies with the 

point of estimation. The coefficient is the first derivative and the point at which it crosses the 

95% confidence interval crosses the zero line is the threshold value. The restricted cubic spline 

specification identified a lower threshold of about 215 patients above which there was a 

favourable volume-outcome relationship (Figure 14). Above this volume threshold there was 

a significant reduction in mortality. About 39 % of patients with sepsis were treated in ICUs 

below this threshold value and 72% of ICUs operate below this threshold value. We could not 

identify an upper threshold value. 
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Figure 14. Relationship between ICU sepsis volume and acute hospital mortality. Data are 

adjusted probabilities and 95% confidence intervals. 

(A) Sepsis volume as quartiles Predicted mortality: Quartile I (12-177cases) 26.5% (95%CI 

25.7% to 27.4%); Quartile II (178-242 cases) 26.7% (95%CI 25.9% to 27.5%); Quartile III (243-

334 cases) 24.8% (95%CI 23.9% to 25.6%); Quartile IV (335-744 cases) 24.3% (95%CI 23.2% to 

25.4%) (B) Sepsis volume as a restricted cubic spline with 3 knots showing predicted mortality 

with 95% confidence interval. Knot 1 is at 127 patients, knot 2 is at 242 patients and knot 3 is 

at 428 patients.  (C) Marginal effects of sepsis volume showing predicted change in mortality 

for a change in sepsis volume using a 3-knot restricted cubic spline. This analysis identifies a 

threshold of 215 patients above which there is a favourable volume outcome relationship.  
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A, Markers represent adjusted probabilities and whiskers indicate 95% CIs. B, Shaded 

area indicates 95% CI. C, Shaded area indicates 95% CI; dashed vertical line indicates 

the threshold at which an increase in volume resulted in a significant reduction in 

estimated mortality. 

 

The between-ICU practice variation is derived from the mixed-effects model using estimated 

intercepts as a measure of latent quality. The MOR for hospital mortality was 1.27 (95% CI 

1.23-1.30), implying significant unexplained between-ICU practice variation. The variance 

within the same ICU across the study period did not change significantly implying that an 

individual’s ICU’s performance in terms of mortality was stable over time (eFigure 4).  

 

5.3.2.1 Subgroup analyses  
 
There was no significant interaction between volume and severity of illness as described by 

the ICNARC2018 score (P=0.570).  Additionally, subgroup analyses of those patients defined as 

severely ill through receiving mechanical ventilation, having a predicted mortality greater 

than 30%, receiving renal replacement therapy within 24 hours of ICU admission and patients 

with septic shock also did not identify an enhanced volume-outcome relationship (Error! 

Reference source not found.). The subgroup of non-surgical sepsis patients demonstrated a 

similar volume-outcome relationship to the entire cohort (Figure 15 and eFigure 5).  
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Figure 15. Subgroup analysis of marginal effects of ICU volume 

(A)patients receiving.  mechanical ventilation, (B) ICNARC predicted mortality>30%, (C) 

patients receiving renal replacement therapy within 24 hours of ICU admission, (D) septic 

shock and (E) Non-surgical patients.   

 

 
Shaded areas indicate 95% CIs. ICNARC, Intensive Care National Audit & Research Centre. 
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5.3.2.2 Sensitivity analysis  
 
The inverse relationship between volume and mortality remained statistically significant for 

the fractional polynomial model (P<0.001) (eFigure 6, eTable 4, and eTable 5). The 

quantitative bias analysis returned a E-value of 1.31 and the lower confidence limit is 1.17 

(eFigure 7 and Appendix). The lack of statistical significance in the between- and within-

cluster effects for ICU volume imply a lack of correlation in the ICU volume and the ICU 

random effect, in support of the assumption that ICU sepsis volume is exogenous (eTable 6). 

The analysis that excluded the extremes of sepsis volume identified a similar threshold value 

for the volume-outcome relationship. Details are provided in the appendix.  

 

5.4 Discussion 
 
Our study has several strengths. In terms of completeness, coverage, and representativeness 

of the data, this is one of the largest studies of a volume-outcome relationship. By including 

all general ICUs in England, Wales, and Northern Ireland, it covers the entire adult sepsis 

population treated in these countries over the study period [120]. This study also used a 

granular clinical database with a standardised data collection process, a highly validated risk 

adjustment model developed for UK ICUs and used the international consensus Sepsis-3 

definition to identify patients with sepsis [120, 123] [94, 149].   

 

Our results, which return a strong volume-outcome relationship, are robust with the positive 

association being consistent across the categorical and non-linear specifications of ICU 

volume. The sepsis volumes included in this study exceeds the spectrum of volumes described 

in other published studies, thereby improving the power to detect even a small volume-



 118 

outcome relationship [149, 165].  The potential for selection bias is limited by using a cohort 

of patients with sepsis treated in publicly funded general ICUs within the UK NHS which covers 

the whole population.   

 

The study also identified a lower volume threshold of 215 patients above which there was a 

statistically significant reduction in mortality.  This threshold is estimated based on our 

preferred empirical specification using a 3-knot restricted cubic spline regression which also 

controlled for a rich set of covariates to model the volume-outcome relationship. There was 

no significant interaction between volume and severity of illness. The study found significant 

ICU practice variation not explained by patient or hospital characteristics, implying that 

sample selection was not distorting the volume-outcome relationships described. The within-

ICU variation remained unchanged across years, suggesting that higher performing ICUs 

maintain their good performance over time. 

 

Our findings are based on a large population of ICUs observed over time. A recent meta-

analysis of smaller observational studies found an overall positive effect of volume, however 

there was significant heterogeneity [163]. Many previous studies that did not account for the 

clustered nature of the data have produced upwardly biased estimates of the volume-

outcome relationship[190, 191]. The hierarchical structure of our analysis may account for 

the more modest effect seen in our study compared with other publications [163] . 

 

5.4.1. Limitations  
 
This study nevertheless has weaknesses. The study uses observational data that may be 

subject to unmeasured confounding. We evaluated the potential for unmeasured 
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confounding using E-values. In our study this was a threshold risk ratio of 1.17. While the E-

value is modest, we think that, given the detailed clinical data recorded in the CMPD, 

significant unmeasured confounding is improbable.  If an omitted variable is correlated with 

an included covariate, then the omitted variable does not result in much bias.  E-value 

assumes the distribution of unmeasured confounders is as unfavourable as possible and 

represents the most conservative scenario. 

 

As is typical of this literature, we use the contemporaneous volume as the exposure. This does 

not distinguish between the static scale effects of volume and the cumulative learning-by-

doing effects. Additionally, the dataset does not have details on processes of care specific to 

sepsis such as timing of first dose of antibiotics. We are therefore unable to clearly establish 

the underlying mechanism of the volume-outcome relationship for sepsis.  

 

5.5 Conclusion 
 

This study identified a significant volume-outcome relationship for sepsis mortality and a 

lower volume threshold associated with this improvement in mortality. Further research is 

required to better understand the mechanism through which the volume-outcome 

relationship operates for this group of patients.  
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Chapter six: Learning by doing or economies of scale in sepsis: does 

experience influence performance? 

 Abstract 
 
Objective: This study aims to distinguish between the two mechanisms of the volume-

outcome relationship, namely learning-by-doing and scale economies measured by lagged 

and contemporaneous volume.  

Data sources: The ICNARC Case-Mix program database was used to identify patients with 

sepsis admitted to the intensive care unit in the United Kingdom between 2010 and 2016. 

Patients with sepsis were identified by the Sepsis-3 consensus criteria.  

Study design:  The patient was the primary unit of analysis. We fitted a multilevel logistic 

regression model of patients nested in intensive care units over quarters to assess the 

effects of static scale effects and the learning-by-doing effect on acute hospital mortality. 

Patient and ICU characteristics were included for risk adjustment.   

Principal findings: Our study identified a cohort of 273,001 patients with sepsis admitted to 

231 ICUs in the UK.  Our study finds that in comparison with contemporaneous volume, 

lagged volume had a stronger association with acute hospital mortality. This finding was 

consistent across alternate specifications of learning-by-doing.  

Conclusion 

 The mechanism for the volume-outcome relationship is learning-by doing and not the static 

economies of scale. 
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6.1 Introduction 
 
 
The volume-outcome relationship has been a commonly invoked policy initiative aimed at 

improving the quality of healthcare. This inverse relationship between the caseload volume 

of patients treated and patient mortality has been described across many health settings and 

in many countries[11, 192, 193]. Despite the large body of literature demonstrating this 

favourable relationship, most studies have focused on differentiating the effects of selective 

referral and the true effects of volume. In comparison there are few studies evaluating the 

underlying mechanism of the volume-outcome relationship[193, 194]. Consequently, policies 

that encourage centralisation or minimum volume standards have never firmly been 

established[135, 195-197].  Whilst economists have an interest in improving scale efficiency, 

a number of countries have implemented pro-competition reforms with the view that 

increasing the number of providers, which potentially reduces volumes, would lead to better 

health outcomes [198]. Resolving this tension between policies of centralisation of services 

and allowing providers to accrue experience over time requires an understanding of any 

underlying mechanism of the volume-outcome relationship[199, 200].  

 

The term learning-by-doing was introduced by Arrow in 1962 to refer to institutional learning 

and describes the improvements in outcomes by experience[1]. The simple idea is that the 

team acquires experience by performing tasks repeatedly and that care improves because of 

the cumulative effect of skills gained through patients treated in the past. The knowledge is 

gained by a production of experience as activity increases, and has been termed a learning-

curve [1]. Learning-by-doing would result in increases in quality attributed to increases in 

knowledge. The acquisition of knowledge is termed learning and is a product of experience[1].  
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Even when volume remains unchanged between years, improvements in quality attributable 

to experience still occur. Learning takes place through activity and can be observed as 

improving performance so that today’s volume improves tomorrow’s outcomes.  One policy 

implication is to that you need to keep a team together.  

 

The alternate mechanism of the volume outcome relationship is the static scale effect. Here 

economies of scale are driven by indivisibilities of critical investments which impact patients’ 

outcomes and reflect contemporaneous gains provided through consolidation or 

centralisation. In the economies of scale mechanism, the caseload volume of today affects 

the contemporaneous outcomes.   

 

From a policy perspective, the underlying mechanism by which volume leads to positive 

patient outcomes matters. If the static volume is the underlying mechanism, then any ICU in 

which volume is concentrated will lead to better outcomes. In the learning by doing 

mechanism, shifting volume from one ICU to another would reduce opportunities for learning 

in the transferring ICU which is losing volume. The learning-by-doing mechanism makes ICU 

consolidation less attractive than the static scale mechanism.  

 

There is evidence that supports both contemporaneous static economies of scale as well as 

learning by doing cumulative volume and the predominant effect may be related to the type 

of patient cohort studied[1, 15].  The literature thus far has focused on coronary 

revascularisation and elective surgery and there is no specific work on critically ill patients. 

Gaynor et al. examined the effects of scale economies and learning-by-doing in cardiac 

surgery concluding that the benefits of volume were primary due to static scale 
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economies[199]. A major limitation of this work was that the year lag structure used to detect 

a learning by doing effect meant that learning over shorter time periods was not observable. 

A study of coronary angioplasty found the contemporaneous annual hospital procedure 

volume to be associated with improved outcomes and found no evidence of learning-by 

doing[201]. This study specified learning-by-doing as the cumulative volume since 1984 and 

before the current year.[202]. The study did not describe a specific rationale for choosing 

1984 as the starting point.  A major critique of this study was that the learning curve was 

poorly identified by cumulative volume as the innate level of knowledge and experience 

between hospitals in 1984 was unknown as 73% of hospitals were already performing 

angioplasty by 1984, 5% of hospitals started after 1990 and a further 6% discontinued after 

1994[202]. Similarly, a study of cardiac procedures in the US found no learning effect and that 

all the observed benefits of volume were attributable to static scale[19]. Survival after cardiac 

procedures is high, making it difficult to demonstrate a learning effect when using mortality 

as an outcome. In contrast, a study of advanced cancer surgery in Sweden found learning-by-

doing to be significant[203]. This study found a larger effect from lagged volume than from 

contemporaneous volume [203]. The study found a larger benefit in patients with colon 

cancer compared with breast cancer and concluded that this might represent an additional 

benefit to patients with higher complexity of disease.  

 

A systematic review of the underlying mechanism of the volume-outcome relationship found 

that most studies did not explore the underlying learning mechanism[194].  The current 

literature on the mechanism of the volume-outcome relationship has several limitations. 

First, almost all the evidence of the mechanism of the volume outcome relationship is derived 

from elective surgical populations and predominantly cardiac and cancer related surgery.  In 
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these populations, there may be selective referral to higher performing centre. In contrast to 

elective surgery, patients with sepsis are usually taken to their nearest ICU removing selection 

related to ICU quality or severity of illness. Second, all of the previous studies use a fixed 

effects approach to account for time invariant institution level unobserved heterogeneity[18]. 

The inclusion of an institutional fixed-effect means that the regression estimates the effects 

of changes to volume within the hospital rather than the effects of changes to cumulative 

volume across hospitals on mortality [18]. The fixed-effects specification requires an 

adequate number of institutions with significant variation in volume to detect a learning-by-

doing effect. Previous studies that have failed to show a learning-by doing effect may 

therefore not have been suitably powered[18]. 

Sepsis is the syndrome of life-threatening organ dysfunction that occurs in response to 

infection[94]. Sepsis is a major public health concern and is the leading cause of morbidity 

and mortality globally[93]. The recent Global Burden of Disease Study estimates 48.9 million 

incident cases of sepsis causing 11 million deaths worldwide, representing 20% of all global 

deaths[93].  The reported incidence of sepsis is increasing, reflecting ageing populations with 

more co-morbidities, and increasing social deprivation[93]. The Seventeenth World Health 

Assembly recognised the importance of strong, functional health systems, including access to 

intensive care services and health system organizational strategies to improve outcomes from 

sepsis[204]. Centralisation of care for sepsis has often been proposed to improve patient 

outcomes by capitalising on the volume-outcome relationship[196, 205].    Centralisation is 

predicated on the assumption that the volume-outcome relationship operates through the 

static scale effect. If the volume-outcome relationship operates through the learning-by-

doing mechanism, then patient outcomes would improve by the volume of patients treated 

over time, making system-wide centralisation unnecessary.  The unsettled question of the 



 125 

underlying learning mechanism in the volume-outcome relationship therefore has clear 

implications for all stakeholders in the health system.  

We make several contributions to the literature on the volume-outcome relationship.  First, 

this study measures volume at a higher frequency than previously done (quarter instead of 

year), the quarterly time lag being more likely to detect learning than year lags given the 

temporal instability of ICU teams. Second, our study includes a large number of ICUs over 

several years and employs a mixed-effects logistics regression model. This approach is more 

sensitive to detecting a learning-by-doing effect than previous fixed-effects approaches. 

Precise estimation using the fixed-effect approach requires data from a sufficient number of 

institutions over a significant number of time periods to observe sufficient variation in 

volume. Previous studies have contained small sample sizes in terms of number of 

institutions, which may therefore be underpowered to detect a learning-by-doing effect [18].  

Third, we control for a rich set of patient and ICU characteristics to minimise the risk of 

omitted variable bias. Lastly, this paper ties the less commonly reported literature on the 

underlying mechanism of the volume-outcome relationship, namely economies of scale and 

learning-by-doing, with mortality and provides useful information on how reconfiguring 

service lines may improve underperforming lower volume ICUs. 

This study is organised as follows: In section 2, we describe the data. In section 3, we describe 

the empirical strategy. In section 4 we present the results of the main analysis and sensitivity 

analysis and in section 6 we present the discussion of the results. In section 7 we present our 

conclusions and recommendations.    

 

6.2 Method 
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6.2.1 Data 
 
Data was extracted from the Intensive Care National Audit and Research Centre Case Mix 

Program database which is a clinical database that covers all adult ICUs in England, Wales, 

Northern Ireland, United Kingdom[121]. Trained data collectors extracted detailed 

physiological, diagnostic, and sociodemographic data from consecutive adults admitted to 

ICUs in the United Kingdom participating in the Case-Mix Program database between 1 

January 2010 and 31 December 2016[120]. Approval for the collection and use of patient 

identifiable data in the CMP was obtained under Section 251 of the National Health Service 

Act of 2006. We report an observational cohort study, as per Strengthening the Reporting of 

Observational Studies in Epidemiology (STROBE) guidelines[206]. 

 

6.2.2. Exposure 
 
The exposure was defined as by the quarterly sepsis volume with contemporaneous quarterly 

volume being the measure of the static scale effects and the lagged quarterly volume 

identifying the learning-by-doing effect.  

 

6.2.3. Study outcome 
 
The primary outcome was death before discharge from an acute hospital. Patients who were 

transferred between ICUs were excluded from the analysis of mortality but included in the 

estimation of ICU volumes. This was done to avoid confounding results with outcomes from 

different ICUs. For patients who were readmitted to the ICU, only the first admission was 

included in the mortality analysis. We chose the patient as the level of analysis. An ICU-level 

analysis of sepsis volume and mortality would smooth out variability in outcomes across 

http://www.equator-network.org/reporting-guidelines/strobe/
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patients[201]. In the case of no observed learning effect, it would be unclear as to whether 

this is due to data aggregation or a true absence of a learning effect. 

 

6.2.4. Empirical strategy  
 

Baseline characteristics and unadjusted outcomes for the cohort were tabulated using 

standard summary statistics.  We used a multivariate hierarchical logistic regression model to 

assess the association between volume and acute hospital mortality. Our model recognises 

that individual patients are clustered in quarters and nested in ICUs and provides a consistent 

estimate of the standard errors for clustered data.  

Patient-level covariates include age, gender, ethnicity, functional status, co-morbidities, and 

sociodemographic status as measured by the Index of Multiple Deprivation. We measure 

patient level severity of illness using the ICNARC2018 score. We include dummy variables for 

the presence of severe co-morbidities involving 7 organs systems. Functional status was 

categorised by the degree of assistance needed with activities of daily living. ICU 

characteristics are quarterly caseload volume, academic affiliation (non-university, university, 

university-affiliated) and quarterly throughput. Quarterly throughput is defined as the 

number of ICU admissions per ICU bed.  

 

In the first step we will focus on overall learning curves in hospital mortality. We describe the 

basic model of Benkard with the important difference that the model presented here will 

involve multiple ICUs where the initial experience is unknown [207]. The simplest 

specification of the volume-outcome relationship is:   

𝑦𝑖𝑗𝑞 =  𝛽1𝑉𝑗𝑞 + 𝛽2𝑉𝑗𝑞−1 + ∑ 𝛿𝑚

𝑀

𝑚=1

𝑋𝑖𝑗𝑞
′ + ∑ 𝜑𝑛

𝑁

𝑛=1

𝑍𝑗𝑞
′ + 𝜉𝑗 + 𝜀𝑖𝑗𝑞 
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The dependant variable 𝑦𝑖𝑗𝑞  is patient-level mortality of patient 𝑖 in ICU 𝑗 in quarter  𝑞.  𝑋𝑖𝑗𝑞
′  

is a vector of patient characteristics and 𝑍𝑗𝑞
′  is a vector for ICU level characteristics. 𝑉𝑗𝑞 refers 

to quarterly ICU sepsis volume and captures the effects of static scale. The coefficient of  𝑉𝑗𝑞−1 

is the sepsis volume in the preceding quarter and describes the ICU-level learning-by-doing 

effect. The  𝜉𝑗𝑞  captures to the ICU effect and 𝜀𝑖𝑗𝑞 is a classical error term.  

We can expand the learning-by-doing component by including four lags of sepsis volume.  

𝑦𝑖𝑗𝑞 =  𝛽1𝑉𝑗𝑞 + ∑ 𝛽𝑞′𝑉𝑗𝑞′

𝑞−4

𝑞′=𝑞−1

+  ∑ 𝛿𝑚

𝑀

𝑚=1

𝑋𝑖𝑗𝑞
′ + ∑ 𝜑𝑛

𝑁

𝑛=1

𝑍𝑗𝑞
′ + 𝜉𝑗 + 𝜀𝑖𝑗𝑞 

 

The individual weights of 𝛽𝑞′  are called lag weights and they collectively constitute the lag 

distribution from  𝑞′ = 𝑞 − 1 … 𝑞 − 4 , with the full set of quarters being 𝑞 = {𝑞, 𝑞′}.   The 

lags in volume estimate the effects of learning over time. If there was learning-by-doing and 

knowledge was passed on from one period to the next, we would observe a larger coefficient 

with each succeeding time period i.e., 𝛽𝑞−1 > 𝛽𝑞−2 > 𝛽𝑞−3 > 𝛽𝑞−4. This is because learning-

by-doing allows patients treated in the current time period to benefit from experience gained 

in the preceding time periods.  

 

The ICU effect in the quarter 𝑞 − 1 makes it unnecessary to know the ICU’s entire production 

history. We separate out the volume-outcome effects into its static and dynamic components. 

Instead of using cumulative learning treating all past periods as the same, we use lags of the 

previous quarters’ volumes of sepsis. We compare the relative size of the coefficients. If the 

static scale economies are the main mechanism for the volume outcome relationship, then 

the coefficients of the lagged volumes would be small i.e.  (𝛽1 > 𝛽𝑞−1 + 𝛽𝑞−2 + 𝛽𝑞−3 +

𝛽𝑞−4). If the learning-by-going is important then the coefficients on the lagged volume would 
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be a larger proportion of the total effect. This would imply that experience gained in the past 

impacts the outcomes of the present. If the contemporaneous volume accounts for a larger 

proportion of the effect, then it would mean there are benefits to static scale. This would 

imply that any ICU high volume ICU would improve outcomes and that there would be 

benefits to indivisibilities of investments in infrastructure, favouring consolidation of critical 

care services.  

 

Quarterly volumes are correlated over time, meaning that 𝑉𝑗𝑞 is correlated with 𝑉𝑗𝑞−1, as are 

𝑉𝑗𝑞−1 and  𝑉𝑗𝑞−2 correlated as well as 𝑉𝑗𝑞−2and 𝑉𝑗𝑞−3. High level correlation between 

regressors, referred to as multicollinearity, leads to unreliable coefficient estimates with large 

variances and standard errors. This leads to lag distributions in which the sequence of lag 

coefficients bounces between large and small and even sometimes positive and negative. We 

describe the distribution of the correlation coefficients between the volume lags. A weaker 

correlation between volume lags would support a low risk of multicollinearity.  

 

 

6.2.5. Sensitivity analysis  
 

The main variable of interest is in capturing the learning mechanism.  In the primary analysis 

we used quarterly lags to identify a linear learning-by-doing-effect. We undertook several 

sensitivity analyses to identify other specifications of the learning-by-doing mechanism. First, 

we used monthly sepsis volume to detect any learning that may occur over shorter time 

periods. Second, we specify quarterly volume as a simple square root form to identify a non-

linear learning-by-doing relationship.  
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6.3 Results  
 

The study population of adult sepsis patients admitted to the ICU was 273,001. The median 

quarterly sepsis volume was 63 IQR [46-86]. Error! Reference source not found. summarises 

the patient characterises across quartiles of quarterly caseload volumes from 2010 to 2016.  

The mean age of patients was 63 (95% CI 63-63) years. A minority of patients had a severe 

comorbidity (20.3%) and most patients were functionally independent (68.0%). The mean 

ICNARC2018 predicted risk of acute hospital mortality was 21.0% (95%CI 21.0b -21.0). Across 

quartiles of sepsis caseload volume, patients treated in the lowest quartile had higher acute 

severity of illness scores ICNARC score 21.3[21.2-21.4] compared with 20.5[20.5-20.6] in the 

highest quartile, p<0.001. Lower sepsis volume ICUs treated more patients with no chronic 

comorbidities compared with higher volume ICUs where 81.3% in the lowest quartile had no 

comorbidities compared with 76.3% in the highest quartile.  On average, higher volume ICUs 

operate at higher occupancy and had higher throughput of patients.  
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Table 11.Patient characteristics across quartiles of quarterly sepsis volume 

 
 

 Total Quartile I [4-
46] 

Quartile II [47-
63] 

Quartile III [64-
86] 

Quartile IV 
 [87-226] 

P value  

Age in years        

53 68357(25.0) 17490(24.4) 16787(24.4) 16785(25.3) 17295(26.4) <0.001 

54-66 68460 (25.1) 17957(25.0) 16947(24.6) 16702(25.2) 16854(25.6)  

67-76 70835(25.9) 18890(26.3) 18016(26.2) 17348(26.1) 15809(25.1)  

77 65339(23.9) 17452(24.3) 17094(24.8) 15573(23.5) 15520(23.0)  

Age in years 63[63-63] 64[64-64] 64[64-64] 63[63-63] 63[63-63] <0.001 

Male sex 148149(54.3) 38734(54.0) 37114(53.9) 36287(54.7) 36014(54.6) 0.004 

Ethnicity       
White  277787(92.3) 73742(92.3) 69996(92.2) 68379(92.1) 65670(86.8) <0.001 

Asian 10723(3.5) 2682(3.4) 2225(2.9) 2310(3.1) 3506(4.6)  

Black 6192(2.0) 1328(1.7) 1353(1.8) 1066(1.4) 2445(3.2)  
Mixed/other 10855(3.5) 2178(2.7) 2261(3.0) 2375(3.2) 4041(5.3)  

ADLs       

Independent  184850(68.0) 49229(68.6) 46876(68.1) 43940(66.2) 44805(67.9) <0.001 

Some assistance  81913(30.1) 20927(29.2) 20416(29.7) 20985(31.6) 19585(29.7)  

Fully dependent 5071(1.9) 1325(1.9) 1252(1.8) 1187(1.8) 1307(2.0)  

ICNARC score mean 
(95% CI) 

21.0[21.0-
21.0] 

21.3[21.2-21.4] 21.1[21.0-21.2] 21.0[20.9-21.0] 20.5[20.5-20.6] <0.001 

APACHE II, mean 
(95% CI) 

18.4[18.4-
18.5] 

18.4[18.4-18.5] 18.3[18.3-18.4] 18.4[18.4-18.5] 18.6[18.6-18.7] <0.001 

Occupancy %, (95% 
CI) 

72[72-73] 68 [68-68]] 72[72-72] 74[74-74] 77[77-77] <0.001 

ICU beds mean, (95% 
CI) 

15[15-15] 9[9-9] 12[12-12] 16[16-16] 24[24-24] <0.001 

Quarterly 
throughput  

5.0[5.0-5.0] 4.3[4.3-4.3] 5.1[5.1-5.1] 5.2[5.2-5.2] 5.3[5.3-5.3] <0.001 

Co-morbidities n(%)       

None 217655(79.7)) 58354 (81.3) 55821 (81.1) 53,156 (80.0) 50324 (76.3) <0.001 

Cardiac disease 4857(1.8) 1398(2.0) 1151(1.7) 1243(1.9) 1065(1.6) <0.001 
Respiratory disease  12498(4.6) 3100(4.3) 3002(4.3) 2923(4.4) 3473(5.3)  

ESKD 5171[1.9) 953(1.3) 1075(1.6) 1230(1.9) 1913(2.9) <0.001 

Liver disease  6030(2.2) 1213(1.7) 1315(1.9) 1428(2.2) 2074(3.1) <0.001 
Metastatic cancer 6598(2.4) 1677(2.3) 1529(2.2) 1620(2.4) 1772(2.7) <0.001 

Hematologic 
malignancy 

9763(3.6) 2377(3.3) 2235(3.3) 2341(3.5) 2810(4.3) <0.001 

Immunocompromised  24035(8.8) 6012(8.4) 5706(8.3) 5803(8.7) 6514(9.9) <0.001 

Septic shock 54419(19.9) 14961(20.8) 13907(20.2) 12703(19.1) 12848(19.5) <0.001 

ICU LOS (hrs) 163[162-164] 169[168-171] 159[157-160] 163[162-165] 159[157-161] <0.001 

Hospital LOS (days) 23[23-23] 23[23-23] 22[22-22z] 23[23-23] 24[24-24] <0.001 

ICU mortality 62277(22.8) 16868(23.5) 15919(23.1) 15196(22.9) 14294(21.7) <0.001 

Hospital Mortality  86728(31.8) 23650(32.9) 21944(31.9) 20932(21.6) 20202(30.6) <0.001 

Abbreviations: ADLs= Activities of daily living, ESKD = end stage kidney disease, LOS= length 
of stay. Data were missing for age n=10 (0.0%); ethnicity n=191 (0.1%); ADLS n=1167(0.4%); 
comorbidities n=1137 (0.4%); ICU mortality n=7(0.0%); hospital mortality n=1419(0.5%) 
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Figure 16.Violin plot of the distribution of the correlation coefficient between (A) (A) 
𝑉𝑜𝑙𝑢𝑚𝑒 𝑞

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−1
, (B) 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−1

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−2
, (C) 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−2

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−3
, and (D) 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−3

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−4
. 

 

 The median correlation coefficient between 𝑉𝑜𝑙𝑢𝑚𝑒 𝑞 and 𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−1 was 0.255 [IQR 

0.056-0.467], median correlation coefficient between 𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−1 and 𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−2 was 

0.290 [IQR 0.070-0.474] , median correlation coefficient between 𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−2 and 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−3 was 0.267 [IQR 0.091-0.482] and the , median correlation coefficient between 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−3 and 𝑉𝑜𝑙𝑢𝑚𝑒 𝑞−4 was 0.260 [IQR 0.062-0.491]. These vales suggest that a weak 

to moderate correlation between lagged volumes and low risk of multicollinearity.  
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The distribution of the correlation coefficients between successive lags is described by the 

violin plots in Error! Reference source not found.. The median correlation coefficient 

between 𝑉𝑞 and 𝑉𝑞−1 was 0.255 [IQR 0.056-0.467], median correlation coefficient between 

𝑉𝑞−1 and 𝑉𝑞−2 was 0.290 [IQR 0.070-0.474] , median correlation coefficient between 𝑉𝑞−2 and 

𝑉𝑞−3 was 0.267 [IQR 0.091-0.482] and the , median correlation coefficient between 𝑉𝑞−3 and 

𝑉𝑞−4 was 0.260 [IQR 0.062-0.491]. These vales suggest that a weak to moderate correlation 

between lagged volumes and low risk of multicollinearity.  

 

In Error! Reference source not found. and Error! Reference source not found. we present 

the contemporaneous and lagged effects of volume on hospital mortality. We show that 

lagged effect is significant in each of the models. The sum of the total effect represented by 

the F-test is more reliably estimated across models. The F-test for the combined effect of the 

lagged volume remains significant.  The change in the level of significance for the 

contemporaneous volume when the lagged volumes are added to the model implies some 

collinear effects. We would therefore interpret these results and identifying the dominant 

effect of learning-by-doing compared with economies of scale.  

 

In Error! Reference source not found. we further explore the relative relationship between 

the contemporaneous and lagged volume. We first present the coefficients for each of the 

contemporaneous and lagged volumes. The sum of the results shows a consistent direction 

of effect across models. We then present an analysis of the contemporaneous volume relative 

to the total effect. This ratio suggests that the contemporaneous volume accounts for the 

smaller component of the total effect of volume.  The results suggest a significant learning-

by-doing effect in comparison with the contemporaneous economies of scale effect.  
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Table 12.Odds of acute hospital mortality with increasing number of lagged sepsis volume 

 (1)  (2)  (3)  (4)  (5)  
 OR 95% CI OR 95% CI OR 95% CI OR 95% CI OR 95% CI 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞 0.98*** 0.98, 0.99 1.00 0.99, 1.01 1.01 0.99, 1.02 1.01 1.00, 1.02 1.00 0.99, 1.02 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞−1   0.99** 0.98, 1.00 1.00 0.99, 1.01 1.00 0.99, 1.01 1.00 0.99, 1.01 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞−2     0.98*** 0.97, 0.99 0.98** 0.97, 0.99 0.99** 0.97, 1.00 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞−3       0.99* 0.98, 1.00 0.99 0.98, 1.00 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞−4         1.00 0.99, 1.02 

ADLs            
Independent 1.00  1.00  1.00  1.00  1.00  
Some assistance 1.09*** 1.06, 1.11 1.08*** 1.06, 1.11 1.09*** 1.06, 1.12 1.08*** 1.06, 1.11 1.09*** 1.06, 1.11 
Total assistance 1.37*** 1.26, 1.48 1.35*** 1.24, 1.46 1.36*** 1.25, 1.48 1.35*** 1.24, 1.47 1.35*** 1.24, 1.48 
           
Ethnicity           
White  1.00  1.00  1.00  1.00  1.00  
Asian 0.99 0.93, 1.05 0.99 0.93, 1.05 1.00 0.93, 1.06 0.99 0.93, 1.06 1.00 0.93, 1.06 
Black 0.84*** 0.78, 0.92 0.84*** 0.77, 0.91 0.85*** 0.78, 0.93 0.84*** 0.77, 0.92 0.84*** 0.76, 0.92 
Mixed/other 0.99 0.93, 1.05 0.98 0.92, 1.05 0.99 0.93, 1.06 0.98 0.91, 1.04 0.97 0.91, 1.04 
Age in years 1.01*** 1.01, 1.01 1.01*** 1.01, 1.01 1.01*** 1.01, 1.01 1.01*** 1.01, 1.01 1.01*** 1.01, 1.01 
Male  1.11*** 1.09, 1.13 1.12*** 1.09, 1.14 1.12*** 1.09, 1.14 1.12*** 1.09, 1.14 1.12*** 1.09, 1.14 
ICNARC score 1.05*** 1.05, 1.05 1.05*** 1.05, 1.05 1.05*** 1.05, 1.05 1.05*** 1.05, 1.05 1.05*** 1.05, 1.05 
           
Comorbidity           
Severe 
respiratory 
disease 1.07** 

1.02, 1.12 

1.07** 

1.02, 1.12 

1.06* 

1.01, 1.12 

1.07* 

1.01, 1.12 

1.07* 

1.01, 1.13 

Very severe 
cardiovascular 1.37*** 

1.27, 1.47 
1.38*** 

1.28, 1.48 
1.37*** 

1.27, 1.48 
1.38*** 

1.28, 1.49 
1.40*** 

1.29, 1.51 

ESKD 1.35*** 1.26, 1.45 1.34*** 1.24, 1.44 1.32*** 1.23, 1.42 1.32*** 1.23, 1.43 1.34*** 1.24, 1.44 
Severe liver 
disease 1.55*** 

1.45, 1.66 
1.55*** 

1.45, 1.66 
1.54*** 

1.44, 1.65 
1.54*** 

1.43, 1.65 
1.53*** 1.42, 1.65 

Metastatic 
disease 1.18*** 

1.11, 1.26 
1.18*** 

1.11, 1.26 
1.20*** 

1.12, 1.28 
1.18*** 1.10, 1.27 1.17*** 

1.09, 1.25 

Haematological 
malignancy 1.11*** 

1.05, 1.18 
1.11*** 

1.05, 1.17 
1.12*** 

1.05, 1.19 
1.11*** 

1.05, 1.18 
1.10** 

1.04, 1.17 

Immunocompro
mised 1.17*** 

1.12, 1.21 
1.16*** 

1.11, 1.20 
1.15*** 

1.10, 1.20 
1.15*** 

1.10, 1.20 
1.15*** 

1.10, 1.20 

Quarterly 
throughput 1.02** 

1.01, 1.03 
1.01* 1.00, 1.03 1.00 

0.99, 1.02 
1.00 

0.99, 1.02 
1.01 

0.99, 1.02 

           
Academic 
affiliation   

 
 

 
 

 
 

 
 

 

Non-university 1.00  1.00  1.00  1.00  1.00  
University 
affiliated 0.98 

0.90, 1.07 
0.98 

0.90, 1.07 
0.98 

0.90, 1.07 
0.98 

0.90, 1.07 
0.98 

0.89, 1.07 

 University 1.04 0.97, 1.12 1.05 0.97, 1.13 1.05 0.98, 1.14 1.05 0.97, 1.13 1.05 0.97, 1.14 
           
IMD 1.00*** 1.00, 1.00 1.00*** 1.00, 1.00 1.00*** 1.00, 1.00 1.00*** 1.00, 1.00 1.00*** 1.00, 1.00 
AIC  232558.12  221261.94  210757.87  201056.27  189384.57 
BIC  232798.75  221511.92  211017.09  201324.66  189661.76 

F-statistic    8.03  21.19  22.02  7.33  

p-value  

 0.004
6 

 <0.00
1 

 <0.00
1 

 0.006
8 

 

P<0.05=*. P<0.01=**P<0.001=*** 
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Table 13.Coefficients from logistic regression model showing coefficients, the proportion of 

the contemporaneous volume   to the total volume effects and the ratio of lagged coefficients. 

 

Lag depth Model 1 Model 2 Model 3 Model 4  Model 5 
𝟎 -0.0167 -0.0356 0.0065 0.0105 0.0043 

1  -0.1355 -0.0028 -0.0024 -0.0004 

2   -0.0231 -0.0173 -0.0150 

3    -0.0105 -0.0092 
4     0.0047 

      

Total  -0.0167 -0.1711 -0.1944 -0.0197 -0.0154 

Ratio 
𝜷𝟏

∑ 𝜷𝒏
∞
𝒏=𝟎

 1.00 0.21 0.03 0.53 0.28 

𝜷𝟐

𝜷𝟑
 

  0.1212 0.1387 0.0267 

𝜷𝟑

𝜷𝟒
 

   1.6476 1.6305 

𝜷𝟒

𝜷𝟓
 

    -1.9574 

F -test  8.03 21.19 22.02 7.33 
  0.0046 <0.001 <0.001 0.0068 

P<0.05=*. P<0.01=**P<0.001=*** 
 

The absence of a consistent 
𝛽𝑛

𝛽𝑛−1
> 1  suggest some degradation of the institutional learning-

by-doing effect. 
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6.3.1. Sensitivity analysis 
 
We undertook an analysis using the months as the time epoch for the learning-by-doing 

effect. The assumption is that learning may occur over a shorter period than quarterly. 

Monthly lags did not identify a shorter time window for learning. The second sensitivity 

analysis explored a non-linear relationship with learning. There alternate specifications of 

learning did not alter the main results and are described in Error! Reference source not 

found..  

 

Table 14. Sensitivity analyses. Odds ratio and 95% confidence interval for acute hospital 

mortality using the alternate specification of (a) monthly lags to evaluate a shorter time 

window for the learning-by doing effect and (b) using a simple square-root of the quarterly 

lagged volumes to evaluate the non-linear learning effect. 

 

(a) Month sepsis volume lag 

 (6) (7) (8) (9) (10) 

 OR 95%CI OR 95%CI OR 95%CI OR 95%CI OR 95%CI 
𝑉𝑜𝑙𝑢𝑚𝑒 𝑚  0.96*** 0.94,0.98 0.97* 0.95,1.00 0.98 0.95,1.01 0.99 0.97,1.02 0.99 0.97,102 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑚−1   0.99 0.97,1.01 0.99  0.97,1.01 1.00 0.98,1.02 1.00 0.98,1.02 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑚−2     0.98 0.96,1.00 0.99 0.97,1.01 0.99 0.97,1.01 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑚−3       0.99 0.97,1.01 1.00 0.97,1.02 

𝑉𝑜𝑙𝑢𝑚𝑒 𝑚−4         0.97 0.95,0.99 

F- test       5.52 5.26  9.12  

p-value      0.0188 0.0218  0.0025  

           

(b) Square root of quarterly sepsis volume  

 (11) (12) (13) (14) (15) 

 OR 95%CI OR 95%CI OR 95%CI OR 95%CI OR 95%CI 
𝑉𝑜𝑙𝑢𝑚𝑒𝑞 0.97*** 0.96,0.99 0.99 0.97,1.01 1.01 0.99,1.03 1.02 1.00,1.04 1.01 0.98,1.03 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞−1   0.98* 0.96,1.00 1.00 0.98,1.01 1.00 0.98,1.01 1.00 0.98,1.02 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞−2     0.96*** 0.94,0.98 0.97** 0.95,0.99 0.98** 0.96,0.99 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞−3       0.98* 0.97,1.00 0.98 0.97,1.00 

𝑉𝑜𝑙𝑢𝑚𝑒𝑞−4         1.01 0.99,1.02 

F-test   6.52  18.84  21,07  6.25  

p-Value   0.0107  <0.001  <0.001  0.0124  
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P<0.05=*. P<0.01=**P<0.001=*** 
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6.4. Discussion 
 

This study evaluates whether the volume-outcome relationship arises primarily from scale 

economies or due to learning-by-doing. The study found a significant learning-by doing effect 

as proxied by the lagged quarterly sepsis caseload volumes for patients with sepsis treated in 

the ICU between 2010 and 2016.  

 

This study contrasts with previous studies on learning-by doing versus scale effects by Gaynor 

et al. and Ho et al. [15, 201] focused on cardiac procedures. There are two aspects of sepsis 

and critical care that may explain the difference with cardiac procedures. The first might be 

related to the routinisation of the procedure[208]. It is likely that learning by doing differs 

across conditions and may be more significant for sepsis than for cardiac procedures. Sepsis 

is a time-critical complex disease that requires the collective skill of the entire treating team. 

Sepsis afflicts a wide spectrum of patients with varied comorbidities and requires a variety of 

interventions. This is unlike cardiac surgical patients who have similar risk factor profiles and 

require one of two procedure valve and coronary artery surgery. Outcomes for routine 

procedures would therefore likely depend on scale effects more than experience.  

 

The second issue is that accumulated expertise is likely to not be completely retained 

between time periods. This may reflect the cyclical nature of emergency medical teams. As 

doctors and nurses leave the service, the ICU loses the benefits of their accumulated 

experience[209]. Data from other healthcare contexts are consistent with the idea that the 

depreciation of experience is related to the staff turnover [210]. Learning in the context of 

surgical patients may be largely dependent on the experience of individual surgeons and 
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therefore more sensitive to staff turnover. Surgical cohorts such as cardiac surgery, caesarean 

section, Whipple’s procedure, and abdominal aortic repair surgery all describe a degree of 

depreciation[19, 210, 211]. Cardiac surgery has a low turnover of staff, so has low 

depreciation of experience[210, 212]. In contrast Whipple’s procedure and caesarean section 

describe high levels of depreciation of experience[208, 211]. This is consistent with evidence 

of knowledge depreciation from other industries. For example, Benkard described increases 

in the labour hours required to produce airplanes during lulls in production. [207].  The 

inconsistent coefficients for the learning-by-doing effect with regards to sepsis might relate 

to the depreciation of organisational learning and the low temporal stability of ICU teams. 

The depreciation of knowledge for complex medical treatments has important implications 

for patient care. It is important that ICUs maintain caseload volumes over time to preserve 

institutional knowledge. 

 

This study has limitations. Firstly, one of the challenges of including both contemporaneous 

and lagged volumes is the likely multicollinearity. ICUs that treat many sepsis patients in one 

quarter are likely to treat a large number the following quarter. We use data from 231 ICUs 

and assume that the large sample size will contain sufficient variation between ICUs which 

would weaken the collinearity between the contemporaneous and lagged volume. We 

undertook a robustness check that found a weak to moderate correlation between lagged 

volumes and low risk of multicollinearity.  Secondly, this study does not contain details about 

the compliance to evidence-based processes of care. Previous literature suggests higher 

volume hospitals have higher adherence to processes of care such as antibiotic administration 

and venous thrombo-embolism prophylaxis than lower-volume hospitals[213]. Whether this 

is due to the static scale effects of volume or the experience gained form learning by doing is 
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unclear. The adherence to processes of care also do not fully explain the volume-outcome 

relationship [194]. We therefore contend that conclusions of this study would not be 

substantially altered by controlling for compliance with evidence-based processes of care. 

 

6.5. Conclusion and recommendations  
 
This study supports the idea that the dominant mechanism by which volume leads to 

improved outcomes is through dynamic learning-by-doing as opposed to the static scale 

effects. ICUs tend to improve by caring for a large volume patients distributed over time. 

Centralisation has been proposed to improve ICU efficiency and quality, however, this may 

not fully leverage the benefits of the learning-by-doing mechanism[196]. Another argument 

against centralisation is the potential to introduce socioeconomic inequalities in access to 

critical care[214]. Patients may therefore be better served by ICUs organised to achieve 

minimum volume standards without centralisation.  
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Chapter seven: The association between ICU specialisation and 

mortality in the UK 

 Abstract 
 
Importance: Proponents argue that increasing specialisation of critical care services would 

improve quality, but these theoretical benefits remain unproven.   

Objective: To empirically determine whether increasing Intensive Care Unit (ICU) 

specialisation reduces mortality for critically ill patients. 

Design: Retrospective cohort analysis of patients ( 16 years) admitted to 231 ICUs in the 

United Kingdom from 2010 to 2016.  

Setting: All 231 ICUs in the United Kingdom  

Participants: Adult patients ( 16 years) patients with critical illness admitted to ICUs in the 

UK  

Exposure: ICU specialisation, which is defined as the share of patients within different 

categories of disease. 

Main Outcome(s) and Measure(s): We used a multivariate hierarchical logistic regression 

model to evaluate the association between ICU specialisation and acute hospital mortality  

Results:  Of a total of 933,284 patients admitted to 231 ICUs, 513750(55%) were male and 

the median age was 65(interquartile range [IQR] 50-75) years. Hospital mortality was 21.2%. 

The median sepsis specialisation was 0.30 [IQR 0.23-0.37], cardiac specialisation 0.05 [IQR 
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0.01-0.09], neurosurgery 0.02 [IQR 0-0.06], trauma 0.12 [IQR 0.08-0.12], medical 

specialisation was 0.27 [IQR 0.20-0.34, elective surgery 0.13 [IQR 0.06-0.22], and emergency 

surgery 0.06 [IQR 0.04-0.10]. Overall, there was no reduction in the odds for mortality when 

patients were treated in a specialist ICUs, OR 1.06 (95%CI 1.0-1.08, p<0.001) for sepsis, OR 

1.01(95%CI 0.99-1.04, p=0.292) for cardiac, neurosurgery (OR 1.01 95% CI 0.98-1.04), trauma 

OR 1.03(95% CI1.01-1.05, p=0.010), medical OR 1.03(95% CI 1.01-1.06, p=0.007), elective 

surgery OR 0.96(95%CI 0.94-0.99, p=0.002) and emergency surgery 1.00(95%CI 0.97-1.03, 

p=0.867). These findings were consistent across alternate definitions of specialisation and 

within subgroups of the most severely ill patients.  

 

Conclusions and Relevance: Speciality ICUs do not have significantly lower hospital mortality 

for critically ill patients in the UK after adjusting for patient characteristics and caseload 

volume. This has relevance for policymakers, payers and clinicians interested in the future 

organisation of critical care services in that while there may be benefits from high volume 

ICUs, there is no compelling evidence demonstrating added value from specialist ICUs.  
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7.1 Introduction 
 
 
The potential for efficiency gains from specialisation was first proposed by Adam Smith more 

than 230 year ago [31, 215, 216]. Later the 19th century economist David Ricardo suggested 

there may be gains from relative specialisation[216]. In healthcare, where inefficiency is a 

major concern and specialisation has been long been advocated to improve quality and lower 

costs, but empirical evidence is scarce[217-219].  Overall health care costs are dominated by 

hospital expenditure[220]. Within the envelope of hospital costs, critical care services are an 

integral and costly component, accounting for up to 40% of hospital spending [61]. As a 

consequence of increasing case complexity and an aging population, high income countries 

like the UK are projected to have exponential increases in demand for critical care[221]. This 

makes identifying strategies that make more efficient use of critical care services imperative. 

If there are gains from specialisation redesigning critical care services towards specialist 

intensive care units (ICUs) could theoretically promote value to both patients and providers 

[222]. Patients in a specialist ICUs could conceivably be exposed to more standardised care 

and thus benefit from focused clinical expertise, equipment, and other resource. Staff in the 

ICU  benefits from having  fewer competing operational objectives and fewer variable 

costs[223].There are also potential harms to specialisation. Specialised ICUs could require an 

inter-ICU transport network to sort patients into the appropriate specialist ICU, families may 

face increased travel times, care might be fragmented care between local and specialist 

services and there may be delays in care as patients wait for access to specialist ICUs.  



 145 

The aim of this paper is to compare the effects of ICU specialization among disease groups in 

terms of acute hospital mortality. We aim to solve is to determine the optimal types of 

patients in the ICU using patient level data covering several years.  

The remainder of this paper has the following structure: section 2 describes the institutional 

context. Section 3 describes related literature Section 4 discusses the model, section 5 the 

data we use in the analysis. Section 6 presents the results. Section 7 discusses the implications 

of the results and concludes.  

 

7.2 Institutional context  
 

This study was conducted in the 231 ICUs in England, Wales, and Northern Ireland where the 

National Health Service (NHS) is funded by general taxation. Patients face no charges for 

hospital care including critical care. All doctors employed in the NHS are salaried and have no 

share of hospital profits and no financial interest in recommending any treatment [224]. 

Critical care services deliver care in specialised wards called ICUs but even within these 

specialised wards there is variety with ICUs offering a range of services for patients with 

sepsis, cardiac, neurosurgery, trauma, medical, elective, and emergency care. The diagnosis 

types of patients appear in different proportions and combinations across ICUs. Patients 

receiving ICU care do not choose their ICU and are often transported via ambulance to their 

nearest hospital hence ICUs do not select patients based on their risk [225].  

 

7.3 Literature review 
 

Specialisation in healthcare has been investigated in a number of departments with 

inconsistent results[226].   
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Our study adds to the existing literature in the following ways. Firstly, most of the current 

literature on this topic has focused on specialisation at the hospital level[50, 227]. The 

evidence regarding specialist hospitals does not consistently suggest improvement in quality 

or costs [50, 136, 227]. Emerging evidence has suggested that the benefits to specialization 

may aggregated to the focal segmented service level more than the hospital level[228-230] 

[228, 231].  This is consistent with the idea of a “plant-within-a-plant”  proposed by Skinner 

in the manufacturing sector[230]. 

Some studies have examined specialisation among hospital departments but largely focused 

on elective surgical diagnoses particularly cardiac, neurosurgery and orthopaedic 

surgery[227, 232-236]. Many of these studies fail to show the benefits of specialisation after 

adjustment for caseload volume and patient characteristics[50, 227, 228, 232, 237]. A 

systematic review of specialised hospitals does not consistently improve cots or quality [238].  

 

Second, most of the existing evidence for specialisation relies on analyses from selected, small 

for-profit physician owned hospitals operating in the US hospital sector[238]. Our study 

makes use of a large, nationally representative clinical dataset with detailed risk adjustment 

that includes all ICUs in a publicly funded health system[239]. This addresses the previous 

concerns of physician-owned speciality services that may be motivated by financial incentives 

to treat healthier and wealthier patients[240].  

 

Considering the ICU as a multiproduct firm, focused activities within an operating unit may 

have synergistic effects the lead to improved outcomes for all patients within the unit[241]. 

The ideal composition of patients admitted to the ICU remains uncertain and in general the 

literature is scarce.  The largest study of specialist ICUs including a diverse population of 
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critically ill patients did not find any improved survival from admission to a specialist ICU 

designated by diagnostic group[47]. The study included a high proportion of cardiac surgical 

patients which limits its generalisability[47]. Our study adds to our understanding by focusing 

on service level specialisation and includes patients with a diverse set of diseases commonly 

seen in ICUs.  

 

7.4 Methods 
 

7.4.1. Data  
 
We report an observational cohort study, as per Strengthening the Reporting of Observational 

Studies in Epidemiology (STROBE) guidelines[206]. Trained data collectors extracted detailed 

physiological, diagnostic, and sociodemographic data from consecutive adults admitted to 

ICUs in the United Kingdom participating in the Case-Mix Program database between 1 

January 2010 and 31 December 2016[120]. The data undergo extensive local and central 

validation. Approval for the collection and use of patient identifiable data in the CMP was 

obtained under Section 251 of the National Health Service Act of 2006.  

 

7.4.2. Exposure: Specialization measures  
 
There is no regulatory requirement to obtain the title of specialist ICU nor is there a gold 

standard measure of specialization. In the medical literature, specialization refers to the 

channelling of resources and labour towards a narrow focus on certain diseases or diagnostic 

groups that can be considered service lines[242]. Deriving information about the extent to 

which the ICU is specialist is not directly observable and must be constructed from data. 

The patients in the ICU can categorised into diagnostic groups.  We used the ICNARC Coding 

Method (ICM) to identify diagnostic categories of patients.  The ICM is a standardized method 

http://www.equator-network.org/reporting-guidelines/strobe/
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that records the reason for ICU admission that uses a five-tier hierarchical system to classify 

patients. Details about the ICM are provided in the appendix for chapter seven[34]. We 

identify the following seven types of patients based on a specific disease profile (1. Sepsis, 2. 

cardiac (non-sepsis) 3. trauma 4. neurological 5. medical (non-sepsis, cardiac, trauma, 

respiratory) 6. emergency surgery (non-sepsis, trauma, cardiac, respiratory) and 7. elective 

surgery (non-sepsis, cardiac, respiratory, trauma. The most common approaches in 

quantifying specialization uses the share of the various diagnostic groups [232, 243]. We 

describe both the absolute and relative specialisation. 

 

7.4.2.1 Absolute specialisation  
 
Absolute specialisation in each diagnostic category  is (𝑆𝑘𝑗𝑚 = 𝑛𝑘𝑗𝑚/𝑁𝑗𝑚), where 𝑆 is the 

share of patients in diagnostic category 𝑘 in ICU 𝑗 in month 𝑚. For sepsis specialization 𝑘 =

𝑠𝑒𝑝𝑠𝑖s and for neurosurgery specialization, 𝑘 = 𝑛𝑒𝑢𝑟𝑜 𝑠𝑢𝑟𝑔𝑒𝑟𝑦.  

The value of 𝑆𝑘𝑗𝑚 ranges from zero to one. Zero would mean that there are no patients from 

a diagnostic group 𝑘 in ICU 𝑗 in month 𝑚 and a value of 1 would mean that all the patients in 

that ICU for the same period are of that diagnostic group 𝑘. This approach does not compare 

specialisation in diagnostic group 𝑘 to a benchmark of the share of 𝑘 in other ICUs. The main 

benefit of using absolute specialisation is that it can provide a measure of change within the 

same ICU over time. 

 

7.4.2.2 Relative specialisation  
 
Relative specialisation describes the deviation from average share of a diagnostic category  

𝑘 across all ICUs in month 𝑚. This accounts for the fact that some diagnostic groups account 

for a large or small share in all ICUs.  
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The relative specialisation (RS) is calculated as follows:  

𝑅𝑆 = [
𝑛𝑘𝑗𝑚

𝑁𝑗𝑚
] /[

𝑛𝑘𝑚

𝑁𝑚
] 

  

where 𝑛𝑘𝑗𝑚 is the total number of patients of a diagnostic category 𝑘 in an ICU 𝑗  in month 

𝑚, 𝑁𝑗𝑚  refers to the total number of patients admitted to ICU 𝑗 in month 𝑚. 𝑛𝑘𝑚refers to all 

patients in a diagnostic group 𝑘 admitted in month 𝑚. 𝑁𝑚 refers to all patients admitted to 

all ICUs in month 𝑚. The RS has a value of 1 if the share of the diagnostic category 𝑘 is the 

same as the average share across all ICUs in that month 𝑚. Values greater than 1 imply higher 

levels of relative specialisation. A value of zero implies no patients of diagnostic group 𝑘.  

Relative specialisation provides a measure of comparative advantage of one ICU over 

another. As an example, if the absolute  𝑆𝑘𝑗𝑚 is low but the relative share may be above the 

average then it indicates higher levels of specialization than the average ICU.  Relative 

specialisation may show changes in specialization when the reference level changes even 

when the absolute specialisation remains constant. Relative specialisation is a measure of 

specialization relative to other ICUs and can been seen as a measure of centralization.  

 

7.4.3. Outcome measures  
 
All patients were followed up until ultimate discharge from acute hospital. We used acute 

hospital mortality after ICU admission as a measure of quality. We excluded interhospital 

transfers. For ICU readmissions, we included the co-variates from the index admission but 

outcome from the entire episode.  
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7.4.4. Statistical analyses  
 

Baseline characteristics and unadjusted outcomes for the cohort were tabulated using 

standard summary statistics.  We used a multivariate hierarchical logistic regression model to 

assess the association between ICU specialisation and acute hospital mortality. Our model 

recognises that individual patients clustered in months and nested in ICUs and provide a 

consistent estimate of the standard errors for clustered data. A more detailed description is 

provided in the appendix for chapter seven.  

 

Hierarchical models overcome both the atomistic fallacy of individual risk factor epidemiology 

and the ecological fallacy of aggregated data[244]. This approach aims to answer the question 

of whether higher level contexts such as specialisation impact on individual patients and in 

what magnitude?  

To account for the hierarchical structure of the data, patients 𝑖  (level 1) within the same 

month 𝑚  (level2) are within the ICU 𝑗 (level 3), a 3-level hierarchical logistic regression model 

is specified as follows: 

𝑙𝑜𝑔𝑖𝑡 = {𝑃𝑟(𝑦𝑖𝑗𝑚 = 1|𝑋′
𝑖𝑗𝑚 , 𝑢𝑗𝑚

(2)
, 𝑢𝑗

(3)
)}

= 𝛽0 + 𝛽1𝑆 𝑘𝑗𝑚 +  𝛽2𝑉𝑜𝑙 𝑗𝑚 +  𝛽3𝐼𝐶𝑁𝐴𝑅𝐶 𝑖𝑗𝑚 + 𝛽′Ω′
𝑖𝑗𝑚 + 𝛽′Φ𝑗 + 𝑢𝑗𝑚

(2)

+  𝑢𝑗
(3)

 

 

The outcome variable, acute hospital mortality, 𝑦𝑖𝑗𝑚 given a set of covariates, 𝑋′.  The 

exposure is level of specialisation for diagnostic group 𝑘 in the ICU 𝑆 𝑘𝑗𝑚  for specialisation. In 

the model , , 𝑋′ includes monthly caseload volume 𝑉𝑜𝑙 𝑗𝑦𝑚  , and patient level severity of 

illness as measured by the ICNARC2018 score, 𝐼𝐶𝑁𝐴𝑅𝐶 𝑖𝑗𝑚 . Here Ω′𝑖𝑗𝑚 is a vector of all other 
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patient-level covariates, Φ′𝑗 is a vector for other ICU-level covariates, 𝑢𝑗𝑚
(2)

~𝑁(0, 𝜓(2))  is the 

random intercept for the month with the ICU 𝑗 and 𝑢𝑗
(3)

~𝑁(0, 𝜓(3)) is the random intercept 

varying over ICUs. The random intercepts 𝑢𝑗𝑚
(2)

 and  𝑢𝑗
(3)

 are assumed to be independent of 

any covariates (exogenous). The random intercept 𝑢𝑗
(3)

 represents unexplained variation in 

mortality across ICUs, and the random intercept 𝑢𝑗𝑚
(2)

 represents unexplained variation 

between months in the same ICU. The hierarchical model accounts for the clustering of the 

data within months and ICUs and provide a more accurate estimate of standard errors for 

clustered data than fixed effects models[245]. Hierarchical models have lower units of 

aggregation nested within higher units.  The hierarchical model framework can overcome a 

group level omitted variable. The addition of a group level average covariate 𝑋𝑗̅ will absorb all 

correlations between 𝑋 and the group level random effects. This approach is equivalent to a 

fixed effects approach.  Hierarchical models can also test for heterogeneity in coefficients 

across groups. Hierarchical models allow a framework to account for clustering, omitted 

group-level variables and heterogeneity of coefficients between ICUs.  

 

Patient-level covariates include age, gender, ethnicity, functional status, co-morbidities, and 

sociodemographic status as measured by the Index of Multiple Deprivation. We measure 

patient level severity of illness using the ICNARC2018 score and dummy variables for the 

occurrence of cardiac, respiratory, renal haematologic and neurologic failure[246].  The 

ICNARC2018 is a score from 0-100 that includes physiological parameters, chronic medical 

conditions, level of dependency prior to admission, source of admission, primary reason for 

admission and the receipt of mechanical ventilation and cardiopulmonary resuscitation[246]. 

We include dummy variables for the presence of severe co-morbidities involving 7 organs 
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systems. Functional status was categorised by the degree of assistance needed with activities 

of daily living. ICU characteristics included in the model are monthly caseload volume, 

academic affiliation (non-university, university, university-affiliated) and monthly 

throughput. Throughput was the number of ICU admissions in a month per ICU bed.  

 

7.4.4.1. Sub-group analysis  
 
We conducted two subgroup analyses to identify groups of patients most likely to benefit 

from ICU specialisation. Firstly, we assessed the effects of specialisation on hospital mortality 

within each diagnostic group. In this analysis we consider the benefits of specialisation when 

patients are treated in the ideal specialist ICU for their disease type. i.e., sepsis patients in a 

sepsis specialised unit, cardiac patients in a cardiac specialised unit, neurosurgical patients in 

a neurosurgical unit, medical patients in a medical ICU and elective and emergency surgical 

patients in the respective specialised units. Secondly, we conducted an analysis of the 

subgroup of the most severely ill patients, defined as the highest quartile of ICNARC2018 score.  

 

7.4.4.2. Robustness check  
 
We evaluate the robustness of the primary results to alternate specifications of specialization. 

We used an exponent of share to test the potential non-linear relationship of specialisation 

with mortality and used relative difference as an alternate measure of relative specialisation. 

Further details are provided in the appendix for chapter seven.  

 

7.4.4.3. Sensitivity analysis  
 

We undertook several sensitivity analyses. First, we added time fixed effects to the empirical 

specification to capture technological improvements assuming all ICUs in the same year 
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applied the same technologies. The primary specification of leaving out the year fixed effects 

and using the hierarchical structure makes a less restrictive assumption of assuming that each 

ICU correlated with itself over time. Second, we considered ICU mortality instead of acute 

hospital mortality as the outcome. This approach favourably allocates patients that survive to 

ICU discharge but subsequently die before hospital discharge. This approach offers a more 

optimistic analysis of the benefits of ICU specialisation and an absence of mortality benefit 

would support the primary analysis. We considered the benefits of specialisation for the 

subgroup of the highest quartile of severity illness treated in the ideal specialist ICU i.e., sepsis 

patients in the highest quartile of ICNARC score treated in the sepsis specialised ICU, cardiac 

patients in the highest quartile of ICNARC score treated in cardiac specialised units, 

neurosurgical patients in the highest quartile of ICNARC score treated in the neurosurgical 

ICUs and trauma patients in the highest quartile of ICNARC score treated in trauma specialised 

ICUs. Lastly, we considered the effects of ICU specialisation on the non-specialised cohort 

within the ICU. These results are included in the supplement. In all analyses, P values less than 

.05 were considered significant. 

 

7.5. Results  
 
In total there were 933,284 patients admitted to the ICU between 2010 and 2016 (eFigure 1, 

Appendix for chapter seven). Patient characteristics are shown in Error! Reference source not 

found. and the supplementary appendix for chapter seven, eFigures 2-7. The mean age was 

61.1 year (95% CI 61.0-61.1years) and 45% were female. Generally, most patient admitted to 

the ICU had no comorbidities (82.2%) and were fully independent (75.5%).  The unadjusted 

hospital mortality for all ICU patients is 21%.  Sepsis (29.2%) and general medical patients 
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27.4%) account for the largest overall share of patients.  Cardiac surgery (6.4%) and 

neurosurgery (5.3%) contribute the smallest share of patients. 

On average, sepsis patients tend to be older with higher severity of illness and more 

comorbidities than other disease types. Sepsis patients had longer ICU and hospital stays and 

higher mortality. Elective surgical patients account for 16.2% of patients. These patients have 

a low acuity of acute illness but a higher burden of chronic disease. Elective surgical patients 

have the shortest ICU and hospital stay and a low acute hospital mortality (2.7%) (Error! 

Reference source not found.).  

There was considerable variability of shares of patients across ICUs (Error! Reference source 

not found. and Error! Reference source not found.). The median absolute sepsis 

specialisation was 0.30 [IQR 0.23-0.37], cardiac 0.05[IQR 0.01-0.09], neurosurgery 0.02[IQR 

0-0.06], trauma 0.13[IQR 0.08-0.17], medicine 0.27[IQR 0.21-0.34], elective surgery 0.13[IQR 

0.06-0.22] and emergency surgery 0.6[IQR 0.04-0.010]. In terms of relative specialisation, the 

median for sepsis was 0.98[IQR 0.76-1.22], cardiac 0.72[IQR 0.16-1.50], neurosurgery 

0.41[IQR 0-1.17], trauma 0.95[IQR 0.63-1.30, medicine 0.96[IQR 0.74-1.2], elective surgery 

0.81[IQR 0.36-1.42] and emergency surgery 0.88[0.48-1.37].  
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Table 15. Patient characteristics across speciality groups 

 
Variable  Total* 

N=933284 

(100%) 

Sepsis  

N=273001 

(29.3%) 

 

Cardiac  

surgery 

N=59844 

(6.4%) 

Trauma 

N=121882 

(13.1%) 

Neurosurgery 

N=49684 

(5.3%) 

Medical 

N=256092 

(27.4%) 

Elective  

surgery  

N=158064 

(16.9) 

Emergency 

surgery 

N=69280 

(7.4%) 

Age(years), n(%) 

 50 

245157 

(26.3) 

57587 

(21.1) 

6986 

(11.7) 

55537 

(45.6) 

16717 

(33.7) 

80820 

(31.6) 

25168 

(15.9) 

17094 

(24.7) 

51-65  240390 

(25.8) 

72191 

(26.4) 

14566 

(24.3) 

24481 

(20.1) 

16276 

(32.8) 

65861 

(25.7) 

46006 

(29.1) 

15322 

(22.1) 

66-75 223081 

(23.9) 

70718 

(25.9) 

19548 

(32.7) 

17624 

(14.5) 

10569 

(21.3) 

55396 

(21.6) 

46653 

(29.5) 

15111 

(21.8) 

76 years 224617 

(24.0) 

72495 

(26.6) 

18744 

(31.3) 

24235 

(19.9) 

6122 

(12.3) 

54001 

(21.1) 

40234 

(25.5) 

21747 

(31.4) 

missing 39(0.0) 10 (0.0) 0(0.0) 5(0.0) 0(0.0) 14(0.0) 3(0.0) 6(0.0) 

Dependency         

Fully 

independent  

704514 

(75.5) 

184850 

(67.7) 

47979 

(80.2) 

100795 

(82.7) 

42752 

(86.1) 

187655 

(73.3) 

130823 

(82.8) 

53438 

(77.1) 

Some assistance  213182 

(22.8) 

81913 

(30.0) 

11395 

(19.0) 

18998 

(15.6) 

6256 

(12.6) 

63313 

(24.7) 

26151 

(16.5) 

15195 

(21.9) 

Fully dependent 9726(1.0) 5071(1.9) 185(0.3) 539(0.4) 292(0.6) 3004(1.2) 605(0.4) 373(0.5) 

missing 5862(0.6) 1167(0.4) 285(0.5) 1550(1.3) 384(0.8) 2120(0.8) 485(0.3) 247(0.4) 

Ethnicity         

White 841450(90.2) 248275(90.

9) 

55420(92.6) 111003(91.1) 43941(88.4) 224350(87.

6) 

144735(91.

6) 

63125(91.2) 

Asian 31884(3.4) 9438(3.5) 1056(1.8) 2907(2.4) 1739(3.5) 12031(4.7) 3928(2.5) 2212(3.2) 

Black 20630(2.2) 5504(2.0) 752(1.3) 1950(1.6) 1110(2.2) 8062(3.2) 2835(1.8) 1407(2.0) 

Mixed/other 38499(4.1) 9617(3.5) 2569(4.3) 5957(4.9) 2817(5.7) 11436(4.5) 6314(4.0) 2487(3.6) 
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Missing  821(0.1) 167(0.1) 4.7(0.1) 65(0.1) 87(0.2) 213(0.1) 252(0.2) 49(0.1) 

         

Age in years 61.1[61.0,61.1] 63.3[63.2,6

3.4] 

67.3[67.2,67.5

] 

53.7[53.6,53.8

] 

56.3[56.2, 56.5] 58.6[58.5,5

8.7] 

64.9[64.8,6

5.0] 

63.3[63.2,63.5] 

 Sex         

Female 419533(45.0) 124852(45.

7) 

15254(27.2) 51535(42.3) 20832(41.9) 115858(45.

2) 

75751(47.9) 36369(52.5) 

Male  513750(55.0) 148149(54.

3) 

43590(72.8) 70347(57.7) 28852(58.1) 140234(54.

8) 

82313(52.1) 32921(47.5) 

Missing  1(0.0) 0(0.0) 0(0.0) 0(0.0) 0(0.0) 0(0.0) 0(0.0) 0(0.0) 

         

APACHE II score 15.6[15.6-15.6) 18.4(18.4-

18.5) 

13.9(13.9-

14.0) 

13.1(13.1-

13.2) 

12.2(12.2-12.3) 17.1(17.1-

17.2) 

12.1(12.1-

12.2) 

13.8(13.7-13.9) 

ICNARC score 16.8(16.8-16.8) 21.0(20.9-

21.0) 

13.9(13.8-

14.0) 

15.4(15.3-

15.4) 

12.1(12.0-12.1) 19.2(19.2-

19.3) 

10.4(10.4-

10.5) 

14.3(14.3-14.4) 

Co-morbidities         

Any-

comorbidities 

164266 

(17.6) 

54209 

(19.9) 

5816 

(9.7) 

8680 

(7.1) 

5270 

(10.6) 

48528 

(19.0) 

34865 

(22.1) 

13311(19,2) 

 

Severe 

respiratory 

disease  

23917(2.6) 12498(4.6) 915(1.5) 1363(1.1) 549(1.1) 6575(2.5) 1783(1.1) 1139(1.6) 

Severe cardiac 

disease  

15851(1.7) 4847(1.8) 1596(2.7) 1182(1.0) 236(0.5) 5773(2.3) 1830(1.2) 958(1.4) 

ESKD 18549(2.0) 5171(1.9) 802(1.3) 872(0.7) 233(0.5) 8897(3.5) 1757(1.1) 1289(1.9) 

Chronic liver 

disease 

24184(2.6) 6030(2.2) 237(0.4) 998(0.8) 283(0.6) 11056(4.3) 1573(1.0) 4439(6.7) 

Metastatic 

disease 

30325(3.3) 6598(2.4) 758(1.3) 1704(1.4) 1870(3.7) 5635(2.2) 12274(7.8) 3057(4.4) 

Haematologic 

malignancy 

18188(2.0) 9763(3.6) 402(0.7) 791(0.7) 373(0.8) 5616(2.2) 1203(0.8) 673(1.0) 
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Immunocompro

mised  

69851(7.5) 24035(8.8) 2086(3.5) 3427(2.8) 2756(5.6) 15471(6.0) 21226(13.4) 4034(5.8) 

Organ failure          

Cardiac  268672(28.8) 75565(27.7) 19138(31.0) 28703(23.6) 15420(31.0) 92916(36.3) 37687(23.8) 14118(20.4) 

Respiratory 271652(29.1) 120432(44.

1) 

12983(21.7) 31893(26.2) 8286(16.7) 75866(29.6) 24514(15.5) 13507(19.5) 

Renal 128303(13.8) 51727(19.0) 4911(8.2) 8935(7.3) 1515(3.1) 54130(3.8) 6173(3.9) 5938(8.6) 

Haematological 34556(3.7) 15508(5.7) 1219(2.0) 2769(2.3) 645(1.3) 12067(4.7) 1671(1.1) 2299(3.3) 

Neurological  36996(4.0) 8944(3.3) 609(1.0) 6838(5.6) 2289(4.6) 18621(7.3) 465(0.3) 741(1.1) 

#IMD quintile 

 

        

Quintile I 224182(24.0) 69728(25.5) 13211(22.1) 32990(27.1) 12429(25.0) 65762(25.7) 28955(18.3) 14638(21.1) 

Quintile II 197276(21.1) 58496(21.4) 12230(20.4) 26030(21.4) 10568(21.3) 55775(21.8) 31257(19.8) 14269(20.6) 

Quintile III 184984(19.8) 53199(19.5) 12441(20.8) 23256(19.1) 9760(19.6) 49750(19.4) 33092(20.9) 14319(20.7) 

Quintile IV 167939(18.0) 47306(17.3) 11524(19.3) 20318(16.7) 8967(18.1) 43820(17.1) 32386(20.5) 13325(19.2) 

Quintile V 150502(16.1) 42400(15.5) 10057(16.8) 17120(14.1) 7448(15.0) 38428(15.0) 31273(19.8) 12345(17.8) 

Missing  8401(0.9) 1872(0.7) 381(0.6) 2168(1.8) 512(1.0) 2557(1.0) 1101(0.7) 384(0.6) 

ICU mortality n, 

(%) 

136799(14.7) 62277(22.8) 4530(7.5) 10703(8.8) 3010(6.0) 56391(22.0) 1529(1.0) 4532(6.5) 

Hospital 

mortality n, (%)  

197917(21.2) 86728(31.8) 7053(11.8) 16576(13.6) 5286(10.6) 78710(30.7) 4657(3.0) 8798(12.7) 

ICU LOS hrs, [ 

95%CI] 

109[109,109] 163[162,16

4] 

84[84,84] 109[108,110] 95[94,97] 108[107,10

8] 

56[55,56] 80[79,81] 

Hospital LOS, 

days[95%CI] 

18[18,18] 23[23,23] 16[16,16] 19[19,19] 20[20,20] 16[16,16] 14[14,15] 21[20,21] 

 
60 patients have missing data so unclassified  

51140 patients have more than one primary diagnosis group. 

LOS= length of stay, IMD= Index of Multiple Deprivation; CI= confidence interval  
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Sepsis specialised ICUs operate at lower total caseload volume (Error! Reference source not 

found.). Increasing sepsis specialisation was associated with fewer ICU beds, The highest 

quartile of sepsis specialization also had the lowest number of ICU beds and lower throughput 

(Error! Reference source not found.). ICUs with higher shares of sepsis patients were more 

likely to be non-university affiliated (p=0.012). In contrast ICUs with increasing cardiac, 

neurosurgical, trauma and elective surgery specialisation operated at higher volumes and had 

more ICU beds.  
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Table 16 Distribution of ICU characteristics across quartiles of specialisation. (Mean and 

[95% CI] unless otherwise stated.) 

Variable  Monthly total 
volume  

Throughput  Occupancy ICU beds  Academic affiliation  

Non-
university 

University 
affiliated  

University 

Total  80[80,80] 5.2[5.2,5.2] 0.73[0.73,0.73] 16[16,16] 122(52.8) 39(16.9) 70(30.3) 

Sepsis  

Quartile I (0-0.23) 109[108,109] 5.6[5.6,5.6] 0.73[0.73,0.73] 21[21,21] 19(15.6) 6(15.4) 22(31.4) 

Quartile II(0.23-0.29) 81[81,81] 5.3[5.3,5.3] 0.73[0.73,0.73] 16[16,16] 31(25.4) 8(20.5) 19(27.1) 

Quartile III(0.30-0.37) 70[70,70] 5.2[5.2,5.2] 0.72[0.72,0.72] 14[14,14] 42(34.4) 8(20.5) 12(17.1) 

Quartile IV (0.37-0.85) 60[60,60] 4.8[4.8,4.8] 0.72[0.72,0.72] 13[13,13] 30(25.5) 17(43.6) 17(24.3) 
P value  <0.001 <0.001 <0.001 <0.001   0.012 

Cardiac 

Quartile I(0-0.01) 56[56,56] 5.1[5.1,5.1] 0.70[0.70,0.70] 11[11,11] 41(33.6) 13(33.3) 21(30.0) 

Quartile II(0.01-0.05) 85[85,85] 5.1[5.1,5.2] 0.73[0.73,0.73] 17[17,17] 37(30.3) 13(33.3) 17(24.2) 

Quartile III(0.05-0.09) 95[95,96] 5.2[5.2,5.2] 0.74[0.74,0.74] 19[19,19] 26(21.3) 8(20.5) 14(20.0) 

Quartile IV (0.09-0.61) 85[84,85] 5.4[5.4,5.5] 0.73[0.73,0.73] 16[16,16] 18(14.8) 5(12.8) 18(25.7) 
P value  <0.001 <0.001 <0.001 <0.001   0.577 

Neurosurgery 

Quartile I(0,0) 53[53,53] 5.1[5.1,5.1] 0.70[0.70,0.70] 11[11,11] 66[54.1] 17(43.5) 23[32.9] 

Quartile II(0.01,0.02) 78[78,78] 5.5[5.5,5.5] 0.73[0.73,0.73] 15[15,15] 20[16.3] 4(10.2) 11[15.7] 

Quartile III(0.02,0.06) 82[82,83] 5.4[5.4,5.4] 0.72[0.72,0.72] 15[15,15] 26[21.3] 10(25.6) 14[20.0] 

Quartile IV (0.06,0.63) 119[118,119] 5.1[5.1,5.1] 0.77[0.77,0.77] 24[24,24] 10[8.2] 8(20.5) 22[31.4] 
P value  <0.001 <0.001 <0.001 <0.001   0.003 

Trauma  

Quartile I(0,0.07) 70[70,70] 5.3[5.3,5.3] 0.71[0.71,0.71] 14[14,14] 26(21.3) 9(23.1) 28(40.0) 

Quartile II(0.08, 0.13) 77[77,77] 5.2[5.2,5.2] 0.72[0.72,0.72] 15[15,15] 32(26.2) 9(23.1) 13(18.6) 

Quartile III(0.13,0.17) 87[87,88] 5.2[5.2,5.2] 0.74[0.74,0.74] 17[17,17] 30(24.6) 9(23.1) 13(18.6) 

Quartile IV (0.17,0.71) 86[86,86] 5.1[5.0,5.1] 0.74[0.74,0.74] 18[18,18] 34(27.9) 12(30.8) 16(22.9) 
P value  <0.001 <0.001 <0.001 <0.001   0.202 

Medicine  

Quartile I(0,0.21) 101[101,102] 5.5[5.5,5.5] 0.73[0.73,0.73] 19[19,19] 17(13.9) 10(25.6) 20(28.6) 

Quartile II(0.21,0.27) 85[85,85] 5.3[5.3,5.3] 0.73[0.73,0.73] 16[16,16] 22(18.0) 8(20.5) 11(15.7) 

Quartile III(0.27,0.34) 72[72,72] 5.1[5.1,5.1] 0.73[0.73,0.73] 15[15,15] 36(29.5) 11(28.2) 20(28.6) 

Quartile IV (0.34,0.84) 62[62,62] 4.9[4.9,4.9] 0.72[0.72,0.72] 13[13,13] 47(38.5) 10(25.6) 19(27.1) 

P value  <0.001 <0.001 <0.001 <0.001   0.224 

Elective surgery  

Quartile I (0,0.06) 68[68,68] 4.7[4.7,4.7] 0.73[0.73,0.73] 15[15,15] 31(25.4) 9(23.1) 26(37.1) 

Quartile II (0.06,0.13) 70[70,70] 5.1[5.1,5.1] 0.73[0.73,0.73] 14[14,14] 34(27.9) 17(43.6) 10(14.2) 

Quartile III (0.13,0.22) 83[83,83] 5.4[5.4,5.4] 0.73[0.73,0.73] 16[16,16] 36(30.0) 6(15.4) 9(12.9) 

Quartile IV (0.22,0.89) 100[99,100] 5.6[5.6,5.6] 0.72[0.72,0.72] 19[19,19] 21(17.2) 7(18.0) 25(35.7) 

P value  <0.001 <0.001 <0.001 <0.001   <0.001 

Elective surgery  

Quartile I (0,0.03) 78[78,78] 5.0[5.0,5.0] 0.72[0.72,0.72] 16[16,16] 28[23.0] 9[23.0] 30[42.9] 

Quartile II (0.3,0.06) 87[87,87] 5.2[5.2,5.2] 0.73[0.73,0.73] 17[17,17] 25[20.5] 11[28.2] 21[30.0] 

Quartile III (0.06,0.10) 85[84,85] 5.3[5.3,5.3] 0.73[0.73,0.73] 16[16,17] 31[25.4] 9[23.1] 10[14.3] 

Quartile IV (0.10, 0.46) 71[71,71] 5.3[5.3,5.3] 0.72[0.72,0.72] 14[14,14] 38[31.2] 10[25.6] 9[12.9] 

P value  <0.001 <0.001 <0.001 <0.001   0.009 
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After controlling for covariates, an increase in sepsis specialisation was associated with higher 

patient cute hospital mortality. An absolute and relative increase in sepsis specialisation by 

10% was associated with a 6% (OR 1.06 95% CI 1.04-1.08, p<0.001) and a 1% (OR 1.01, 95%CI 

1.00-1.02, p=0.003) increase in acute hospital mortality respectively.  There were no mortality 

benefits for patients treated in specialist cardiac and neurosurgical ICUs (Error! Reference 

source not found.).  
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Figure 17. Variation in absolute specialisation across Intensive Care Units 
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A. Absolute specialisation in sepsis patients. B. Absolute specialisation in cardiac surgery patients. C. Absolute specialisation in neurosurgery 

patients. D Absolute specialisation in trauma patients. E. Absolute specialisation in medical patients. F. Absolute specialisation in elective surgery 

patients. G. Absolute specialisation in emergency surgery patients.  Navy diamond indicates median, blue rectangle indicate interquartile range 

and black line indicates full range
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Figure 18.Variation in relative specialisation across Intensive Care Unit 
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A. Relative specialisation in sepsis patients. B. Relative specialisation in cardiac surgery patients. C. Relative specialisation in neurosurgery 

patients. D. Relative specialisation in trauma patients. E.  Relative specialisation in medical patients. F. Relative specialisation in elective surgery 

patients. G. Relative x specialisation in emergency surgery patients.  Navy diamond indicates median, blue rectangle indicate interquartile range 

and black line indicates full range.



 

 
Table 17. Results of regression showing association between specialisation measures and 

acute hospital mortality 

 Absolute  Relative  

 OR 95%CI P value OR 95%CI P value 

Specialization measures       

• Sepsis  1.06*** 1.04, 1.08 <0.001 1.01** 1.00, 1.02 0.003 
• Cardiac  1.01 0.99, 1.04 0.292 1.00 1.00, 1.00 0.917 
• Neurosurgery  1.01 0.98, 1.04 590 1.00 1.00, 1.00 0.557 
• Trauma 1.03** 1.01, 1.05 0.010 1.00** 1.00, 1.01 0.009 
• Medical  1.03** 1.01, 1.06 0.007 1.01 1.00, 1.01 0.055 
• Elective surgery 0.96** 0.94, 0.99 0.002 0.99*** 0.99, 1.00 <0.001 
• Emergency surgery  1.00 0.97, 1.03 0.867 1.00 1.00, 1.00 0.941 

Monthly total volume 0.97*** 0.96, 0.98 <0.001 0.96*** 0.95, 0.97 <0.001 
Functional state        

• Independent(reference) 1.00   1.00   
• Some assistance 1.12*** 1.10, 1.13 <0.001 1.12*** 1.10, 1.13 <0.001 
• Total assistance 1.53*** 1.43, 1.63 <0.001 1.53*** 1.43, 1.63 <0.001 

 Ethnicity       
• White 1.00   1.00   
• Asian 0.95** 0.91, 0.98 0.006 0.94** 0.91, 0.98 0.005 
• Black 0.83*** 0.78, 0.87 <0.001 0.83*** 0.78, 0.87 <0.001 
• Mixed/other 0.99 0.96, 1.03 0.732 0.99 0.96, 1.03 0.720 

Age in year  1.01*** 1.01, 1.01 <0.001 1.01*** 1.01, 1.01 <0.001 
Male sex 1.11*** 1.10, 1.13 <0.001 1.11*** 1.10, 1.13 <0.001 
ICNARC score  1.06*** 1.06, 1.06 <0.001 1.06*** 1.06, 1.06 <0.001 
Co-morbidities        

• Severe respiratory 
disease 

1.13*** 1.09, 1.17 <0.001 1.13*** 1.09, 1.17 <0.001 

• Severe cardiovascular 
disease 

1.30*** 1.24, 1.36 <0.001 1.30*** 1.24, 1.36 <0.001 

• End-stage renal disease 1.25*** 1.20, 1.31 <0.001 1.25*** 1.20, 1.31 <0.001 
• Severe liver disease  1.37*** 1.32, 1.42 <0.001 1.37*** 1.32, 1.42 <0.001 
• Metastatic disease  1.20*** 1.15, 1.24 <0.001 1.20*** 1.15, 1.24 <0.001 
• Haematological 

malignancy  
1.17*** 1.12, 1.23 <0.001 1.17*** 1.12, 1.23 <0.001 

• Immunocompromised  1.07*** 1.04, 1.10 <0.001 1.07*** 1.04, 1.10 <0.001 
Organ failure        

• Shock 1.02* 1.00, 1.04 0.011 1.02* 1.00, 1.04 0.014 
• Respiratory failure 1.20*** 1.18, 1.22 <0.001 1.20*** 1.18, 1.22 <0.001 
• Acute renal failure 1.18*** 1.16, 1.20 <0.001 1.18*** 1.16, 1.20 <0.001 
• Haematological failure 1.26*** 1.22, 1.30 <0.001 1.26*** 1.22, 1.30 <0.001 
• Neurological failure 1.04* 1.00, 1.07 0.041 1.04* 1.00, 1.07 0.047 
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IMD 1.00*** 1.00, 1.00 <0.001 1.00*** 1.00, 1.00 <0.001 
Monthly throughput 1.00 1.00, 1.01 0.344 1.00 0.99, 1.01 0.383 
Academic affiliation        

• Non-university 1.00   1.00   
• University affiliated 0.99 0.91, 1.07 0.756 0.99 0.91, 1.08 0.822 
• University 1.04 0.97, 1.12 0.251 1.04 0.97, 1.12 0.280 

Each 1 -unit change is equivalent to a 10% change in absolute or relative share: OR= odds 
ratio, CI= confidence interval, IMD= Index of Multiple Deprivation.  
P<0.05=*. P<0.01=**P<0.001=*** 
 
 
 

 

7.5.1. Sub-group analysis 
 
The first subgroup analysis was of diagnosis specific patients treated in the diagnosis 

appropriate ICU. This would mean that sepsis patients would derive the greatest benefit from 

specialist sepsis ICUs, cardiac patients from specialist cardiac ICUs, neurosurgical patients 

from specialist neurosurgical ICUs. The subgroup analysis was consistent with the primary 

results in that no specific disease specific patient derived any benefits from the “ideal” ICU 

specialisation, both in absolute and relative measures of specialisation (Error! Reference 

source not found.). Sepsis patients did not benefit from specialised sepsis ICUs, cardiac 

patients dd not benefit from specialised cardiac ICUs, neurosurgical patients did not benefit 

from specialist neurosurgical ICUs. The same was true for trauma, medicine, elective, and 

emergency surgery patients.  The second subgroup analysis was of the highest quartile of 

illness severity. This analysis did not find any benefit from ICU specialisation. The results are 

described in the supplementary Appendix for chapter seven.  

 

7.5.2. Robustness checks 
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We used alternate specifications of specialisation to assess the robustness of our analysis. 

Using alternate measures of specialisation did not alter the results from the primary analysis. 

The details are described in the Appendix three. 

 

7.5.3. Sensitivity analysis  
 
We undertook three sensitivity analyses. Firstly, the addition of time fixed effects did not 

change the primary results and is included in the supplement.  Secondly, ICU specialisation 

was also not associated with lower ICU mortality, consistent with the primary analysis using 

hospital mortality. We included a subgroup analysis of the highest quartile of severity of 

illness treated in the ideal speciality ICU. There was no association with lower hospital 

mortality in all groups of patients except for the most severely ill trauma ICU patients treated 

in trauma specialised ICUs. Lastly, we included an analysis of the effects of specialist ICUs on 

non-specialist patients. We did not identify any favourable spill over effects of specialisation. 

These results are detailed in Appendix three.   
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Table 18 . Subgroup analysis that examines the relationship between acute hospital 

mortality and “ideal” ICU specialisation. 

 

 
P<0.05=*. P<0.01=**P<0.001=*** 
 

This analysis examines the relationship between acute hospital mortality and “ideal” ICU 

specialisation. i.e., acute hospital mortality for sepsis patients treated in the sepsis specialist 

ICU, patients with cardiac disease treated in the cardiac specialised ICU, patients with 

neurosurgical disease treated in the neurosurgery specialised ICU, patients with medical 

disease treated in a medicine specialised ICU, and patients requiring elective or emergency 

surgery treated in the respective “ideal” specialised ICU.  This analysis did not identify any 

other benefit to ICU specialisation.  

 

  

Subgroup N Ideal Absolute specialisation Ideal Relative specialisation 
  OR 95%CI P value OR 95%CI P value 

        

Sepsis  258,422 1.02 99,1.06 0.112 0.99 0.98, 1.00 0.104 

Cardiac  57,268 0.95 0.86,1.04 0.297 1.00 0.99, 1.00 0.138 

Neurosurgery 45,621 1.08 0.97, 1.21 0.166 1.00 1.00, 1.01 0.073 
Trauma 113,121 1.04 0.98,1.11 0.180 1.00 0.99,1.01 0.746 

Medical 228,770 1.00 0.96,1.03 0.810 1.00 0.99,1.01 0.913 

Elective surgery 152,905 1.09 0.99,1.20 0.074 1.01 1.00,1.02 0.091 

Emergency surgery 66,615 0.94 0.85, 1.04 0.196 1.00 0.99,1.00 0.329 
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7.6. Discussion 
 

In this representative study of adult ICUs in the UK, ICU specialisation was not associated with 

improved outcomes for patients. These results are robust to alternate specifications of 

specialisation, as well as across subgroups of patients and control for caseload volume and 

severity of illness.  

Our findings are consistent with previous studies that did not show benefits from disease 

specific ICU specialisation and support the idea that critically ill patients require similar 

treatment regardless of underlying disease. [47, 50, 247]. While most of the preceding 

literature largely focused on small, single cohorts of surgical patients, our study adds to the 

exiting literature by including a nationally representative cohort of critically ill patients 

treated in a publicly funded health system. Additionally, our study included a diverse group 

of patients including a substantial proportion of non-surgical patients, making the results 

more generalisable. These results have important implications for the organization of critical 

care services. In countries like the UK and the US where there may be an interest in expanding 

critical care services[196]. Under the value-based paradigm, the goals of improving patient 

outcomes are unlikely to be advanced by creating specialist ICUs after controlling for volume.  

Our study has several limitations. We do not describe the underlying mechanism by which 

concentrating high complexity patients operates. It may be because of the available 

resources, technologies, and staffing. We would expect that these would be correlated with 

the various measures of specialisation used. The absence of these covariates would bias the 

results in favour of specialization. The failure to show reductions in mortality by omitting 

these variables reinforces our conclusions that specialist ICUs do not offer any mortality 

benefit. There is potential confounding by omitted covariates and misspecification of the 
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exposure. To account for these, we undertook detailed covariate adjustment and several 

robustness checks. The results remain consistent across these analyses.  

Our study has several strengths. This study includes a large proportion of patients with a 

diverse set of diagnoses and expands on this literature that has thus far focused on surgical 

diagnoses.  We include a nationally representative sample of critical care services in the UK 

provided in publicly owned hospitals in the National Health Service. We also use granular 

clinical data to undertake risk adjustment and create several measures of ICU specialisation 

in the absence of a gold standard. Lastly, we add to the emerging literature on service-level 

specialisation in contrast to the hospital level.  

 

7.7. Conclusion 
 

The ICU is a complex system and there are relatively few studies exploring the optimal 

organisation of critical care services.  As critical care services grow, policy makers and hospital 

administrators are faced with the choice of building more general or specialist ICUs. This study 

finds that patients treated in specialist ICUs do not have lower hospital mortality after 

controlling for caseload volume.  
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Chapter eight:  Conclusion 
 
 
This thesis contributes to the evidence on the effectiveness of policies to reorganize services 

to improve patient outcomes. Since its inception, the ICU has been considered an 

organisation intervention, where the sickest patients are collocated to benefit from the 

expertise of the team[248, 249]. Over time our understanding of the organisation of critical 

care services has evolved helping us define the modern critical care. The COVID-19 pandemic 

has brought home the real-world consequences to the impacts of ICU organisation.  Media 

reports describing survival depending on the availability of ICU beds and the interwoven 

narratives of staff and equipment shortages and the wide variation in hospital, regional, and 

country level variation in survival amongst countries with broadly similar investments in 

health, point to potential inefficiencies in ICU organisation [250] [251].  

 

The thesis proposes alternate organisational models to meet these challenges.  Chapter one 

introduces the volume-outcome relationship, and the potential underlying mechanism 

namely learning-by-doing compared with static scale economies. The thesis then introduces 

specialisation as a related model of care. Chapter two contextualises critical care services 

within the hospital and provides some international context for the generalisability of this 

work. Chapter three provides a detailed description of the ICNARC CMPD clinical dataset. 

Chapter four proceeds to systematically assess the current evidence base for the volume-

outcome relationship and its methodological limitations.  

Chapter five investigates the volume-outcome relationship in a cohort of patients with sepsis. 

The study found a significant association between the sepsis case volume in an ICU and 
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hospital mortality from sepsis. This association was consistent across the categorical and 

nonlinear specifications of ICU volume. The study also identified a lower volume threshold of 

215 patients treated per year, above which there was a statistically significant reduction in 

mortality. There was no significant interaction between case volume and severity of illness. 

There was also no significant difference in the volume outcome relationship with surgical 

compared with medial patients with sepsis. The study found that significant ICU practice 

variation was not explained by patient or hospital characteristics, implying that sample 

selection was not distorting the associations described. The within-ICU variation remained 

unchanged across years, suggesting that higher-performing ICUs maintained good 

performance over time.  

 

Chapter six explores the underlying mechanism by which the volume-outcome relationship 

operates. The two competing potential mechanisms are the static effects of economies of 

scale and the dynamic effects of learning-by-doing.  Distinguishing between these 

mechanisms is important to inform policy decisions about centralisation of services. The study 

found dynamic learning-by-doing effects to be more important than the static scale effect. 

This finding suggests that patients would be better served by organising ICUs to achieve 

minimum volume standards previously identified without centralisation of services. ICU 

teams are temporally unstable, and the study examines the learning-by-doing effect by 

considering two time intervals, quarterly and monthly, rather than the annual intervals used 

in most empirical studies. The study suggests that there may be some depreciation of 

learning, supporting the idea of keeping teams together to retain team learning and memory.  
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Chapter seven explores the gains from specialisation in terms of acute hospital mortality in 

the ICU across several diagnostic groups of patients covering several years. The study explores 

the primary hypothesis that increasing specialisation in a particular diagnostic group improves 

outcomes for all patients in that ICU. The study did not find a consistent benefit from 

specialisation across seven diagnostic groups of patients for patients in those ICUs after 

controlling for volume and disease severity. A secondary hypothesis is that increasing 

specialisation in a focal segment improves outcomes for patients within that speciality. The 

study did not find benefits of specialisation for patients within the diagnosis-specific 

specialisation. Lastly, the study explored the hypothesises that increasing ICU specialisation 

will benefit the sickest patients within that speciality.  The only group of patients for which 

there may be some benefit is the highest risk trauma patients.  For all the other diagnostic 

groups, no benefit to specialisation was identified. A possible explanation for these findings 

is that ICU patients often require treatments that converge across diagnostic groups. 

Narrowing the focus of ICUs along diagnostic groups would not be advantageous. Therefore, 

whilst high volume ICUs reduce mortality, narrowing the focus of clinical care through 

specialisation is unlikely to confer additional benefit to critically ill patients.  

 

8.1 Discussion of the findings and implications for research 
 

Chapter five addresses some of the limitations of the current literature on the volume 

outcome relationship in critical illness. First, a major limitation of the existing literature is the 

absence of a standard for defining volume.  The most common approach has been to divide 

the volume into quartiles, however, examining quartiles does not improve the general 

understanding of the association between volume and mortality because quartiles are 
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specific to the dataset from which they are derived. An ICU could fall within a high-volume 

quartile in one study but the low-volume quartile in another[163]. To address this, we used 

restricted cubic splines that allowed flexibility in fitting the regression models. This approach 

also allows us to detect the optimal volume thresholds. Second, many previous studies 

included ICUs with a narrow set of volumes., making them underpowered to detect a small 

but significant volume outcome relationship. Instead, this study uses a nationally 

representative dataset that included a wide spectrum of ICU volumes, overcoming this 

limitation. Third, most studies use secondary administrative data collected for other uses. 

Such data have inherent limitations in both the identification of sepsis and the clinical 

characteristics of patients and ICUs. Our study used the Case-Mix Program Database which is 

a clinical database of patients admitted to all general ICUs in the UK. This rich dataset allowed 

us to identify patients with sepsis by applying the international consensus definition as well 

as to perform detailed risk adjustment and identify ICU-specific characteristics. In terms of 

completeness and representativeness, this is one of the largest studies to evaluate the 

volume-outcome relationship for sepsis. The study included all adult sepsis ICU admissions in 

England, Wales, and Northern Ireland.  

The benefit of using a cohort of sepsis patients is that ICUs in the UK are unable to make risk-

based selection of patients with a low risk of mortality because patients with sepsis are taken 

to their nearest hospital. The study evaluated the potential effects of unmeasured 

confounders using E-values, adding further evidence to the robustness of the primary 

analysis[188].  

Chapter six explores the underlying mechanism by which volume affects outcome. Much of 

the preceding literature has focused on addressing the issue of endogenous selection through 

selective referral in the context of elective surgery. Selective referral is not a substantial threat 
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to identification in the setting of sepsis because these patients do not choose their ICU. Sepsis 

is a life-threatening illness that requires time critical intervention and patients are usually 

brought to the nearest hospital via ambulance without the opportunity to select their ICU. 

There is considerably less literature addressing the question of whether it the accumulation 

of knowledge by experience, namely learning-by -doing, from the static economies of scale 

effects.  Many studies used fixed effects in a small number of centres to control for time 

invariant centre-level heterogeneity[18]. This approach is likely to be underpowered in 

detecting a learning by doing effect. It is also likely that within a small number of centres the 

annual volumes are likely to be highly correlated introducing the problem of multicollinearity. 

Many learning-by-doing studies consider annual lags but these may not fully capture 

institutional learning because of the turnover of staff within this period. We contribute to the 

literature by considering quarterly and monthly volumes from 231 ICUs and used a 

hierarchical model to account for the clustered nature of the data.  

Chapter seven compares the effects of ICU specialisation in a diverse range of diagnostic 

groups in terms of acute hospital mortality. Whilst the idea of competitive advantage through 

a focused factory over a more complex factory has been described in industries outside of 

healthcare, the gains from specialist service lines in healthcare are less clear[3]. Most of the 

current literature is centred around small for-profit physician-owned specialist hospitals in 

the US hospital sector. These studies are subject to endogenous selection through cherry 

picking because these hospitals may be incentivised to treat healthier and wealthier 

patients[240].  This thesis addresses these concerns by making use of a nationally 

representative clinical dataset in a publicly funded health system. The study finds no 

consistent reduction in mortality from ICU specialisation after controlling for volume. Whilst 

there is no consensus on the best measure of specialisation, the share of patients has 
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frequently been used to describe levels of specialisation[42, 232, 252]. This study employs 

several alternate specifications of specialisation and undertook a series of sensitivity analyses, 

all of which support the primary analysis.  

The study has limitations. We do not control for the available resources or technology, 

assuming that these may be correlated with the level of specialisation. The omission of these 

variables would bias the results in favour of specialisation. The absence of such a 

specialisation benefit therefore is further support for the primary analysis.  

 

8.2. Implications for policy 
 
Variation in the quality of care between ICUs and workforce shortages have been highlighted 

by the Covid-19 pandemic, necessitating system level changes in the organisation of the 

critical care services[253].  This study uses a large cohort of patients with well-defined critical 

illness syndromes to explore questions about ICU organisation and outcomes. In terms of 

policy implications, chapter five identified a volume-outcome relationship for patients with 

sepsis. A lower volume threshold at which mortality improved was identified. Volume-

outcome relationships for high risk elective surgery has previously been described and 

policies recommending minimum volume standards have been implemented in many 

countries [254] [8, 17, 255].  Chapter five argues the case in favour of minimum volume 

standards for sepsis to reduce mortality. For example, more than 38.3% of patients with 

sepsis were treated in ICUs that operated below the threshold of 215 patients per year and 

more than 72% of ICUs operate below this threshold. Implementing this minimum volume 

standard would involve significant service reconfiguration.  

Centralisation of care is another potential strategy to improve care. Concentrating expertise 

and resources in a few high volume centres has been proposed in trauma, stroke, neonatal 
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care as well as high-risk surgery[256] [257-259].  Sepsis is an acute condition for which 

aggregating patients in a small number of centres has been proposed[205, 260]. There may 

also be cost savings by more efficient use of resources. This process would require creating 

tiers defined by explicit triage criteria, professional competencies, hospital accreditation and 

outcome surveillance[260]. There are concerns that centralising sepsis patients may lead to 

worse outcomes. Concentrating patients into fewer ICUs would lead to longer travel times to 

access care for a sepsis, which is a time sensitive condition. There may be and strain of 

resources at the receiving ICU because most large ICUs already operate at high occupancy 

and there may be declining marginal productivity. There is also the possibility of increasing 

care fragmentation with patients receiving some care at their local hospital, particularly 

rehabilitation care after critical illness and increased travel costs for families. If the static scale 

economies were the dominant mechanism, then it would justify the investments in 

centralising sepsis patients beyond minimum volume standards.  

Chapter six finds that learning-by-doing is the dominant mechanism through which the 

volume-outcome relationship operates and therefore quality is improved through 

experience. This argues in favour of keeping teams together to retain institutional learning. 

Shifting patients from one ICU to another would reduce opportunities for learning in the 

transferring ICU which is losing volume. The balance between the benefits and harms of 

centralising patients can be struck by maintaining minimum volume standards for sepsis but 

also not centralising sepsis services beyond achieving these standards. This study addresses 

a key knowledge gap in our understanding of the volume-outcome relationship in critical care. 

  

Chapter seven looks at the value of specialist service lines within critical care. The study finds 

no consistent benefit from specialisation, instead argues for the potential for knowledge spill 
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overs between different service lines within the ICU. Knowledge gained from caring for one 

group of patients appears to improve care for other groups of patients in the ICU. Critically ill 

patients require the management of specific organ failures, regardless of the primary 

diagnosis. These treatments include mechanical ventilation, renal replacement therapy and 

the management of shock and rehabilitation. As an example, patients with sepsis and patients 

with trauma would require similar processes of care in managing lung injury or renal failure. 

The optimal scope of patients would therefore seem to extend beyond single service lines, 

although this not precisely estimated in this study. A broader range of activities seems to 

increase the performance of the ICU. The relatedness of the diversification might be relevant 

in explaining this observation. These studies provide evidence for policy makers to make 

important decisions about the future organisation of critical care services.  

 

8.3 Further research 
 
This thesis examines policy relevant issues regarding the reorganisation of critical are services 

in the UK. However, several research and policy relevant questions remain unanswered.  

First, although this thesis includes some details about institutional characteristic’s such as size 

and academic affiliation it does not explore the how to best use the available critical care staff 

to maximise returns for patients. In a recent workforce report, the Faculty of Intensive Care 

Medicine cited a chronic under-provision of sufficient numbers of critical care doctors in the 

UK and suggested a reconfiguration of both staff and beds was required[261]. The data 

included in this thesis does not describe any workforce characteristics so does not address 

any policy related to workforce reorganisation.  
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Second, more empirical work is needed in understanding the longer-term implications of 

these policies of centralisation, minimum volume standard and specialisation. This thesis uses 

acute hospital mortality and tracks patients between hospitals until the until end of their 

acute hospitalisation. However, acute mortality probably underestimates the true burden of 

sepsis and critical illness generally. Patients with critical illness are more likely to be re-

hospitalised in the weeks and months following discharge. The average rate of 30-day 

rehospitalization for sepsis survivors is between 19% and 32%[262]. This increases to about 

63% by 1 year[262]. Sepsis is associated with cognitive and functional decline and an 

increased risk of cardiovascular events such as coronary artery disease, stroke acute 

myocardial infarction and for up to ten years after a diagnosis of sepsis[263, 264]. A 

comprehensive national dataset of patients with critical illness that includes longer term 

mortality and the longer term sequalae of critical illness would be helpful in appreciating the 

full benefits of any policies aimed at improving the quality of critical care and would inform 

any subsequent economic evaluation.  

Third, this thesis is focused on the quality dimensions of critical care service reorganisation 

and does provide any economic evaluation related to these policies including   the increased 

costs to access care for patients and their carers. Patients may have to travel further to access 

providers if low volume local providers are aggregated into higher volume providers. This 

increased burden will impact patients in lower sociodemographic groups. Therefore, the 

impact of policies such as minimum volume standards on equity of access needs to be 

considered. Most datasets to not contain sufficient information about unmet need and 

barriers to health access. Data from stroke and heart attack centres suggest that minimum 

volume standards could increase inequity for minority communities and widen disparities for 

non-urban populations[265, 266]. Lastly, critical care services are central to delivering a wide 
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range of acute services and the wider implications of critical care restructuring with regards 

to health access needs further study.  For example, relocating critical care services from a 

hospital would result in that hospital being unable to provide high-risk surgery. Therefore, 

any critical care organisation needs to cognizant of the wider system implications. 

 

Going beyond the scope of this thesis, undoubtedly the evolution of technology will likely 

have a significant role in addressing workforce and ICU bed supply shortages. Critical care 

services could be delivered through ICU telemedicine and regional outreach programs that 

go beyond the borders of the ICU. Telemedicine in critical care refers to the exchange of 

medical information typically between ICU doctors in a high-volume centralised service and a 

remote provider. Telemedicine facilitates the delivery of healthcare from experienced 

providers to remote locations. Regional outreach programs involve collaboration, 

benchmarking and sharing experience and quality improvement resources within a regional 

network. This may lead to improved outcomes by some network effect either, through 

knowledge spill overs between critical care services or quality improvement through 

benchmarking.  

In summary the policy and research recommendations from this work are as follows: 

• Patients with sepsis have a higher chance of survival if treated in ICUs with an annual 

caseload greater than 215 patients. The benefits of being treated in a high-volume ICU 

was not related to the severity of illness.  

• About 39% of sepsis patients were treated in ICUs below this threshold annual volume. 

More than 72% of ICUs operated at volumes below this thresholds volume. 

Implementing minimum volume standards for patients with sepsis in the UK would 

therefore require significant structural changes.  
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• Learning-by-doing is the dominant mechanism through which the volume-outcome 

relationship operates for patients with sepsis. This argues for polices that keep clinical 

teams together for as long as possible.  Beyond meeting minimum volume standards, 

further centralisation of services may not fully leverage the learning-by-doing 

mechanism.  

• Demand for critical care services continue to grow. Policy makers and hospital 

administrators are faced with the choice expanding general or specialist critical care. 

The organisation of critical care services into specialist ICUs is unlikely to improve 

mortality.  
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Appendix one: The Third International Consensus Definitions for 
Sepsis and Septic Shock[94] 

 

Third International Consensus Definition of Sepsis[94] 

Sepsis is defined as life-threatening organ dysfunction caused by a dysregulated host 

response to infection  

Organ dysfunction can be defined as an acute change in SOFA (Sequential Organ Failure 

Assessment) score of  2 attributable to infection.  

• The baseline SOFA score can be assumed to be zero in patients not known to have pre-

existing organ dysfunction. 

• A SOFA score 2 reflects an overall mortality risk of 10 % in a general hospital population 

with suspected infection.  

• Sepsis is a life-threatening condition that arises when the body’s response to an infection 

injures its own tissues and organs  

• Septic shock is a subset of sepsis in which underlying circulatory and cellular/metabolic 

abnormalities are profound enough to substantially increase mortality. 

• Patients with septic shock can be identified with sepsis with persisting hypotension 

requiring vasopressors to maintain a mean arterial pressure 65mmHg and having a serum 

lactate level >2 mmol/L (18mg/dL) despite adequate volume resuscitation. Mortality in this 

sub-group >40% 
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Appendix two: Association of Intensive Care Unit Annual Sepsis 

Caseload with Patient Mortality from Sepsis in the United Kingdom, 

2010-2016 

 
 

Table of contents 
 

1. Statistical methods 

a. Multilevel model  

i. Rationale  

ii. Empirical model  

  ii.a Quartiles  

    ii.b Restricted cubic splines  

iii. Fixed versus random effects 

iv. Interpretation of the random effects 

b. Control variables 

2. Descriptive variables 

a. Patient variables 

b. ICU variables 

3. Additional descriptive data  

a. eFigure 1. Study patient flow 

b. eFigure 2. Violin plot of annual ICU sepsis volume between 2010 and 2016 

c. eTable1. Characteristics of patients admitted to the ICU with between 2010 

and 2016 and quantiles of annual ICU case load of sepsis. 
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d. eTable. 2 ICU characteristics between 2010 and 2016 
 

4. Additional results  

a. eFigure 3. Results of the regression analysis with volume as quartiles  

b. eTable 3. Testing the statistical significance between models of increasing 

complexity with volume defined as a restricted cubic spline  

c. eFigure 4. Variation within ICUs across years empirical Bayes predication 

d. eFigure 5. Subgroups analysis: Adjusted probability of mortality. 

5. Sensitivity analyses and robustness checks  

a.  Fractional polynomial and selection procedure 

i. eTable 4. Comparisons of model fit for fractional polynomial  

ii. eFigure 6. Functional form of fractional polynomial  

iii. eTable 5. A comparison of the information criteria for the linear, 

fractional polynomial and restricted cubic spline models. 

b. E-values 

i. Rationale 

ii.  Figure 7. Value of the joint minimum strength of association that an 

unmeasured confounder must have with both an increase in ICU sepsis 

volume and acute hospital mortality to explain away the volume 

outcome relationship 

c. Checking for exogeneity of ICU volume 

i. Rationale  

ii. eTable 6. Within and between cluster effects of ICU volume test for 

exogeneity  
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d. Checking robustness of the primary analysis to extremes in annual 

sepsis volume.  

i. eTable7 describing quartiles after excluding extremes of annual 

sepsis volume with probability of acute hospital mortality. 

ii.  eFigure 8. The predicted mortality and marginal effects for the 

analysis excluding extremes of annual sepsis volume  

 

 

 

The supplementary appendix is set out as follows: We first introduce the hierarchical 

structure of the data and the multilevel model. We then explore the specification of ICU sepsis 

volume as quartiles and then as a restricted cubic spline. We perform a sensitivity analysis of 

specifying volume as a fractional polynomial which is described later in the appendix. We 

explain the motivation for using a random effects model compared with a fixed effects model 

and describe the use of the associated empirical Bayes method to predict the ICU-level effect 

using the estimated random effects. The control variables used in the analysis are then 

described. We conduct a sensitivity analysis using E-values to explore the potential effects of 

any missing control variables which is described later in the appendix.  We provide additional 

descriptive data and then return to the results of the empirical analysis and sensitivity 

analyses. To check the robustness of the random effects model we undertook a regression-

based alternative to the Hausman test for endogeneity. We provide a more detailed rationale 

for the use of the random effects model and conclude with the results of the robustness 

check.   
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1. Statistical Methods  

a) Multilevel models 

i. Rationale  

The data used in this study feature patients nested within years nested within ICUs, thereby 

forming a natural hierarchical structure that is suited to a multilevel modelling technique that 

models each level of the structure simultaneously. Patients treated in the same year, in the 

same ICU are more likely to have similarities than patients across different years and different 

ICUs. Multilevel models have been widely used in education for examining the  performance 

across schools[267]. The use of multilevel modelling in health services research has also 

grown with the increasing availability of patient level data. A landmark paper by Goldstein 

and  Spiegelhalter argued in favour of using the  empirical Bayes analysis, which can be related 

to multilevel modelling in terms of sequential analysis of variation,  to make institutional 

comparisons in terms of utilisation and mortality across health care settings[268].   

 

ii. Empirical model  

  ii.a ICU volume as quartiles  

As it is used commonly in the literature, we first consider volume in terms of quartiles. To 

account for the multi-level structure of the data, a 3-level random intercept model is specified 

as follows: 

𝑙𝑜𝑔𝑖𝑡 = {𝑃𝑟(𝑦𝑖𝑗𝑡 = 1|𝑥𝑖𝑗𝑡, 𝑢𝑗𝑡
(2)

, 𝑢𝑗
(3)

)}

= 𝛽0 + 𝛽1𝐼𝐶𝑈 𝑉𝑂𝐿𝑈𝑀𝐸_𝑄2 𝑖𝑗𝑡+ 𝛽2𝐼𝐶𝑈 𝑉𝑂𝐿𝑈𝑀𝐸 _𝑄3𝑖𝑗𝑡

+ 𝛽4𝐼𝐶𝑈 𝑉𝑂𝐿𝑈𝑀𝐸 _𝑄4𝑖𝑗𝑡 +  𝛽′Ω′
𝑖𝑗𝑡 + 𝛽′Φ𝑗 + 𝑢𝑗𝑡

(2)
+ 𝑢𝑗

(3)
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In this model 𝑦𝑖𝑗𝑡 is the outcome variable, within acute hospital mortality and ICU volume is 

categorised into quartiles using quartile 1 (𝐼𝐶𝑈 𝑉𝑂𝐿𝑈𝑀𝐸_𝑄1) as the reference category.  

Here Ω′𝑖𝑗𝑡 is a vector of all patient- level covariates, Φ′𝑗 is a vector for time invariant ICU-level 

covariates, 𝑢𝑗𝑡
(2)

~𝑁(0, 𝜓(2)  is the random intercept for year within the ICU and 

𝑢𝑗
(3)

~𝑁(0, 𝜓(3)) is the random intercept varying over ICUs. The random intercept 𝑢𝑗𝑡
(2)

 and  

𝑢𝑗
(3)

 are assumed to be independent of any covariates (exogenous).  

 

  ii.b ICU volume as restricted cubic splines  

Categorisation of ICU volume into quartiles assumes that all values within the quartile have 

the same relationship with mortality. An alternative modelling strategy is to allow for a non-

linear effect of ICU volume on mortality.  To do this we fitted a restricted cubic splines of 

sepsis volume and assessed the model with a likelihood ratio test and information criteria. 

Cubic splines are defined as piecewise-polynomial line segments across the distribution of the 

ICU volume variable, 𝑥 [269]. The splines are polynomials within intervals of the volume 

variable, that connect each segment of the distribution. A linear spline is a set of line segments 

that divides the ICU volume at intervals a, b and c referred to as knots (𝑘).  Cubic polynomials 

allow for fitting of non-linear curves. The cubic splines are made to join at the knots by 

restricting the first and second derivative of the function to agree at the knots (i.e., there 

should be no gap in the spline curve). The restricted cubic spline has the further restriction of 

being linear before the first knot and after the last knot. The regression coefficients determine 

the shape of the curve and are considered shape parameters. Standard statistical tests can 

determine if the coefficients are equal to zero i.e., whether or not there is an association 

between volume and mortality. It is usual to present the results of restricted cubic splines 
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graphically with confidence intervals [182]. There are several ways to compare model fit. 

Unlike fractional polynomials, there is no formal selection procedure for deciding on the best 

fitting restricted cubic spline model. We used information criteria (AIC and BIC) to compare 

non-nested models and likelihood ratio tests to compare nested models. All such tests lend 

support to our preferred specification A further specification of volume as a fractional 

polynomial is included as a sensitivity analysis.  

 

 

 

iii. Fixed versus random effects 

The choice between fixed and random effects specification should be based on the 

perspective of the investigator. Random effects assume the ICUs are a sample 

population randomly drawn from a common population, with the inference given to 

any omitted variables assumed to be related to the whole population. Fixed effects 

draw inference purely from the effects analysed within the sample. Our interest lies 

in making inference which supports generalisation to the underlying population of 

ICUs, and our preferred specification is a random effect one. We do test this choice 

through application of a Hausman test for misspecification: essentially testing 

whether the differences in individual effect can be attributed to chance. The results 

are included in eTable 6 and confirm the appropriateness of using a random effects 

model.   

Time fixed effects would capture all unmeasured ICU or patient characteristics within 

a year. This assumes that there is between-ICU correlation within year.  
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Instead, the time random effects allow for correlation for the same ICU across years. 

A reason for this might be that the management of sepsis within each ICU is likely to 

be more similar over time than management across ICUs in the same time period. 

Hence, we believe that use of random effects to be a less restrictive and closer to 

reality than using fixed effects.  

 

 

 

iv. Interpretation of the random effects 

Random effects can be related to the shrinkage estimates in the empirical Bayes 

literture, as if there is small random intercept variance it can be thought of as an 

informative prior. Of course this could be counterbalanced by a large level-1 residual 

variance which would represent uniformative data or a small (ICU) cluster size which 

would reflect an uninformative cluster. 

 

 
b) Control variables  

To control for confounding factors the models take into account various patient-level and ICU 

level characteristics. We used E-values to explore the potential effect of missing control 

variables. This is described in more detail as a sensitivity analysis later in the appendix.    

 

2. Descriptive statistics 

a. Patient characteristics 

We categorise age into quartiles and include dummy variables for gender. Ethnicity is 

categorised into White, Asian, Black, and Mixed/Other. Co-morbidities are a set of dummy 
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variables for the presence of very severe cardiovascular disease, severe respiratory disease, 

end stage kidney disease, severe liver disease, metastatic cancer and haematological 

malignancy. Level of dependency was categorised as being fully independent, requiring some 

assistance or being fully dependant on assistance. Usual residence prior to hospitalisation was 

categorised into home, a non-health related institution, a health-related institution such as a 

nursing home or hospice and no fixed address. Homelessness and residence in a health care 

institution prior to hospitalisation has been associated with higher mortality from sepsis even 

after adjustment for comorbidities and disease severity[270, 271]. Socioeconomic status was 

described using the Index of Multiple Deprivation (2011), categorized into quintiles. The IMD 

measure relative levels of deprivation in 32,844 small areas or neighbourhoods in England, by 

combining information about the residents´ income, employment, education, skills and 

training, health and disability, crime, barriers to housing and services, and environmental 

conditions. We categorise the index into quintiles, with IMD=1 indicating the most deprived 

neighbourhoods[272]. 

 

The type of admission was categorised as medical, elective surgery and emergency surgery. 

The severity of illness was quantified by the APACHE II and ICNARC scores. The APACHE II 

(Acute Physiology, Age, Chronic Health Evaluation) model is a severity of critical illness model 

developed in 1985 [273] . The score ranges from 0 to 71, with a higher score predicting a 

higher mortality. The ICNARC score was first published in 2007 and then recalibrated in 2014, 

2015 and in 2018[274]. The score is from 0 to 100 based on weightings for deviations from 

normal in the twelve physiological parameters during the first 24 hours in the ICU as well as 

additional weights from age, indication for admission, surgical urgency, source of admission 

and cardiopulmonary resuscitation prior to admission[123, 178, 274]. The type of treatment 
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received in the ICU include renal replacement therapy, mechanical ventilation, and circulatory 

support. Septic shock is a high severity sub-category of sepsis with an expected unadjusted 

mortality of about 41%[275]. ICU length of stay is described in hours. Hospital length of stay 

is described in days and includes the days of hospitalisation prior to ICU admission.  

 

b. ICU characteristics 

ICU specific characteristics include the academic affiliation, number of ICU beds, annual bed 

occupancy, sepsis caseload and total caseload.   
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3. Additional data 
 
a. eFigure 1. Study patient flow 

 
 
 
 

305748 ICU admissions with Sepsis-3 criteria between 
2010 and 2016 

32747 (10.7%) excluded from mortality 
analysis  

-19809 readmissions 
-12296 transferred in from another ICU 
-642 readmissions and transferred in 
from another ICU 

 
 

273001 patients identified 

86 728 (31.9%) 
died 

 
 

184 854 (68.1%) 
alive  

 
 

1419 (0.5%) patients with missing 
mortality data 

 
 

271582 ICU admissions included in mortality analysis  
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b. eFigure 2. Violin plot of annual ICU volume and annual ICU sepsis volume between 2010 
and 2016 
 

Violin plots are a method for displaying the distribution of the data, combining a boxplot and 

a kernel density plot. The information contained is the median (white dot), the interquartile 

range (bar in the centre of the violin). The wider areas of the violin correspond to increased 

frequency at that y-value. The thin lines that extend from the bar are the lower and upper 

adjacent values, defined as first quartile -1.5 IQR and third quartile +1.5 IQR. The median total 

annual ICU volume increased from a caseload of 666 [IQR 459-911) in 2010 to a caseload of 

827 [IQR 598-1288] in 2016. The median annual sepsis volume increased from 213 [IQR 156-

274] in 2010 to 276 [IQR 200-382].  
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d. eTable 1. Characteristics of ICU admissions with sepsis between 2010 and 2016 
 

Variable Total Sepsis Year 

  2010 2011 2012 2013 2014 2015 2016 P 
value 

 N=305738 N=36079 N=38643 N=41075 N=43100 N=46835 N=48685 N=51321  

Age in years          <0.001 

<54 77082(25.2) 9540(26.4) 9950(25.8) 10000(24.3) 10411(24.1) 11464(24.5) 12237(25.1) 13480(26.2)  

54-66 77258(26.3) 9372(26.0) 9860(25.5) 10432(25.4) 10902(25.3) 11711(25.0) 12103(24.9) 12878(25.1)  

67-76 79820(26.1) 8967(24.9) 9952(25.8) 10562(25.7) 11284(26.1) 12455(26.6) 12920(26.4) 13680(26.7)  

>76 71578(23.4) 8200(22.7) 8881(23.0) 10081(24.5) 10503(24.3) 11205(23.9) 11425(23.5) 11283(22.0)  

          

Male gender 167895(54.9) 19638(54.4) 21225(54.9) 22435(54.6) 23541(54.6) 25699(55.3) 26922(55.3) 28435(55.4) 0.023 

Ethnicity          <0.001 
White 277787(90.9) 33153(92.0) 35534(92.1) 37721(92.0) 29429(91.5) 42474(90.7) 43718(89.8) 45758(89.2)  

Asian 10723(3.5) 1168(3.2) 1145(3.0) 1304(3.2) 1465(3.4) 1742(3.7) 1890(3.9) 2009(3.9)  

Black 6192(2.0) 663(1.8) 711(1.8) 773(1.9) 851(2.0) 1010(2.2) 1041(2.1) 1143(2.2)  

Mixed/other 10855(3.6) 1046(2.9) 1168(3.0) 1227(3.0) 1355(3.1) 1609(3.4) 2038(4.2) 2413(4.7)  

          

Comorbidities          

Cardiac 5375(1.8) 610(1.7) 616(1.6) 740(1.8) 708(1.7) 869(1.9) 894(1.8) 938(1.9) 0.012 

Respiratory  13500(4.4) 1690(4.7) 1700(4.4) 1802(4.4) 1887(4.4) 2048(4.4) 2191(4.5) 2182(4.3) 0.092 

ESRD* 5997(2.0) 669(1.9) 717(1.9) 728(1.8) 816(1.9) 925(2.0) 1049(2.2) 1093(2.1) <0.001 

Liver  7049(2.3) 796(2.2) 880(2.3) 945(2.3) 970(2.3) 1119(2.4) 1143(2.4) 1196(2.3) 0.652 

Haematological 
malignancy 

10828(3.6) 1194(3.2) 1416(4.0) 1426(3.5) 1474(3.43) 1713(3.7) 1738(3.6) 1867(3.7) 0.042 

Metastatic 
cancer 

7492(2.5) 729(2.0) 899(2.3) 935(2.3) 1035(2.4) 1226(2.6) 1281(2.6) 1387(2.7) <0.001 

          

Level of 
dependency 
prior to acute 
hospitalization 

        <0.001 

Independent  208339(68.4) 25142(70.0) 26998(70.2) 28091(68.7) 29319(68.3) 31240(67.0) 32797(67.6) 34752(67.9)  

Some 
assistance 

90536(29.7) 10147(28.2) 10848(28.2) 12065(29.5) 12843(29.9) 14564(31.2) 14748(30.4) 15321(30.0)  

Total 
dependence  

5677(1.9) 620(1.7) 621(1.6) 748(1.8) 775(1.8) 839(1.8) 994(2.1) 1080(2.1)  

          

Usual 
residence prior 
to 
hospitalization 

        0.755 

Home 296726(97.1) 35017(97.0) 37507(97.1) 39836(97.0) 41785(97.0) 45406(97.0) 47309(97.2) 49866(97.2)  

Work or non-
health related 
institution 

638(0.2) 75(0.2) 84(0.2) 90(0.2) 88(0.2) 94(0.2) 102(0.2) 105(0.2)  

Nursing home, 
hospice or 
health related 
institution  

7327(2.4) 857(2.3) 914(2.4) 1002(2.4) 1085(2.5) 1169(2.5) 1126(2.3) 1174(2.3)  

No fixed 
address 

1057(0.4) 134(0.4) 139(0.4) 149(0.4) 142(0.3) 166(0.4) 150(0.3) 177(0.3)  

          

IMD** quintile         0.075 

I 77808(25.6) 9321(26.0) 9894(25.8) 10358(25.3) 11141(26.0) 12016(25.9) 12149(25.2) 12929(25.4)  

II 65377(21.5) 7608(21.2) 8357(21.8) 8833(21.6) 9146(21.3) 9922(21.3) 10540(21.8) 10971(21.6)  

III 59516(19.9) 7125(19.9) 7535(19.6) 8058(19.7) 8254(19.2) 9073(19.5) 9569(19.8) 9902(19.5)  

IV 53094(17.5) 6183(17.2) 6593(17.2) 7273(17.8) 7473(17.4) 8205(17.7) 8376(17.4) 8991(17.7)  

V 47809(15.8) 5663(15.8) 6025(15.7) 6360(15.9) 6831(15.9) 7255(15.6) 7620(15.8) 8055(15.8)  
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APACHE II 
score, 
mean(95% CI) 

18.4(18.3-
18.4) 

18.6(18.5-
18.7) 

18.6(18.5-
18.7) 

18.5(18.4-
18.6) 

18.4(18.3-
18.5) 

18.4(18.3-
18.4) 

18.2(18.2-
18.3) 

18.0(17.9-
18.0) 

<0.001 

ICNARC score, 
mean(95% CI) 

20.6(20.6-
20.7) 

21.4(21.2-
21.4) 

21.1(21.0-
21.2) 

20.9(20.8-
21.0) 

20.8(20.7-
20.9) 

20.5(20.4-
20.5) 

20.3(20.3-
20.4) 

20.0(19.9-
20.1) 

<0.001 

ICNARC 
predicted 
probability of 
death, mean% 
(95% CI) 

29.6(29.5-
29.7) 

30.9(30.6-
31.2) 

30.6(30.2-
30.8) 

30.4(30.1-
30.6) 

30.2(30.0-
30.4) 

29.4(29.1-
29.7) 

28.9(28.6-
29.0) 

27.8(27.5-
28.0) 

<0.001 

Renal failure in 
the first 24 
hours  

25731(8.6) 3348(9.5) 3588(9.5) 3593(8.9) 3657(8.6) 3826(8.3) 3888(8.1) 3831(7.6) <0.001 

Mechanical 
ventilation 

16600(54.3) 22140(61.3) 22688(58.7) 23091(5.2) 23534(54.6) 24440(52.2) 24644(50.6) 25469(48.6) <0.001 

Septic shock  58911(19.3) 7740(21.5) 8008(20.7) 8272(20.1) 8426(19.6) 8813(18.8) 9015(18.5) 8637(16.8) <0.001 

Non-surgical  227533(74.4) 26545(73.6) 28470(73.7) 30343(73.9 32099(74.5) 34890(74.5) 36359(74.7) 38827(75.7) <0.001 

ICU length of 
stay in hours, 
median IQR 

93(43-198) 94(42-210) 92(42-204) 92(42-196) 92(42-1)95) 93(44-195) 93(43-196) 96(45-195) <0.001 

Hospital length 
of stay in days, 
median IQR 

15(7-32) 26(8-34) 16(8-33) 16(7-32) 16(7-32) 15(8-31) 15(7-30) 15(7-29) <0.001 

Transferred in 12938(4.2) 1707(4.7) 1801(4.7) 1761(4.3) 1838(4.3) 1887(4.0) 1924(4.0) 2020(3.9) <0.001 

Readmission 20451(6.7) 2404(6.7) 2863(7.4) 2905(7.1) 2966(6.9) 3114(6.7) 3115(6.4) 3084(6.0) <0.001 

Unadjusted 
ICU mortality 

62277(22.8) 8121(25.3) 8208(24.1) 8598(23.5) 8830(23.0) 9172(21.9) 9543(21.8) 9805(21.2) <0.001 

Unadjusted 
Hospital 
mortality 

86728(31.9) 11326(35.6) 11413(33.7) 11945(32.9) 12325(32.2) 12831(30.7) 13331(30.6) 13557(29.5) <0.001 

          

*ESRD= end stage renal disease 
**IMD= Index of Multiple Deprivation 2011 

 
For categorical variables a Chi squared test was used. The null hypothesis was that 
there is no difference in the distribution of responses to the outcome across 
comparison groups. For continuous variables we use the ANOVA to analyse the 
differences in means between groups. 
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eTable 2 ICU characteristics between 2010 and 2016 
 

Variable Number  
  2010 2011 2012 2013 2014 2015 2016 p-value 

          

          

ICU beds, median 
(IQR) 

13(9-18) 11(8-16) 12(9-17) 12(9-17) 13(9-19) 13(9-19) 14(10-12) 15(10-20) <0.001 

Occupancy %, 
median (IQR) 

73.5(67.9-
79.5) 

71.0(65.1-
76-2) 

71.6(64.7-
77.7) 

72.6(67.3-
79.1) 

74.2(68.7-
80.1) 

73.4(68.2-
79.7) 

75.0(69.8-
80.0) 

75.8(80.5-
80.8) 

<0.001 

Sepsis volume, 
median (IQR) 

242(177-
334) 

213(156-
274) 

221(160-
295) 

233(170-
306) 

253(175-
338) 

258(186-
351) 

259(196-
350) 

276(200-
382) 

<0.001 

Non-sepsis volume,  
median (IQR) 

497(346-
747) 

432(295-
607) 

472(325-
684) 

493(346-
722) 

496(340-
774) 

519(368-
819) 

527(377-
871) 

555(382-
819) 

<0.001 

Total volume, 
median (IQR) 

742(533-
1087) 

666(459-
911) 

691(492-
994) 

729(519-
1085) 

732(519-
1175) 

774(577-
1229) 

785(596-
1254) 

827(598-
1288) 

<0.001 

For categorical variables a Chi squared test was used. The null hypothesis was that there 
is no difference in the distribution of responses to the outcome across comparison groups. 
For continuous variables we use the ANOVA to analyse the differences in means between 
groups.  
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4. Additional results  
 
a. eFigure 3. Odds ratio for mortality with volume as quartiles.  
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c. eFigure 4. The within-ICU variation across between 2010 and 2016. 

 

The figure represents variation in mortality not explained by measurable characteristics 
within the same ICU over the study period.  
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d. eTable 3. Testing the statistical significance between models of increasing complexity 
with volume defined as a restricted cubic spline. 

 

Sensitivity Analysis  Chi2  df p-value 

Sepsis expressed cubic splines     

3 knots 16.67 2 0.0002 

4 knots 18.65 3 0.0003 

5 knots  18.71 4 0.0009 

6 knots  20.83 5 0.0009 
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e. eFigure 5. Subgroup analysis: (A) Mechanical ventilation (B) ICNARC predicted mortality 
>30% (C) Renal replacement therapy within 24 hours of admission (D) Septic shock (E) 
Non-surgical patients (F) Readmissions included 

 

  
 
There was no enhanced reduction in mortality from ICU volume in patients with more severe 

illness as characterised by the subgroup of patients with mechanical ventilation, ICNARC 

predicted mortality >30%, renal replacement therapy within 24 ours of admission and septic 

shock. The reduction of mortality was consistent in the subgroup of patients with sepsis not 

requiring surgical procedures. The inclusion of the outcome from subsequent ICU readmission 

episodes did not impact the observed volume-outcome relationship.  
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5. Sensitivity analysis  

 

a. Fractional polynomial and selection procedure  

i. eTable 4. Output from model fitting procedure for fractional polynomial showing 
deviance and powers of model  

 

Model Sepsis volume  df Deviance  Deviance difference  P-value  Powers  

Model 1  Omitted 0 232492.13   16968 <0.0001      

 Linear 1 232475.76 0.596 0.440 1 

 M=1 2  232475.16  0.000        - 2 

Model 2 Omitted  0 232492.13   17.735 <0.001  

 Linear 1 232475.76 2.531 0.282 1 

 M=1 2 232475.16 1.934 0.164 2 

 M=2 3 232473.23 0.00 - 3 3 

Model 3 Omitted  0 232492.13   233.253 0.001  

 Linear 1 232475.76 6.899 0.230 1 

 M=1 2  232475.16  6.069 0.179 2 

 M=2 3 232473.23 4.369 0.226 3 3 

 M=3  6 232468.88 0.00 - -2 0 0 

 

The general formulation of fractional polynomials is: 

𝑥(𝑝1 ,𝑝2,…,𝑝𝑚)′𝛽 = 𝛽0 +  𝛽1𝑥(𝑝1) + 𝛽2𝑥(𝑝2) + ⋯ + 𝛽𝑚𝑥(𝑝𝑚)  

 

𝑥0 is interpreted as ln (𝑥) and repeat powers are multiplied by ln (𝑥), where 𝑥indicates ICU 

volume. 
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The models are constructed iteratively. In Model 1, the highest power is 2 thus the fractional 

polynomial with the dimension 𝑀 = 1 would be 𝛽1𝑥2. The linear model included as part of 

the selection procedure would be 𝛽1𝑥. In Model 2 the highest FP where the dimension  𝑀 =

2 would be 𝛽1𝑥3 + 𝛽2𝑥3ln (𝑥) and included the preceding iterations of Model 1 for 

comparison. The highest power in Model 3 where the dimension  𝑀 = 3 is 𝛽1𝑥−2 +

𝛽2ln (𝑥) + 𝛽3 ln(𝑥) ln (𝑥).  

The selection procedure compares the highest FP model with the model that omits the 

𝑥  variable. If significant, the selection procedure, then compares the FP model with the linear 

model. If this in turn is significant, the selection procedure then compares the most complex 

FP model with the next model down the list of iterations. A more complex model is chosen if 

that model fits the data better based on significance criteria.   
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ii. eFigure 6. Functional form of fractional polynomial models showing Model 1, Model 

2 and Model 3.  

 

The graph describes the functional form of the FP models where 𝑀𝑜𝑑𝑒𝑙 1 = 𝛽1𝑥2,  

𝑀𝑜𝑑𝑒𝑙 2 = 𝛽1𝑥3 + 𝛽2𝑥3ln (𝑥) and 𝑀𝑜𝑑𝑒𝑙 3 =  𝛽1𝑥−2 + 𝛽2ln (𝑥) + 𝛽3 ln(𝑥) ln (𝑥).  The 

models are in increasing complexity. The models of higher complexity show less stable results 

at the extremes of ICU volume [185]. 
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iii. eTable 5. A comparison of the log likelihood and information criteria for the linear, 

fractional polynomial and restricted cubic spline models. 

 

Model df Log likelihood AIC BIC 

Categorical 25 -116234 232518.9 232780.4 

Linear 23 -116237.9 232521.8 232762.4 

Restricted cubic splines     

3 knots  24 -116237.1 232522.2    232773.3   

4 knots  25  -116236.1 232522.1    232783.7 

5 knots  26 -116236.0 232524.1 232796.1 

6 knots  27 -116234.9 232523.9 232806.3 

Fractional polynomial      

Model 1 23 -116237.6   232521.2 232761.8 

Model 2  23 -116236.6 232519.2  232843.3 

Model 3 25 -116234.4 232518.9 232780.4 

The model that minimises both AIC and BIC is preferred but no model does this for this data. 

At higher sample sizes  the AIC may select the model that is too complex and the BIC has a 

higher probability of selecting the true model[276]. As the sample size increases, the BIC 

offers more general consistency. Using likelihood alone as a model selection criterion in not 

advised as it will tend to select overly-paramaterized models[277].  The 3-knot model has the 

lowest BIC is the considered best fitting restricted cubic spline.  In terms of FP models, Model 

1 minimises the BIC.  There are several competing models, one of which can be categorially 

declared as better than the rest.  
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 b. E-values 

ii. Rationale  

Regression analyses provide some control for measured confounding but there is potential 

for unmeasured confounding.  Being unmeasured, it is a challenge to assess what impact this 

latter form confounding might have on the analyses[187].  Ding and VanderWeele  have 

proposed a bounding factor approach to assess the sensitivity of the results to unmeasured 

confounders[187]. They define a bounding factor (E-value) which is the minimum strength of 

association on a risk-ratio scale that the unmeasured confounder would need to have a 

material effect on the results[188]. The E-value describes two parameters, the risk ratio for 

the confounder-outcome relationship and the risk ratio of the exposure confounder 

relationship.  

There is no absolute threshold for an E-value and the reader must then assess whether the 

magnitude of the unmeasured confounder is plausible[188]. In this study, the OR for acute 

hospital mortality for quartile IV compared with quartile I of sepsis volume was 0.89 with a 

95% CI of 0.82-0.96.The E-value for this point estimate is 1.31 and for the lower confidence 

limit is 1.17. This would mean that the observed OR could be explained by the presence of 

unmeasured confounding associated with both the exposure and the outcome by a risk ratio 

of 1.31, above and beyond measured confounders.  Although a RR of 1.31 appears modest, 
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in the current study this seems unlikely because this would imply that the unmeasured 

covariates would have to be similar in magnitude to measured covariates like severe 

respiratory disease or haematologic malignancy. The Case Mix Program is a high-quality 

clinical database, and we suggest that an unmeasured confounder of this magnitude is 

unlikely.  
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 ii. eFigure 7. Value of the joint minimum strength of association that an unmeasured 

confounder must have with both an increase in ICU sepsis volume and acute hospital 

mortality to explain away the volume outcome relationship, expressed as a risk ratio  

 

  
 
The E-value describes 2 parameters, the risk ratio for the confounder-outcome relationship 

and the risk ratio of the exposure confounder relationship. The area above the two lines are 

the joint exposure confounder risk ratio and confounder outcome risk ratio that would be 

required to explain the observed treatment effect.   



 226 

c. Checking for exogeneity ICU volume  

i. Rationale 

One of the assumptions of the multilevel random effects model is exogeneity- specifically in 

our model it would require that ICU volume is uncorrelated with the ICU-level random effect. 

[189]. The random effects model assumes that the within- and between ICU effects are the 

same and uses a weighted average of the within and between ICU effects in estimation. The 

p-value tests the significance of this difference.  This is a regression-based alternative to the 

Hausman test for endogeneity of a regressor[278, 279].  

Stated simply, the exogeneity assumption holds i.e., the random effects model of no 

correlation between the random effect and the level-1 covariates holds[279].  We describe 

these results as part of a robustness check to our model assumptions.  
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ii. eTable 6. Within and between cluster effects of ICU volume test for exogeneity.  

Variable  Coefficient Standard Error p-value 

Sepsis Volume     

Quartile I (W) 0.1474 0.0397  

Quartile II (W) 0.1541 0.3254  

Quartile III(W) 0.0371 0.0276  

Quartile IV(W) (omitted) 

Quartile I (B) 0.0442 0.0607  

Quartile II (B) 0.0207 0.0634  

Quartile III(B) 0.0146 0.0678  

Quartile IV(B) (omitted) 

Quartile I (B-W) 0.0441 0.0607 0.467 

Quartile II (B-W) 0.0207 0.0634 0.745 

Quartile III(B-W) 0.0146 0.0678 0.830 

Quartile IV(B-W) (omitted) 

Restricted Cubic Spline    

Spline-1 (W) -0.0003 0.00003  

Spline-2(W) -0.0006 0.00003  

Spline-1 (B) -0.0003 0.0004  

Spline-2 (B) 0.0003 0.0005  

Spline-1 (B-W) 4.23𝒆−𝟔 0.0004 0.9930 

Spline-2(B-W) 0.0009 0.0006 0.1551 



 228 

(W)= within cluster; (B)= between cluster; (B-W) = difference in between and within-cluster 

effects. 

The lack of statistical significance, as highlighted by the highlighted p values, in the between- 

and within-cluster effects for ICU volume imply a lack of correlation in the ICU volume and 

the ICU random effect, in support of the assumption that ICU volume is exogenous.  
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d. Checking the robustness of the results to extremes of annual sepsis volume.  

In this analysis we excluded ICUs with <20 sepsis patients per year and ICUs with >740 sepsis 

patients per year. This resulted in excluding 801 patients from the analysis. 

 

i. eTable7 describing quartiles after excluding extremes of annual sepsis volume with 

probability of acute hospital mortality.  

Quartile Range  Mortality 95% CI 

I 22-177 31.2 % 30.6% - 31.8% 

II 178-242 31.3% 30.7% -31.9% 

III 243-331 29.8% 29.2-30.4% 

IV 332-720 29.3% 28.5%-30.2% 
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ii. eFigure 8. The predicted mortality and marginal effects for the analysis excluding 

extremes of annual sepsis volume  

 

 
 
 
This analysis is consistent with the primary analysis. We find an identical threshold for the 

favorable volume- outcome relationship of 215 patients. This suggests that the primary 

analysis was not biased by the extremes of ICU sepsis volume   
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Appendix three: The association between ICU specialisation and 

mortality in the UK 

 

Table of Contents 
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6. Subgroup analysis 

6.1) eTable 1.  A subgroup analysis of patients in the highest quartile of ICNARC2018 

score (N= 212,042). 
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 7.1) eTable 2.  The association between mortality and specialisation using the 

exponent of the share measure as the absolute measure and the relative difference 

as the measure of relative specialisation  

 

  

8. Sensitivity analysis  

8.1) eTable 3 Sensitivity analysis of year fixed effects  

8.2) eTable 4 The association between specialisation and ICU mortality  

 8.3) eTable 5. Subgroup analysis of highest quartile ICNARC2018 score treated by the 

 ideal speciality ICU. 
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1. The ICNARC Coding Method (ICM)   

The ICM is a structured, numerical method for uniformly coding critical care patients’ reasons 

for admission; assigning unique numerical codes to all conditions/disease processes which 

commonly necessitate patients’ admission to critical care. 

 

ICM Structure: 

The resulting hierarchical structure is composed of the following five tiers: 

Type: has the admission had surgery for the condition being coded? 

System: which body system is involved? 

Site: which anatomical site(s) within the body system are involved? 

Process: what physiological or pathological process is involved? 

Condition: what is the condition being coded? 

 

Each tier of the ICM code is represented by a number, reflecting the chosen option for that 

tier. By working through the tiers, the ICM constructs a unique numerical code which, when 

complete, relates to a specific condition. 

The code is defined and built as follows: 

Type: has the admission had surgery for the condition being coded? 

The ICM code begins by distinguishing whether a patient has had surgery for the condition 

being coded. This is done by selecting either 1, the patient had surgery for the condition, or 

2, they did not. 

System: which body system is involved? 

The ICM codes the body system affected, and each body system has a unique code, e.g. 

the respiratory system is represented by the number 1. 
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Site: which anatomical site(s) within the body system are involved? 

The site tier reflects the specific site within the selected body system, e.g. lungs are always 

coded using 4, within the respiratory system. 

Process: what physiological or pathological process is involved? 

The process tier reflects the physiological or pathological process which is affecting the 

specific site. Each process code is the same across every system, e.g. infection will always 

be coded as 27. 

Condition: what is the condition being coded? 

The final tier of the ICM identifies the specific condition, e.g. Bacterial pneumonia is coded 

as: 

Type: Non-surgical - 2 

System: Respiratory - 1 

Site: Lungs – 4 

Process: Infection – 27 

Condition: Bacterial pneumonia – 1 

The full code for bacterial pneumonia is therefore 2.1.4.27.1 
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2. Alternate measures of specialisation  
 

2.1. The exponent (𝑬)  

The exponent (𝐸)  in share is calculated as the exponent of the 𝑆𝑘𝑗𝑚 

𝐸 =  𝑒𝑆𝑘𝑗𝑚  

This is an upward sloping function where  𝑒0 = 1  when the 𝑆𝑘𝑗𝑚 = 0 and 𝑒1 = 2.718   when 

𝑆𝑘𝑗𝑚 = 1. This specification addresses the potential non-linear relationship between 

specialisation and mortality.  

 

2.2. Relative difference (RD)  

RD can be described as the difference between the share 𝑆𝑘𝑗𝑚   and the reference share.  

𝑅𝐷 = [
𝑛𝑘𝑗𝑚

𝑁𝑗𝑚
] − [

𝑛𝑘𝑚

𝑁𝑚
] 

The RD will be zero when the distribution of patients with ICU 𝑗 is identical to the reference 

distribution. Values greater than zero imply higher levels of specialisation than the average 

ICU and negative values indicate ICUs with less than average levels of specialisation.  
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3.  Hierarchical model 

Hierarchical models overcome both the atomistic fallacy of individual risk factor epidemiology 

and the ecological fallacy of aggregated data[244]. This approach aims to answer the question 

of: do higher level contexts such as specialisation impact on individual patients and in what 

magnitude?  

To account for the hierarchical structure of the data, patients 𝑖  (level 1) within the same 

month 𝑚  (level2) are within the ICU 𝑗 (level 3), a 3-level hierarchical logistic regression model 

is specified as follows: 

𝑙𝑜𝑔𝑖𝑡 = {𝑃𝑟(𝑦𝑖𝑗𝑚 = 1|𝑋′
𝑖𝑗𝑚 , 𝑢𝑗𝑚

(2)
, 𝑢𝑗

(3)
)}

= 𝛽0 + 𝛽1𝑆 𝑘𝑗𝑚 + 𝛽2𝑉𝑜𝑙 𝑗𝑚 +  𝛽3𝐼𝐶𝑁𝐴𝑅𝐶 𝑖𝑗𝑚 + 𝛽′Ω′
𝑖𝑗𝑚 + 𝛽′Φ𝑗 + 𝑢𝑗𝑚

(2)

+ 𝑢𝑗
(3)

 

 

The outcome variable, acute hospital mortality, 𝑦𝑖𝑗𝑚 given a set of covariates, 𝑋′.  The 

exposure is level of specialisation for diagnostic group 𝑘 in the ICU 𝑆 𝑘𝑗𝑚  for specialisation. 

In the model , , 𝑋′ includes monthly caseload volume 𝑉𝑜𝑙 𝑗𝑦𝑚  , and patient level severity of 

illness as measured by the ICNARC2018 score, 𝐼𝐶𝑁𝐴𝑅𝐶 𝑖𝑗𝑚 . Here Ω′𝑖𝑗𝑚 is a vector of all other 

patient-level covariates, Φ′𝑗 is a vector for other ICU-level covariates, 𝑢𝑗𝑚
(2)

~𝑁(0, 𝜓(2))  is 

the random intercept for the month with the ICU 𝑗 and 𝑢𝑗
(3)

~𝑁(0, 𝜓(3)) is the random 

intercept varying over ICUs. The random intercepts 𝑢𝑗𝑚
(2)

 and  𝑢𝑗
(3)

 are assumed to be 

independent of any covariates (exogenous). The random intercept 𝑢𝑗
(3)

 represents 

unexplained variation in mortality across ICUs, and the random intercept 𝑢𝑗𝑚
(2)

 represents 

unexplained variation between months in the same ICU. The hierarchical model accounts 
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for the clustering of the data within months and ICUs and provide a more accurate estimate 

of standard errors for clustered data than fixed effects models[245]. 

Hierarchical models have lower units of aggregation nested within higher units.  

The hierarchical model framework can overcome a group level omitted variable. The 

addition of a group level average covariate 𝑋𝑗̅ will absorb all correlations between 𝑋 and the 

group level random effects. This approach is equivalent to a fixed effects approach.  

Hierarchical models can also test for heterogeneity in coefficients across groups. 

Hierarchical models allow a framework to account for clustering, omitted group-level 

variables and heterogeneity of coefficients between ICUs.  

 
  



 238 

 

4. eFigure 1 Patient flows.  
  

1008023 All adult ICU patient episodes 
from 231 ICUs between 2010 to 2016 

74739 Exclusions  
             41 868 Readmissions 
             31358 Transfers in  
             1513 Transferred in and readmitted  

933284 Patients included from 231 
ICUs   
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5. Descriptive data  
 
5.1.  eFigure 2. Distribution of specialist patients. 
 
 

 
 
There was a total of 933284 patients. Sepsis was the most common diagnostic group and 

accounted or 29% of patients. Cardiac and neurosurgery patients were the smallest share of 

patients (6.4% and 5.3% respectively).  
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Neurosurgery

Medical

Elective surgery

Emergency surgery

Total N = 933,284
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5.2. eFigure 3. Unadjusted mortality across specialties. 

 

 

 

The unadjusted hospital mortality for all ICU patients is 21%. Mortality is higher in sepsis 

(31.8%) & medical (30.7%) and low in elective surgery (2.9%).  
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5.3. eFigure 4. Distribution of ethnicity across specialties. 

 

 

In the entire ICU cohort 90.2% of patients were white, 3.4% Asian, 2.2% Black and 4.1 Mixed 

/other.  
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5.4. eFigure 5. Distribution of dependency across specialties. 

 

 

In the entire ICU cohort, 75.5% were fully independent, 22.8% required some assistance and 

1% were fully dependant.  Sepsis patients had the lowest levels of being fully independent 

(67.7%) compared with neurosurgery that has the higher share of fully independent patients 

(86.1%). 
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5.5. eFIgure 6.  Variation in comorbidities across specialties. 

 

Across the entire ICU cohort, 7.5% were immunocompromised, 3.2% had metastatic disease, 

2.6% had severe respiratory disease. Elective surgery patients had the highest burden of 

immunocompromised state (13.4%) and metastatic disease (7.8%). Trauma patients had the 

lowest burden of co-morbidities.   
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5.6. eFIgure 7.  Variation in organ failure across specialties. 
 
 

 
 
Respiratory and cardiac failure (shock) were the most frequent organ failure,29.1% and 

28.8%. In sepsis, respiratory failure occurred in 44.1% of patients.  Elective surgery and 

trauma patients had the lowest burden of organ failure.   
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6.Subgroup analysis 
 
 eTable 1.  A subgroup analysis of patients in the highest quartile of ICNARC2018 score (N= 

212,042). 

 
Specialization measures Absolute specialisation  Relative specialisation  
 OR 95%CI P value OR 95%CI P value 

Sepsis  1.00 [0.98,1.03] 0.843 1.00 [1.00,1.01] 0.396 

Cardiac  0.98 [0.95,1.01] 0.240 1.00 [1.00,1.00] 0.937 
Neurosurgery  0.99 [0.96,1.03] 0.663 1.00 [1.00,1.00] 0.817 

Trauma 0.99 [0.96,1.02] 0.454 1.00 [1.00,1.00] 0.300 
Medical  0.99 [0.96,1.02] 0.620 1.00 [0.99,1.01] 0.598 

Elective surgery 0.98 [0.95,1.01] 0.195 1.00 [1.00,1.00] 0.854 

Emergency surgery 0.99 [0.95,1.03] 0.508 1.00 [1.00,1.00] 0.796 

OR= odds ratio, CI= confidence interval. 

 

One unit represents a 10% change in specialisation 
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7. Sensitivity analysis  
 
7.1 eTable 2.  Table showing association between mortality and specialisation using the 

exponent of the share measure as the absolute measure and the relative difference as the 

measure of relative specialisation  

 
 

Specialization measures Exponent Absolute specialisation  Relative specialisation  
 OR 95%CI P value OR 95%CI P value 

Sepsis  1.00*** 1.00, 1.00 <0.001 1.03** 1.01, 1.06 0.003 
Cardiac  1.00 1.00, 1.00 0.538 1.00 0.97, 1.02 0.833 

Neurosurgery  1.00 1.00, 1.00 0.260 1.02 0.99, 1.05 0.144 

Trauma 1.00 1.00, 1.00 0.792 1.03* 1.00, 1.05 0.019 
Medical  1.00 1.00, 1.00 0.698 1.02 1.00, 1.05 0.063 

Elective surgery 1.00*** 1.00, 1.00 <0.001 0.96** 0.94, 0.99 0.003 
Emergency surgery 0.99** 0.99, 1.00 0.002 1.00 0.97, 1.03 0.997 

 
OR= odds ratio, CI= confidence interval. 

P<0.05=*. P<0.01=**P<0.001=*** 
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8 Sensitivity analysis  

8.1 ) eTable 3. Sensitivity analysis of year fixed effects. 
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 Absolute  Relative  

 OR 95%CI P value OR 95%CI P value 

Specialization measures       

• Sepsis  1.06*** 1.04,1.08 <0.001 1.01*** 1.01,1.02 <0.001 
• Cardiac  1.00 0.97,1.03 0.932 1.00 1.00,1.00 0.724 
• Neurosurgery  1.00 0.98,1.03 0.744 1.00 1.00,1.00 0.688 
• Trauma 1.02 1.00,1.04 0.093 1.00** 1.00,1.01 0.003 
• Medical  1.03** 1.01,1.06 0.007 1.01** 1.00,1.01 0.004 
• Elective surgery 0.96** 0.94,0.98 0.001 0.99*** 0.99,1.00 0.001 
• Emergency surgery  1.01 0.98,1.03 0.715 1.00 1.00,1.00 0.554 

Monthly total volume 0.99 0.98,1.00 0.065 0.99* 0.98,1.00 0.020 

Functional state        
• Independent(reference) 1.00   1.00   
• Some assistance 1.12*** 1.10,1.14 <0.001 1.12*** 1.10,1.14 <0.001 
• Total assistance 1.53*** 1.44,1.63 <0.001 1.53*** 1.44,1.63 <0.001 

 Ethnicity       
• White 1.00   1.00   
• Asian 0.95** 0.91,0.99 0.007 0.95** 0.91,0.99 0.007 
• Black 0.83*** 0.79,0.88 <0.001 0.83*** 0.79,0.87 <0.001 
• Mixed/other 0.99 0.96,1.03 0.789 0.99 0.96,1.03 0.788 

Age in year  1.01*** 1.01, 1.01 <0.001 1.01*** 1.01, 1.01 <0.001 
Male sex 1.11*** 1.10,1.13 <0.001 1.11*** 1.10,1.13 <0.001 
ICNARC score  1.06*** 1.06, 1.06 <0.001 1.06*** 1.06, 1.06 <0.001 
Co-morbidities        

• Severe respiratory 
disease 

1.12*** 1.08,1.17 <0.001 1.13*** 1.08,1.17 <0.001 

• Severe cardiovascular 
disease 

1.30*** 1.24,1.36 <0.001 1.30*** 1.24,1.36 <0.001 

• End-stage renal disease 1.25*** 1.20,1.31 <0.001 1.25*** 1.20,1.31 <0.001 
• Severe liver disease  1.37*** 1.32,1.42 <0.001 1.37*** 1.32,1.42 <0.001 
• Metastatic disease  1.20*** 1.15,1.25 <0.001 1.20*** 1.15,1.24 <0.001 
• Haematological 

malignancy  
1.18*** 1.13,1.23 <0.001 1.18*** 1.13,1.23 <0.001 

• Immunocompromised  1.07*** 1.04,1.10 <0.001 1.07*** 1.04,1.10 <0.001 
Organ failure        

• Shock 1.02** 1.01,1.04 0.008 1.02** 1.00,1.04 0.010 
• Respiratory failure 1.20*** 1.18,1.22 <0.001 1.20*** 1.18,1.22 <0.001 
• Acute renal failure 1.18*** 1.16,1.20 <0.001 1.18*** 1.16,1.20 <0.001 
• Haematological failure 1.25*** 1.21,1.30 <0.001 1.25*** 1.21,1.30 <0.001 
• Neurological failure 1.04 1.00,1.07 0.051 1.03 1.00,1.07 0.058 

IMD 1.00*** 1.00, 1.00 <0.001 1.00*** 1.00, 1.00 <0.001 
Monthly throughput 1.00 0.99,1.01 0.713 1.00 0.99,1.01 0.915 
Academic affiliation        

• Non-university 1.00   1.00   
• University affiliated 0.98 0.91,1.07 0.683 0.99 0.91,1.07 0.765 
• University 1.02 0.95,1.09 0.547 1.02 0.95,1.09 0.542 

Year        
• 2010 1.00   1.00   
• 2011 0.92*** 0.89,0.95 <0.001 0.91*** 0.88,0.93 <0.001 
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OR= odds ratio, CI= confidence interval. 

One unit represents a 10% change in specialisation 

P<0.05=*. P<0.01=**P<0.001=*** 
 

 

This analysis assumes that all ICUs in the same year deployed the same technologies and 

were subject to similar year effects. The results do not change the primary analysis.  

  

• 2012 0.89*** 0.86,0.92 <0.001 0.88*** 0.85,0.90 <0.001 
• 2013 0.86*** 0.83,0.88 <0.001 0.85*** 0.83,0.88 <0.001 
• 2014 0.82*** 0.80,0.85 <0.001 0.81*** 0.79,0.84 <0.001 
• 2015 0.85*** 0.83,0.88 <0.001 0.83*** 0.81,0.86 <0.001 
• 2016 0.87*** 0.84,0.90 <0.001 0.85*** 0.83,0.88 <0.001 
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8.2 eTable 4 The association between specialisation and ICU mortality   

 

Specialization measures Absolute specialisation  Relative specialisation  
 OR 95%CI P value OR 95%CI P value 

Sepsis  1.02 0.99,1.04 0.170 1.01* 1.00,1.01 0.049 
Cardiac  1.01 0.98,1.04 0.524 1.00* 1.00,1.00 0.047 

Neurosurgery  0.97 0.94,1.00 0.085 1.00 1.00,1.00 0.248 

Trauma 1.00 0.97,1.02 0.728 1.00* 1.00,1.01 0.043 
Medical  1.00 0.97,1.03 0.978 1.00 1.00,1.01 0.199 

Elective surgery 0.97 0.95,1.00 0.075 1.00 1.00,1.00 0.902 
Emergency surgery 1.00 0.97,1.04 0.981 1.00 1.00,1.00 0.204 

 
OR= odds ratio, CI= confidence interval. 

One unit represents a 10% change in specialisation 

P<0.05=*. P<0.01=**P<0.001=*** 
 

 

This analysis uses ICU mortality as the outcome measure. This approach favourably allocates 

patients that survive to ICU discharge but subsequently die before hospital discharge. This 

approach offers the most optimistic analysis of the benefits of ICU specialisation. This analysis 

did not identify any benefits in terms of mortality to ICU specialisation  
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8.3 eTable 5. Subgroup of highest quartile ICNARC2018 score treated by the ideal speciality 

ICU. 

 
Subgroup N Absolute specialisation  Relative specialisation 

  OR 95%CI p-value OR 95%CI p-value 
Sepsis  102,838 1.01 0.97,1.05 0.555 1.00 0.99,1.01 0.870 

Cardiac  6249 1.01 0.86,1.18 0.943   1.00 1.00,1,01 0.323 

Neurosurgery 4,370 1.09 0.93,1.27 0.289 1.00 1.00,1,01 0.223 
Trauma 15,845 0.90* 0.83, 0.98 0.016 0.99* 0.98,1.00 0.028 

Medical 84,144 0.99 0.94,1.03 0.587 1.00 0.99, 1.02 0.502 
Elective surgery 1,158 0.99 0.69, 1.41 0.935 1.00 0.99, 1.01 0.911 

Emergency surgery 7,486 1.01 0.84, 1.20 0.932 1.01 0.98, 1.04 0.503 

P<0.05=*. P<0.01=**P<0.001=*** 
 
 
This analysis examines the relationship between acute hospital mortality and “ideal” ICU 

specialisation for the most severely ill patients treated in the ideal ICU. i.e., the most severely 

ill with sepsis patients treated in the sepsis specialist ICU, the most severely ill with cardiac 

disease treated in the cardiac specialised ICU, the most severely ill patients with neurosurgical 

disease treated in the neurosurgery specialised ICU, the most severely ill patients with 

medical disease treated in a medicine specialised ICU, and the most severely ill patient 

requiring elective or emergency surgery treated in the respective “ideal” specialised ICU.  

This analysis suggest that severely ill trauma patients may have lower acute hospital mortality 

when treated in a trauma specialised ICU. This analysis did not identify any other benefit to 

ICU specialisation.  
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8.4 eTable 6 Effect of absolute and relative specialisation on out-of-specialisation patients. 

The result for sepsis specialisation describes the odds ratio for acute hospital mortality for 

patients without sepsis. The result for cardiac specialisation describes the odds ratio for acute 

hospital mortality for non-cardiac patients. The result for neurosurgery describes the odds 

ratio for non-neurosurgical patients. The result for medical specialisation describes the acute 

hospital mortality for non -medical patients. The result for elective surgery specialisation 

describes the acute hospital mortality for non-elective surgery patients. The result for 

emergency surgery specialisation describes the acute hospital mortality for non-emergency 

surgery patients. 

 

 
Specialization measures Absolute specialisation  Relative specialisation  

 OR 95%CI P value OR 95%CI P value 
Sepsis  1.00 [0.98,1.03] 0.843 1.00 [1.00,1.01] 0.396 

Cardiac  0.98 [0.95,1.01] 0.240 1.00 [1.00,1.00] 0.937 
Neurosurgery  0.99 [0.96,1.03] 0.663 1.00 [1.00,1.00] 0.817 

Trauma 0.99 [0.96,1.02] 0.454 1.00 [1.00,1.00] 0.300 

Medical  0.99 [0.96,1.02] 0.620 1.00 [0.99,1.01] 0.598 
Elective surgery 0.98 [0.95,1.01] 0.195 1.00 [1.00,1.00] 0.854 

Emergency surgery 0.99 [0.95,1.03] 0.508 1.00 [1.00,1.00] 0.796 

OR= odds ratio, CI= confidence interval; One unit represents a 10% change in specialisation 
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8.4 eTable 5. The effect of specialisation on non-specialised patients  
 

Subgroup N Absolute specialisation  Relative specialisation 

  OR 95%CI p-value OR 95%CI p-value 

Sepsis specialisation on non-sepsis  612,397 1.04 1.01,1.07 0.003 1.01 1.00,1.02 0.029 

Cardiac specialisation on non-cardiac  743,946 1.03 1.00,1.05 0.084 1.00 1.00,1,00 0.339   
Neurosurgery specialisation on non-
neurosurgical  

825,198 1.01 0.99,1.04 0.305 1.00 1.00,1,00 0.279    

Trauma specialisation on non-trauma  757,698 1.02 1.00,1.05 0.017    1.00 1.00,1.01 0.005 

Medical specialisation on non-medical 642,049 1.03 1.01,1.06 0.017     1.00 1.00, 1.01 0.274   

Elective surgery specialisation on non-
elective surgery  

717,914 1.00 0.97,1.02 0.887 1.00 1.00, 1.00 0.400 

Emergency surgery specialisation on-
emergency surgery  

804,204 1.00 0.98, 1.03 0.696 1.00 1.00, 1.00 0.657 

 
OR= odds ratio, CI= confidence interval; One unit represents a 10% change in specialisation 

 

Patients without sepsis have an OR 1.04 (95% CI 1.01-1.07; p=0.003) and a OR 0f 1.01 (95%CI 

1.00-1.02, p=0.029) for every 10% increase in absolute and relative sepsis specialisation. 

There is no significant effect observed for non-cardiac patients treated in the cardiac ICU, 

non-neurosurgical patients treated in the non-neurosurgical ICU and non-surgical patients 

treated in the surgical ICU.  
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