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THESIS ABSTRACT:

Lack of economic growth has overwhelmingly been the focus of studies of the economic history of
post-colonial Africa. Ironically, this has diverted attention from explaining the process of economic
growth. Explaining African economic growth as it happened, with attention to episodes of growth
and changes in incentive structures, is much more demanding of the African growth evidence.
There are serious validity and reliability issues with the Africa data. This stands in contrast with the
widespread use of the data as functional evidence for economic analysis.

The thesis sheds new light on both methodological and substantive issues through a
comparative study of the national accounting methodologies in Botswana, Kenya, Tanzania and
Zambia. It is found that baseline estimates and growth estimation methodologies are different across
countries, and that these to an extent determine differences in measured growth, and therefore might
influence conclusions in the literature. The main sources of growth evidence are compared with the
national accounts data. It is shown that these different sources do not cohere. These data quality
issues are serious enough to compromise research on post-colonial African economic history unless
proper care is taken.

The final part of the thesis analyses the growth experiences of these four countries on the
basis of the national accounts data. At face value the stylised facts about averaged growth rates
match the idealised typologies of African economies based on their policy and institutional
frameworks. It is shown, however, that when we examine the changes in economic growth rates
during the period, and the sources of those changes, the explanations from the case studies do not
cohere with the orthodox narrative. While there are clear differences in the growth performance of
the countries, these differences in growth rates were determined by events over which the policy
makers and the institutional framework could have only limited influence. The case studies
underline the importance of looking beyond the averaged aggregate growth rates, because of, rather
than despite, the issues of data quality.
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INTRODUCTION

The failure of economic growth has been the focus of studies of the economic history of post-
colonial Africa.' This has diverted attention from explaining the actual process of economic growth
as it has occurred, and detecting economic change. This thesis takes its starting point in the
empirical studies on African growth. Cross-country growth regressions have identified an ‘African’
pattern in a global sample of averaged GDP growth rates. The interpretation of this pattern,
embodied in a large, negative and significant African continent dummy, has been that African
economies have érown inexplicably slowly, or that characteristics of African economies have not
been fully captured in the cross-country growth regressions. In response a body of literature -
attempting to account for the economic stagnation of African economies in the post-colonial era has
appeared. A rich variety of explanations has been suggested, ranging from poor initial conditions, to
low institutional quality and growth-inhibiting policies.

The thesis is a reconsideration of the dominant conclusions and methodology in the
empirical growth literature, in three important respects. First, it is observed that the literature has
focused on explaining an average shortfall of economic growth in Africa. From an economic history
perspective this has diverted attention from important questions about the process of growth on the
African continent. The overarching question has been why Africa has grown slowly; rather than
asking how African economies did grow. While it is true that on average the African economies
grew slower then those elsewhere, this stylised fact obscures the realisation that on aggregate
African economies were not lagging significantly behind in terms of economic growth before the
late 1970s. It is therefore questioned whether the average shortfall is the appropriate way of
describing the African growth experience, and further whether it is the appropriate starting point for
exp]aining African growth. It is examined to what extent the models informed by this stylised fact
have reached conclusions with explanatory potential beyond accounting for the imagined event of a
chronic failure of growth in Africa. It is suggested here that the extent of diversity of economic
growth experiences across time and space is better approached at country level.

To assert that there was quantifiably an important difference in economic growth in one
period as compared to another, or in one country as compared to another,n raises the question of the
accuracy of measurement of economic performance in Africa. The quality of the African growth
evidence is widely considered as poor, but there is a lack of empirical research establishing the
extent of its weakness. This is the second respect in which the thesis offers a reconsideration of

African growth. It is shown that the interpretation of growth episodes is sensitive to the quality of

! Throughout the thesis ‘Africa’ is used short-hand for ‘Sub-Saharan Africa’. v



the growth evidence. The empirical growth literature has been informed by averaged growth rates
over three decades. This configuration of the evidence is not very dependent on the quality of the
data, However, when scholars are aiming to associate changes in economic policy with changes in
economic performance over time, or associating differences in economic policy and economic
performance between countries, the conclusions are dependent on the reliability of the evidence.

The third element of reconsideration, related to the first, regards the method of investigation.
The region and the period region have so far been more intensively studied under the present-tense
rubric of ‘Development Economics’ or ‘Development Studies’. In examining economic
performance, economic history has the fundamental advantage of a stronger emphasis on achieving
an accurate description and analysis of the experience over time. The notion of an African growth
failure came about in the wake of the two oil price shocks (1973-74 and 1979-80), and has
increased in currency as African economies become heavily indebted under Structural Adjustment.
The contemporary literature on African growth is heavily influenced by this vantage point. This has
resulted in what is here called a ‘subtraction approach’, where the relative lack of economic growth
has found its explanation in negative characteristics of poor countries. A ranking of countries
according to average economic rate of growth is very similar to a ranking by absolute income
levels. Thus the task of explaining slow recent economic growth has been confused with explaining
the long-term condition of underdevelopment. The resulting method of investigation is a
‘subtraction approach’ where the characteristics of a developed country are compared with the
characteristics of an underdeveloped country. The differences between them have been taken to
explain slow growth. It is argued that while the dependent variables suggested in the literature can
fit with the stylized fact of persistent stagnation they fall short of explaining a change in economic
performance. Thus, this approach is not always a useful guide to interpreting the past. The
evaluation of economic policy pursued by independent African economies has suffered in
particular. The whole post-colonial period has been equated with economic failure and the judgment
on African economic policies and policy makers has been accordingly severe. The stylised fact of a
chronic African growth failure has had a decisive impact on the writing of the economic history of
independent Africa. This thesis revises this view.

While it is certain that state intervention in most African economies has left a lot to be
desired in terms of achieved economic development outcomes, this should not be automatically
equated with the consistent choice of ‘growth-inhibiting policies’, nor explained as an inevitable »
outcome of ‘African’ conditions. A methodologically sound historical account avoids using the
effect to explain the causes. In the economic history of post-colonial Africa this has proved
particularly challenging, as the effect; the African growth failure, has loomed large. The typology of

‘good policy’ versus ‘bad policies’ takes impetus from the prevailing development policy paradigm.



‘Bad policies’ are hard to define precisely, and it is not sufficient to identify them as less than
perfect decisions. To expect foresight of economic change and transcendence of contemporary
policy advice seems to be asking too much of African policy makers in the 1960s and 1970s. That
information is less than perfect is common to both state and market decisions. That decisions are
constrained by the information available to the decision makers is one of the central limitations that
make economic policy less than ideal. It is fair to point out this deficiency, but more caution should
be exercised in a practical and relative comparison of the economic development experience. This
thesis finds that in several instances there is reasonable doubt concerning the direct causal link
between the typologies of ‘good’ and ‘bad’ economic policies and the economic growth record.

To address these questions empirically the thesis considers economic growth in East-Central
Africa from 1965-95, specifically examining and comparing the experience in Botswana, Kenya,
Tanzania, and Zambia. Following the introductory Chapter 1 that surveys the aggregate literature
on African economies since independence, the thesis consists of two parts, compromising three and
two chapters. Opening the part titled ‘Measurement’ Chapter 2 reviews the state of knowledge on
the quality of the African growth evidence, concluding that the issues are likely to be important.
This claim is arises from a comparison of the major data sources. Annual GDP growth rates on the
four case-study countries from World Development Indicators, Penn World Tables, Maddison and
official national accounts data vary so much as to bring definite statements of the comparative
growth experience of Botswana, Kenya, Tanzania, and Zambia into doubt. In order to deal with the
uncertainty surrounding the growth evidence the thesis consults the primary source for growth data:
national accounts. Thus, chapter 3 investigates the developmeﬂt in national accounting
methodologies in the four countries. A basic conflict of aims is identified between the national
statisticians and the growth time series analysts. The former are striving for the most accurate level
estimate and are therefore constantly seeking to improve measurement, while the analysts needs an
accurate change estimate and would therefore desire that measurement was constant. The extent of
this problem varies across time and between the countries. The implications of creating constant
growth series based on the national accounts data in the four countries are discussed in chapter 4.
The basic statistical data, methods of measurement and estimation vary. This has decisive impacts
on the growth evidence and consequently on the validity of growth comparisons.

Based on the empirical work on measurement presented in the first part of the thesis, the
second part, titled ‘Performance’, begins with a Chapter 5 that tries to offer the most accurate
possible comparison of the growth experiences in the four economies. Economic growth is
disaggregated by sector and the rates and sources of growth are differentiated for the four countries.
Botswana, Kenya, Tanzania and Zambia are an interesting set to compare because they are clearly

associated with certain ‘negative’ and ‘positive’ typologies in the literature. The consensus in the



literature has traced the success of Botswana in ‘growth promoting policies’, while the dismal
experience in Zambia has been attributed to ‘economic mismanagement’. Kenya’s relative good
growth performance is widely thought to be underpinned by its commitment to ‘capitalist’
development, while its counterpart Tanzania is seen as suffering the results of a failed ‘socialist’
development experiment. Compared to these prior expectations it is found that in Botswana, with
the exception of the mining sector, economic growth was surprisingly low. Conversely in Zambia,
except for mining, economic growth was surprisingly fast. Meanwhile the growth experiences of
Kenya and Tanzania were surprisingly similar. These contrasts and similarities of the growth
episodes in countries and the economic policy interpretations are reconsidered in Chapter 6.

In the concluding chapter'these conclusions from the individual chapters are brought
together and synthesised. It is worth highlighting one aspect that makes this thesis unique: in
addition to interpreting the economic performance, this thesis also considers to what extent scholars
are able to interpret economic performance on the basis of the GDP metric. Beyond the specific
empirical findings analysed there, the concluding chapter also has some messages concerning
approaches to studying economic growth in Africa. A limitation of this thesis, shared with most
economists’ work on African growth, is that it takes independence (here 1965) as the entry point of
investigation. The link between post-colonial and colonial Africa has been made in the history
discipline, but not as yet in quantitative economic history. The most constraining factor here has
been the lack of growth time series. As this thesis shows, the econometric work on post-colonial
Africa has been done in spite of serious data reliability and validity issues. It is hoped that this
thesis research can be a step towards achieving a degree of quantifiable certainty about the African
economic past. This way the debate on African growth can be recentred towards explaining

economic change, and not solely focussed on the lack of economic growth.
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Chapter 1: Explaining African Economic Growth: The Quest for the African
Dummy

This chapter traces roughly a decade of research aimed at explaining African growth performance,
here called the quest for the African dummy. The emergence of an African continent dummy
variable will be explored and it will be shown how the quest to eliminate this dummy progressed,
and how, eventually, the African growth shortfall was never satisfactorily explained. In short, this is
a critical survey of the regression literature on African growth. First, the chapter reviews the
African growth evidence and presents alternative interpretations of the African growth experience.
It proceeds by examining the main conclusions reached; how these conclusions were supported by
explanatory variables; and finally whether these conclusions cohere with the evidence. The chapter
characterises th¢ explanatory framework that has been used and it is shown how the ‘quest for the
African dummy’ has had a decisive effect on the writing of the economic history of independent
Africa. Because of its importance this literature is the reference point for this thesis and the chapter
concludes with some suggestions for further investigation, which maps the way forward for thesis.
In 1991 R. J. Barro published “Economic Growth in a Cross Section of Countries”, a paper
exploring causes of economic growth in a global sample of countries. The article spurred a great
amount of research. These papers remained with the same methodology - cross.country growth
regressions in which the dependent variable was the average growth rate of per capita GDP
(Durlauf et. al. 2005: 599). Within this literature, henceforth called the regression literature,
innovation was found in adding different independent variables, or interactions of them, to the
initial baseline estimation. One of the central findings in that seminal paper was a large and
significant African dummy variable. Barro’s interpretation of the dummy was that the analysis had
not yet fully captured the characteristics of a ‘typical country’ on the African continent (Barro
1991:437). This finding prompted a research agenda aiming to eliminate the African dummy, and
thus explain the African growth shortfall. Various solutions were proposed and conclusions reached
in the following years. The Barro interpretation was taken litefally in the magazine the Economist in
2000 where it was asked whether “Does Africa have some inherent character flaw that keeps it
backward and incapable of development?” In a more resigned conclusion, recognizing that despite
many efforts, the African dummy had proved elusive and had not been eliminated over a decade of
research, in an authoritative synthesis article Collier and Gunning concluded simply that African

economies have grown “inexplicably slowly” (Collier and Gunning 1999a: 66).

2 (Economist May 13—19, 2000) Quoted in Arrighi (2002)
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More recently, while there has been a shift towards explaining growth over longér periods,’
there has been a slump in the publishing of articles on the post-colonial African growth
performance, indicating that a limit to invention has been reached. The conclusions of the
regression literature on Africa have had a large resonance, partly because the results were to some
extent coherent with the policy agenda set by the Bretton Woods institutions. The conclusions have
also been successfully furthered to a non-academic audience through recent publications by P.
Collier, W. Easterly and J. Sachs; all major contributors to the regression literature.* The findings of
the regression literature are treated as established facts. The quest for the African dummy has thus
seemingly ended, the answers to why Africa grew so slowly are supposedly found and the
conclusions from more than a decade of running regressions on African growth are apparently
deemed to be ready for textbook publications. The recently published The Political Economy of
Economic Growth in Africa 1960-2000 (Ndulu et. al. 2008a; b) has its basis in this literature. In the
second volume, in 26 country studies the conclusions from the aggregate regressions were used to
discipline the search for causes of economic growth to be complementary to the aggregate story
(Ndulu et. al. 2008a: 9). That publication sums up the widely accepted account of post-colonial
economic performance. This chapter sums up how this account was built incrementally, and argues
that certain perspectives on African economic growth were missed on the way.

The questions on the research agenda were an outcome of the specific methodology used,
which again detérmined the handling of the growth evidence. The origin of the empirical growth
literature was to explain the “secular” or “underlying” economic growth. The model was developed
to test growth theory empirically and was aiming at explaining differences in the steady state
growth rate. This initial intent of the model is a separate issue from what it is been claimed to
explain in the regression literature. A model has an associated narrative and both parts should be
evaluated. The papers under review explicitly aim to explain African economic performance in the
post-colonial period. For that purpose the average rate of growth in GDP per capita is used as the
dependent variable. In a global sample this leaves what may be termed a negative growth residual
for African economies unexplained or a significant negative African dummy. It requires a leap of
faith to go from such a cross sectional observation to reach the verdict that this observation is valid
through time. What the model actually examines is at times different from its literal interpretation in
the literature. This paper will examine how the regression model, and the use of the growth

evidence, has influenced the conclusions reached on African growth.

3 As marked by the work of Acemoglu et al.(2005; 2002; 2001); Austin (2007b); Bates et. al. (2007); Easterly and
Levine (2003); Engerman and Sokoloff (1997); and; Nunn (2007).

4 The Bottom Billion (Collier 2007), White Man’s Burden (Easterly 2007), The Elusive Quest for Growth (Easterly
2001a) and The End of Poverty (2005).
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The issue at stake here is economic performance. How did the African economies perform
and why? This point of departure is relatively uncontroversial. The trajectory of the debate gets
complicated as soon as the first step is taken. The mainstream literature takes measured growth in
GDP as the evidence of economic performance. Some scholars will not readily agree that this
measure constitutes economic development per se, and further object that the data on GDP growth
in Africa are inaccurate and unreliable. It is common behaviour to ignore these caveats, and those
issues are equally sidestepped in this chapter, but will be dealt with in the following chapters. A
further valid complaint regards whether it makes sense to analyse African economies as a coherent
unit. Following with the literature this problem is initially disregarded in this chapter, but country
level coherence will be treated in a case-study analysis of Botswana, Kenya, Tanzania and Zambia
in this thesis.

The fact is that there exists a literature that, while sometimes observing these deficiencies,
usually ignores them for the sake of the argument. This literature is worthy of a critical review, not
for its acute attention to specificities of individual countries or the attention to the quality of the
evidence, but for its wide resonance. The parameters for the discussion, in terms of type of evidence
and the sample of countries, are set by the literature as embodied in the African dummy. The
existence of such a dummy is a result of a specific configuration of the growth evidence. The literal
interpretation of the dummy is that African economies have a persistently slower steady-state
growth rate than other economies. The literature has then gone ahead and ventured different ideas of
why that is, and proposed different variables .that capture this negative growth residual vis-a-vis the
rest of the world. This is the static story, where this one stylised fact is explained by a range of other
facts in a causal relationship. The research agenda was summed up as “it is clear that Africa has
suffered a chronic failure of economic growth. The problem for analysis is to determine its causes”
(Collier and Gunning 1999b: 4). The overarching question has been why has Africa grown slowly,
instead of asking how African economies grew. There are many unaddressed questions in the wake
of this quest for the African dummy. Since the literature has been informed by the average growth
in GDP per capita, the question of the timing of growth has gone unaddressed. There has been no
probing as regards whether the stylised fact is true. Was there a chronic failure of growth? The fact
is that there were episodes of growth, where and when these occurred has received less attention. It
is also obvious that usefulness of Africa as a category has its limitations. The view that ‘Africa’ is
relevant as an explanatory category in itself has been strengthened'by the quest for the African
dummy, while there is probably as much variation in growth within Africa, as when Africa is
compared to the rest of the world. Beyond the obvious example of the uniqueness of individual

country experiences, there are also unaddressed explanations of the aggregate pattern of growth.
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The story of economic growth halted by an exogenous shock and followed by a decline in growth

has got lost in this research agenda.

Patterns of Aggregate Growth in Africa 1960-2000

The African continent dummy originated in observing a difference between the growth rates in the
World as a whole and in Africa. There are many possible ways of presenting the economic growth

record ofthe post-colonial period. Some ofthem will be explored here.

Figure 1: Economic Growth - Africa versus the World 1960-2000, annual growth rates

- *World Annual
- - -SSA Annual

Source: World Development Indicators (2007) Data: GDP per capita (constant 2000 US$) Annual Growth %.

Figure 1above displays one way of comparing growth in Africa with the rest ofthe world between
1960 and 2000. The first two curves plot annual GDP per capita growth in the World and Africa. It
is evident that there is a large year-to-year variation in growth, and that the variation is around a
higher trend in the first half ofthe period compared to the second half ofthe period. It is also
apparent that the African GDP per capita growth is often negative from the late 1970s onwards.

In contrast figure 2 shows the average growth in GDP per capita over the period, as a
conceptual approximation to the growth evidence that has informed the regression literature. The
average growth shortfall over the period is about 1.5 per cent, with an average African growth rate

of 0.5 percent compared 2 percent world average. In the seminal cross country regression with
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global sample of average growth rates 1960-1985, the African Dummy was found to be 1.1 percent
(Barro 1991). The regression literature has aimed at eliminating that dummy. The quest for the

Figure 2: Economic Growth - Africa versus the World 1960-2000, average growth

0 A
2
1.5
0 World Average
m SSA Average
1
0.5

Source: World Development Indicators (2007) Data: GDP per capita (constant 2000 US$) Annual Growth %.

African dummy has not explained how African economies grew, but taken it as given that this
average growth shortfall is the defining characteristic of African growth performance. Collier and
Gunning observe this weakness themselves, admitting: ‘One limitation ofthe growth regression
literature is that to date it has focused upon explaining long-term average African slow growth’
(Collier and Gunning 1999a: 79).

Figure 3 plots indices of GDP per capita (1960=1). The main lesson to take from the indices
is that the gap between the two is very small in the first part of the period, and at is only after 1975
that the difference between them is larger than 10 per cent. After that, however the indices diverge
dramatically.

The approach taken in this thesis is that, if one adopts a perspective not limited by focusing
on an average shortfall in growth, the aggregate growth evidence opens up for other interpretations
regarding the timing ofthe dummy. When did the negative residual accumulate? Again, it also
shifts the focus from why there is gap in growth in Africa vis-a-vis the World, toward explaining
African growth itself. If one judges that the growth pattern, seen in a dynamic way, does not cohere
with the static approximation it would leave the regression model unsatisfactory. This would be the
case where the “imagined event” - a persistent negative growth residual - does not cohere with the

“real event” to such an extent that it calls for different explanatory variables.
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Figure 3: Economic Growth - Africa versus the World 1960-2000, GDP per capita index

o World 1960=1
= SSA 1960=1

The African growth experience is not one of persistent stagnation. In 1960 African GDP per
capita was about one sixth of World GDP per capita. This remained true until 1977, after which the
gap widened. In 2000 the African GDP per capita was less than one tenth ofthe World GDP per
capita. The African growth shortfall is therefore a more recent phenomenon. Before 1977, in terms
of growth rates African economies were not significantly lagging behind. Indeed, viewed in total
GDP terms, the African economies grew quicker than the rest of the world in this period, since the
population growth in Africa 1961-2000 was one percent higher than in the rest ofthe World.5 The
two below contrasts the relative performance of Africa and other regions, using total GDP indices
across 1960 to 1975 compared to 1975 to 1990.

Table 1: Tota GDP Indices by Fregions 1960-1975

1960=100 World South  East OECD Latin Africa
Asia Asia America

1965 130 122 117 131 127 130

1970 171 150 164 170 168 166

1975 204 170 224 200 228 208

Table 2: Total GDP Indices by Fregions 1975-1990

1975 =100 World South  East OECD Latin Africa
Asia Asia America

1980 121 119 138 119 130 114

1985 137 156 195 135 133 120

1990 164 209 268 160 146 136

5 All data taken from World Development Indicators, This conclusion is not an artefact of my use of the WDI data.
Ndulu and O’Connell (1999) finds the same pattern using Penn World Tables. Maddison (1995) supports the same

conclusion. Neither is this finding an artefact of aggregation, it is supported by individual country experiences, as is
shown by Arrighi (2002) using data assembled by Berthelemy and Soderling (2001).
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So, in reality the African growth pattern looks considerably different. The notion of the
African growth failure came about in the wake of the 1973/4 and 1981 oil price shocks, and has
increased in currency as African economies have become heavily indebted under structural
adjustment, and due to the required food aid related to the droughts that have plagued the continent
in the latter part of the period. In trying to solve the puzzle of slow growth the regression literature

is a child of its own time.

Explaining Lack of Growth in Africa

This alternative presentation of the growth evidence above demonstrates that a “chronic failure” of
growth in Africa is dependent on a specific configuration of the evidence. With the timing of the
divergence of economic performance as a background it would seem that phrasing the research
question as why has Africa grown slowly is misleading. The extent to which this initial starting
point is incorrect would determine to which degree the independent variables used in the literature .
have been tainted by this use of the growth evidence. Consequently, this paper now moves to
consider the independent variables used in the regressions, review their conceptual soundness and
test how well they stand as causal factors of growth in Africa. Has the quest for the African Dummy
yielded any results that can provide a coherent explanation of the notion of the rapid growth in the
1960s and early 1970s, and the subsequent retrogression in the late 1970s and the 1980s?

The table below shows the quest for the African dummy, as it progressed over a decade,
searching for the right explanatory variable that that would remove the “stubborn African dummy”
(Temple 1998: 324). The dummy remained significant with the exception of the Sachs and Warner
regression, where the African dummy was superseded by the inclusion of a tropical dummy.

Table 3: The Quest for the African Dummy - A Summary

Regression Value of the African Dummy Central Variable
Barro, 1991 -0.0129 (0.0030)*

Barro and Lee, 1993 -0.0116 (0.051)* Black Market Premium
Mauro, 1995 -0.017 [-4.26] to 0.021 [-5.21]**  Corruption

Sachs and Warner, 1997 0.02 [0.05]** Openness

Easterly and Levine, 1997 -0.013 [-2.46] ** Ethnicity

Burnside and Dollar, 1997 -0.0135 & -0.0161 (0.76)* Aid

Temple, 1998 -0.0102 [1.74] to -0.0238 [4.38] = Social Capital

Collier and Gunning, 1999 -0.0052 [0.98]

*Standard Error in parentheses
**T.scores in brackets
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The list in the table is by no means exhaustive. Durlauf et. al. (2005: Appendix 2) report that in
cross country growth regressions 145 explanatory variables have been found statistically significant,
and therefore with an explanatory effect on the rate of growth. Of these 145 variables some
entertain similar growth hypotheses, but differs in the measures used. Durlauf et. al (2005: 639)
identifies 43 conceptually different “theories” of growth as being “proven” in the literature. The
result of Durlauf et. al (2005:5 99) call a ‘growth regression industry’ as researchers have added
plausibly relevant variables to the baseline Solow specification.

A natural starting point is the authoritative survey of the regression literature on African
growth, ‘Explaining African Economic Performance’, by P. Collier and J. W. Gunning (1999a).6
That paper summarized the most significant factors in regressions on African growth, which were
summarized under six headings: lack of social capital, lack of openness to trade, deficient public
services, geography and risk, lack of financial depth, and high aid dependence. The implicit
argument structure in the paper was that the factors can all be derived from the lack of social
capital. In their view the cumulative evidence of the regression literature identifies lack of openness
to trade and low level of ‘social capital’ as having “large, damaging effects on the growth rate”
(Collier and Gunning 1999a: 74).

The lack of social capital is the ‘original sin’ in Collier and Gunning’s synthesis of the
regression literature. It causes “bad” policies such as restrictive trade policy and deficient public -
services, aggravates unfortunate natural endowments, has lack of financial depth as a bi-product and
makes aid inefficient. Thrdugh this variable, causes that normally would have been considered
exogenous or unfortunate initial conditions are made endogenous effects of a lack of “social
capital”.

At face value, this list of the significant factors illustrates that by finding explanations for a
lack of growth, the regression literature has found variables that give a distinct flavour of a
subtraction approach. The subtraction approach can be described as taking the characteristics of a
developed country on one side, and comparing it with an underdeveloped country on the other side.
The differences between them are taken to explain underdevelopment. This is well illustrated by the
list of factors in the paper, and the frequent use of ‘lack of ...” makes it explicit.

Linked with the subtraction approach is the revival of the notion of the vicious circle of
underdevelopment, where underdevelopment is taken to explain itself. This does not cohere with
the actual growth record. The African economies have displayed both growth and retrogression;

they have not been captured in a low-level equilibrium where poverty has reproduced itself.

® That synthesis article was published in 1999, and one would perhaps object that the study is fairly dated. However, as
indicated in the previous section, there have not been major significant new findings in the literature since then. This
contention is supported by Durlauf et. al (2005), who refer to Collier and Gunning (1999a) and Easterly and Levine
(1997) as the authoritative examinations of African growth, Furthermore, an additional review of the regression
literature on African growth focussed on the same papers reviewed here (Azam et. al. 2002).
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Therefore, the factors launched and the circular reasoning in which they are embedded is not
immediately convincing. It is already known before reading the regression literature that Africa has
performed relatively worse in GDP per capita terms over the post-colonial period as a whole. The

~ African economies are poorer. Knowing that we would also assume that they rank lower on
education, health and infrastructural indicators, it is also reasonable to assume that these poor
cbuntries receive more aid, and have less developed financial markets. This is confirmed by the
regression literature. What it does not tell us, and what would be the key to understanding economic
performance, is why the African economies grow and why they regress.

To observe a difference between two countries based on a subtraction approachis a
potentially useful start, but not a useful conclusion. One has to ask why this difference exists and
how it came about. That correlation does not imply causation is a truism, yet one feels that this
basic acknowledgement sometimes needs to be restated when confronted with the regression work
on African growth. Correlation and circular reasoning do not make us wiser;r what is needed is a
stricter explanatory framework of cause and effect. This would necessitate an abandonment of the
central premise of the cross section regression literature. While these regressions are fitted by
averaging dependent and independent variables one is constructing African economic history as a
static story of stagnation and slow growth - a story that ignores important quantitative and
qualitative changes.

In this respect it could be seen as a paradox that policy is given such a prominent role in the
explanation. If one considers the growth pattern presented earlier in the thesis, the African
economies grew rapidly when ‘bad’ polices were implemented. The first structural adjﬁstment
package was agreed upon with Senegal in 1979 (Van de Walle 2001). Since then most African
economies have been implementing ‘good’ policies as prescribed by the orthodox scholars, and
economic performance has been poor. There is considerable debate on whether these polices were
fully implemented. Nevertheless, the reforms that were manifestly implemented targeted
specifically the prominent variables in the regression literature. That is, the black market premium
through devaluation, openness (also part of the former) by abandoning price controls and reducing
tariffs, and lastly financial reforms. _

The regression literature has overwhelmingly put the blame for poor economic performance
on African policy makers. The literature does to some extent want to explain these ‘bad’ policies
with social arrangements that are specific to Africa, this is where social capital comes in, and is
supposed to capture the African exceptionalism of poor performance. As we have seen, Collier and
Gunning (1999a; b), emphasise the lack of social capital as the central factor. Or more specifically,
as Azam et. al. put it “the choice of bad policies... ... is traced to the lack of social capital and

deficient political institutions” (2002: 171). Similarly, Temple summed up the consensus in the
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literature as “observable variables capturing initial conditions can account for around three-quarters
of the variation in developing country growth rates. These variables affect growth mainly by
determining policy outcomes” (Temple 1998:341). In plain language the regression literature
initially found that certain policy variables such as overvalued currencies, corruption and general
institutional quality were correlated with low average growth rates. In trying to assign a causal link,
and avoiding endogeneity, the literature has increasingly sought to explain these policy outcomes
with respect to initial conditions. The initial conditions that have been used are “social capital” and
“ethnic diversity”.

Social capital is defined as containing two components: public and civic capital. The former
should be understood as resulting from social interaction and the latter from institutions. It is further
important for its definition that social capital has social causes, but may have economic effects. The
main thrust of the argument derives from the effects of narrow constituencies and ethnic
fractionalisation. The former relies on work by Bates (Bates 1981; 1983) and explains “bad” or
growth retarding institutions, and the latter relies on regression work by Easterly and Levine (1997).
There is no regression evidence explicitly supporting the Bates argument. Ethnicity is a poor proxy
for narrow constituencies. It should be remembered that Bates’ argument (Bates 1981; 1983) is
primarily meant to explain the differing agricultural pricing policies within Africa as policy
outcomes determined by whether the ruling elite are rural or urban based, resulting in corresponding
policy bias. The ethnicity variable is weakened by its crude formulation. There is good reason to
believe that political instability and linguistic fragmentation does not increase proportionally.
Rather, two or three equally large groups have proved more detrimental than many small groups.
Incidentally, Easterly and Levine show this when attempting to prove that their ethnicity variable
works: they compare the two extremes on the ethnic fragmentation measure, Japan and Tanzania.
They find that the indirect and direct effect of ETHNIC “accounts for about 4.1 percentage points of
the growth difference — which equals the actual gfowth difference.” (Easterly and Levine
1997:1237). While these numbers add up, it must be noted that ethnicity has not been ascribed a
growth-retarding effect by any major scholarly works on the economy of Tanzania.

The basic claim is that the lack of social capital causes ‘bad’ polices. The linguistic
fragmentation has a weak ‘instrumental’ explanatory potential in this respect. It only displays a
robust impact on the numbers of telephones per capita (Azam et. al. 2002: 204) — a variable to
which one would be careful about ascribing too much growth explanatory potential. There are
weaker relationships with some of the other policy variables — school attainment, financial depth,
and the black market premium. The two former have already been dealt with earlier. Although some
African currencies were systematically overvalued (this does not apply to the CFA countries for

instance) its extreme values inflating the measure were shock and not policy outcomes. This has
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been noted in the growth literature earlier: “If shock variables are omitted, estimates of the effect of
the black market premium on growth will falsely attribute externally-induced adversity to policy”
(Easterly et al. 1993: 474).

‘Lack of social capital’ is also supported by some ‘subjective evidence’ i.e. different
impressionistic rankings of various measures of institutional efficiency based on interviews. These

descriptive data are given in Table 4.

Table 4: Evidence Used in the Empirical Growth Literature for ‘Lack of Social Capital’

SSA Other LDCs
Corruption 4.97 6.03
Bureaucracy 1.38 1.72
Enforceability 1.95 2.09
Civil War 1.27 0.72
Fractionalization 67.6 32.7
Social Development 1.10 -0.43
Inequality 31.0 31.0

Notes: Corruption: data from International Country Risk Guide for 1982; low score indicates high corruption. Quality of
bureaucracy: source as corruption, high scores indicate better quality; range is from 0-6. Enforceability of contracts:
data from Business Environmental Risk Intelligence for 1972; low scores indicate weak enforceability; range is 0-4.

The index of fractionalization is on the range 0-100 with completely homogenous societies scored as zero. Adelman-
Morris Index of ‘social development’ as of the early 1960s is constructed on the effective range 1.86 (least) to -1.91
(most) over 74 countries which they classified as developing at the time. Inequality: the income share of the third and
fourth quintiles. Sources: Corruption and fractionalization from Mauro (1995); civil war (months per year) from Singer
and Small (1994); A-M Index and inequality from Temple (1999)

This table is reproduced from Collier and Gunning 1999a (Table 2: Socio-Political Indicators: Differences between
Sub-Saharan Africa and other LDCs p.67). '

'fhere is a critical problem of reverse causality associated with the use of these data. They
are all observations from the 1980s and 1990s i.e. in the latter half of the period analysed.
Consequently, these are likely to be effects of the growth failure of the late 1970s and early 1980s,
and not a cause of growth during the whole period. The data are also far from comprehensive.
Knack and Keefer (1995) use only two African countries, South Africa and Nigeria. The data on
corruption and bureaucratic inefficiency from Mauro (1995) includes only ten African countries.
Among those ten are the notorious and not necessarily representative Nigeria, Zaire and Cameroon.
These interviews were conducted in 1981-83. In Nigeria this coincides with the Shagari government

which was viewed as particularly corrupt (Othman 1984), in Zaire with the disintegration of the
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Mobotu regime and in Cameroon with a government change due to corruption allegations. As seen
in table 4, the variables used to measure the effect of social capital could be divided into three
different categories, measures of institutional quality, ethnicity, and the third supplement of the
social development index. These are all highly correlated. This is not surprising as the quest for
eliminating the dummy has been geared towards finding a measure on which African economies
scores different than others.

The social development index was developed by Adelman and Morris (1967). This index
was used by Temple (1999), Temple and Johnson (1998) and as we have seen, it is reported in
Collier and Gunning (1999a). These publications refer to it explicitly as é measure of social capital.
The index has the advantage of being dated in the beginning of the period (the measures are
collected from the period 1957-1962) as opposed to the more recent surveys of subjective evidence
on institutional quality. Therefore the scores on this index cannot have been caused by later
processes of economic development in those countries. Granted, the index has this one advantage,
but it has many other problems.

First, having been made in the intellectual milieu at the time, this index was made with the
idea in mind that societies are to be found on a continuous line of development from ‘traditional’ to
‘modern’. Revisionist scholarship has emphasised that this not the case, and that there are many
paths to modernity, rejecting the idea of a unilinear model of development. Second, the index does
not cohere with the theoretical underpinnings of social capital. The idea behind using social capital
as an analytically distinct term from other types of capital or development is that the capital should
have social causes, and economic effects. The phenomena measured need to be unrelated to other
types of capital accumulation, in order to make sure we are measuring growth effects that are
caused by social capital. Table 5 on the next page shows the weighting of the factors in the index as
used by Temple and Johnson (1998) and by Temple (1999).”

The measures listed the table are composites derived from various other measures. Some of
the values given to countries were based on official available statistics. On other more
impressionistic measures or when data for the characteristics were unavailable the countries were
ranked according to the researcher’s judgment. For example, a value would be given for
Tanganyika (mainland Tanzania) on the variable “Degree of modernisation of outlook” or another
“purely judgemental indicator” (Adelman and Morris 1967: 12) based on a general feeling about
that country. That value would then be sent for consultation to other ‘experts’. If those disagreed the

- value would be adjusted upwards or downwards accordingly.

N

" In the original Adelman and Morris Index ethnicity was included as a variable as well. However, since the papers
referred to here used linguistic fragmentation as a separate independent variable, the ethnicity part of the index was
excluded.
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Table 5: Socioeconomic Components of the Adelman-Morris Index

Factor Loading:
Size of the traditional agricultural sector -0.89
Extent of dualism 0.84
Extent of urbanisation 0.84
Character of basic social organisation 0.83
Importance of indigenous middle class 0.82
Extent of social mobility _ 0.86
Extent of literacy 0.86
Extent of mass communications 0.88
Crude fertility rate -0.63
Degree of modernisation of outlook 0.75

Temple is pleased by the fact that when he groups the countries in the sample in three
groups “the African countries nearly all fall into the first group - that associated with the most
traditional societies. Thus, this variable does seem to offer some hope of removing the stubborn
Africa dummy” (1998:324). In that context it is worth mentioning that the only countries that are
not African and classified in the least socially developed group are Afghanistan, Laos, Nepal; South
Vietnam and Yemen. In this respect it could be arghed that one is just redefining the puzzle
elsewhere, creating a dummy by another name. It is also problematic that the African exception —
Botswana, is not included. Botswana grew very rapidly throughout the period, and is often used as
the example that ethnicity and democracy matters, as the country has only main language and has
remained relatively democratic throughout the period. It is extremely unlikely; however, that
Botswana would have scored significantly different on the A-M index in 1957.

From the list in table three it is clear that the factors are associated with economic
modernisation. The index is not a pure measure of social capital, or a capability for modernisation
or rapid growth. The factors listed are characteristics of a hl gher degree of economic poverty, and a
lower level of economic development. The measure is very inclusive and contains indicators like
health, education and economic structure. The list also includes measures that today by general
consensus are widely regarded as a conceptually unsound basis to describe less developed societies.
Examples in point are ‘dualism’ and ‘traditional sector’. While it is open to speculation whether the
Social Development Index may or may not proxy social capital, it is clear that it does not measure
social capital according to its definition. The data behind the index are results of accumulation of
human and physical capital, and economic processes such as the degree of structural change and

urbanisation. This is related to the confusion in the literature as whether one is explaining being
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relatively poor or growing relatively slowly. In essence social capital suffers from measurement
problems, but even if the proxies were accepted, the variables fall short of explaining a change in
economic performance.

The cross-sectional explanation of African growth suffers from several incoherencies.
Keeping the record of growth presented earlier in mind the proposition that initial conditions
determine persistent slow growth directly does not make sense. At best, such variables as ethnicity
or lack of modernization of outlook can be seen as contingent. It seems that unfortunate initial
conditions were overcome, how they came into play at later stage could be part ofa historical
explanation. However, the cross-sectional story does not accommodate for such explanations. The
persistence ofthe African Dummy became one ofthe important questions to address in the
regression literature. While it was tempting to interpret the dummy as that Africa had a ‘character
flaw’ that made it incapable of economic development, the growth record tells a different story. ’

The variables that capture the policy outcomes suffer from a different shortcoming. Either
their average value (such as the black market premium) is inflated by the economic shocks of the
late 1970s and early 1980s, or the observations of institutional quality are made after these

economic shocks. It is misleading to take this post-shock phenomenon to explain the whole period.

Figure 4: Financial Aid as percentage of GNI for Africa 1960-2000

1960 1965 1970 1975 1980 1985 1990 1995 2000 2001

Years

Source: WDI 2002

In a telling manner, Collier and Gunning illustrate this when arguing the case that Africa suffers
from high aid dependence (Collier and Gunning 1999a:74). It is reported that in 1994 the share of

aid to GNP in Africa was almost five times higher than in other low income countries.9 WDI (2002)

8 (Economist May 13-19, 2000) quoted in Arrighi (2002)
9 The source of the data for this ratio in the paper is not given.

24



records aid dependency ratios as a percentage to GNI, which includes all official development
assistaﬁce, official aid, technical cooperation and all loans with at least 25 percent grant element.
The percentages are plotted in figure 2. It is revealed that in picking 1994, Collier and Gunning
used the absolute peak observation (in the WDI data it is recorded as 7.3 percent and not 12.4
percent). Relatively high aid dependence is indeed a symptom of the growth experience of the
1980s, but its extreme values are a more recent phenomenon than is usually thought.

A similar misplaced pessimism relates to infrastructure and human capital. As examples of
relative indicators of deficiency in public service provision causing slow growth Collier and
Gunning report that the rural road density in Africa was 55 km per square km as cofnpared to 800 in
India and that “[f]reight rates by rail are on average around double those in Asia” (1999a:71)."
Before accepting these rankings of infrastructure efficiency and attributing them to irrational policy
making based on low social capital, one would need to take account of some other relative
indicators. That road density and similarly the prevalence of railways are outcomes of population
density seem commonsense. Again, the numbers of users is a critical determinant in the pricing
equation and therefore also of the optimal level of infrastructure provision. Consequently, those
data need to put in a context appreciating differing physical endowments and factor ratios. The table
below shows the relative population densities, and reflects the fact that in 2000 Africa had

approximately half the number of inhabitants over five times as large a landmass.

Table 6: Population density (people per sq km)

Year South Asia Sub-Saharan Africa
1961 120 10
2000 283 28

Table 7: Arithmetic Average of Total Road Network (in km) 1990-1997)

South Asia

Sub-Saharan Africa

Ratio

2722127

1 148 745

24

Source: WDI 2002

The data on total road network in the table show that in South Asia the road network is twice
as large in total length. Accordingly, when the landmass is taken into account, total road density per

square kilometre is ten times higher, a number that corresponds exactly with the ratio of population

10 Collier and Gunning provides no reference for these data. There is made reference to Yeats and Amjadi (1995) at
the end of the paragraph p. 72, but this is not the source of the data.
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densities. This can be taken to confirm the hypothesis made earlier — that road length per square

kilometre crucially depends on how many people live within that square kilometre.

Table 8: Railways, goods transported (ton-km per PPP $ million of GDP) 1980-1999

“Asia” (India, Pakistan, “Africa” (Kenya, Tanzania, Cote d’Ivoire, Nigeria |Ratio
Thailand) and Ghana)
100 332 928 333 51 783 078 666 1.9

Source: WDI 2002

For an assessment of the difference in cost of freights by rail the same physical conditions
does apply. In addition usage - total tonnage transported - is of the utmost importance. The table
above shows a comparison of goods transported by rail. The measures indicate the tonnage of goods
transported times kilometres travelled per million dollars of GDP measured in purchasing power
parity (PPP) terms. The data show that, normalized for GDP levels, there are almost twice as much
tons of goods transported per kilometre by railway in the selected countries representing ‘Asia’ as
compared to the ones representing ‘Africa’.!! These two crude numerical exercises show that these
descriptive data only can make sense in their context. It is therefore indicative that when one
compares vehicles per 1000 inhabitants the picture looks completely different. The data reflect the
outcome of differing physical conditions. For some areas railway is the rational choice, for other
automobiles. Endowments in a narrow sense is not a good predictor of economic performance or as
Hopkins (1973:13-14) put it, “Comparing the natural resources and climates of different parts of the
world in order to draw conclusions about whether they stimulated or retarded the economic progress
of particular societies is a tempting but unprofitable exercise — rather trying to decide if life is more
difficult for penguins in the Antarctic or camels in the Sahara.” The clue is to evaluate other issues
such as technology in the light of the specific endowments, before asserting that irrational policies

or institutions have hampered economic progress.

Table 9: Vehicles per 1000 People

Sub-Saharan Africa | South Asia East Asia and Pacific
1980 21 2 3
1990-96 23 6 16

Source: WDI 2002. The data were only available for the years displayed. The 1990-96 are arithmetic averages of the
observations for those years. ,

" Aggregate data was not available for the regions and sparsely available for individual countries. The category ‘Asia’
covers India, Pakistan and Thailand, and for ‘Africa’ Kenya, Nigeria, Tanzania, Cote d’Ivoire and Ghana, both are
arithmetic averages for the period 1980-1999. The selection criteria was availability. Data taken from WDI 2002.

26



“The public service which has received most attention in growth regressions has been
education” (Collier and Gunning 1999a:71). But education is exceedingly unsuitable to explain
slow growth in Africa, because enrolment and literacy levels have increased rapidly even when
growth has not been high. This is confirmed, using data from WDI (2002), by a correlation
coefficient of -0.985 between GDP growth and literacy rates for the period 1970-2000 (annual
data). This counterintuitive finding of almost perfect negative correlation would in growth
regression terms imply that literacy has a negative impact on growth rates. It reflects that Africa has
had an impressive improvement in human capital measures and that this tendency has continued
‘despite the slowdown in growth since the mid 1970s. This contradictory evidence can however be
accommodated in a growth regression. If one regress a relative human capital stock deﬁcit on an
average growth shortfall, the result will come out as human capital having a significant negative
effect on growth. By this method, human capital is found to account for 1.2 percent of Africa’s
annual growth shortfall relative to Asia (Bleaney and Nishiyama 2002).!? But did one now just fit a
regression, or was something actually explained?

While there might be a certain threshold of human capital beyond which African economies
would start to benefit from human capital based growth, it remains a hypothesis whether it has been
the chief constraint on growth in the 1980s. What is certain is that significant progress has been
made since independence (Sender 1999), also through times of constrained finances, and external
demands of austerity. “Deficient public services” does not capture the evolutionary aspect of public
service delivery in African economies. Large improvements were made after independence, despite
the iniﬁal conditions. Some of these improvements continued through the 1980s despite a growth

failure. Africa has not been a chronic failure, in terms of growth, nor in terms of development.

Reflections: Towards Explaining African Growth

In a paper observing that most developing countries’ growth experience has been characterized by
instability rather than stable trend growth, it was warned that the “exploding economic growth
literature” was “unlikely to be useful” (Pritchett 1998). In another statement that could be taken to
be addressing the cross-country growth regressions applying an African dummy, Pritchett wrote
that the “use of ‘panel’ data, particularly with ‘fixed effects’ to investigate long run growth effects
is almost certainly pointless” (1998: 3-4). In this chapter the regressions on African growth have

been evaluated, and it has been stressed that the quest for the African dummy has been solely

12 Bleaney and Nishiyama 2002 finds this after having made a synthesis of the regression models of Barro (1991), Sachs
and Warner (1997) and Easterly and Levine (1997). Their human capital variable is a composite of Life expectancy and
Male Schooling.
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focused on explaining African economic performance as slow average growth. As a result, the
investigation has been misguided, and the value of the findings is accordingly limited.

The central characteristic of the post-colonial African growth has been that with some
exceptions, African economies grew rapidly until the middle of the 1970s, and thereafter, with
fewer exceptions, these economies saw their growth rates falling. It would further probably
associate this growth failure with the concomitant hike in petroleum prices, failing exports and
subsequent indebtedness that was aggravated by world wide increase in interest rates. In this review
chapter some evidence has been brought forward that puts weight behind the argument that the
evidence of economic growth follows that particular pattern. It is not only that the growth rates
were ‘volatile’, but a trend of growth can be discerned. The aggregate growth evidence brings out a
pattern of growth, a pattern that is missed and not explained by the regression literature.

Institutional quality or social capital has become the all-embracing variable explaining
divergence in economic growth. If one is willing to accept two of Gerschenkron’s (1962)
propositions a ‘subtraction approach’ or regressing with institutional indexes (Knack and Keefer
1995) makes little sense. The first proposition is that ‘late development’ is going to be considerably
different from how currently developed countries grew. This difference is to be found in the design
of the institutional framework. The second that follows the first — there is no general list of
prerequisites for growth, and that these prerequisites can not be distinguished from the ‘final’ result
of development. Efficient institutions are a characteristic of a well functioning developed economy.
Acknowledging this proposal is in conflict with such exercises most famously done by Kaufman et
al. (1999), where institutional quality is an indicator taking values rangiﬁg from 2.5 to 2.5. Here a
one size fits all perspective finds its highest level. A brief summary of successful development
experiences in the 20™ century would inform us that there is no such thing as one size fits them all.
Adopting ‘best practice paradigm’ is a fallacy, not because of the informal institutions as North
(1990) argues, but in two other ways: the optimal design of institutions is not an absolute, but
changes in response with regard to development level, and efficient institutions are a result of, and
not an initial condition for economic development. The regression literature on African growth has
not convincingly solved this ‘endogeneity’ problem. It is plausible to argue that by explaining the
African growth failure by subjective institutional indexes taken from the mid 1980s one is
essentially explaining the outcome with an effect. To disentangle this muddle of initial conditions,
income levels, growth rates, causes and effects it is necessary to bring time and change into the
equation. |

Important quantitative and qualitative changes took place in Africa over the period. The
pattern consisted of growth followed by retrogression, not a permanent stagnation. This observation

raises issue of timing, and missed events in the performance narrative. Important qualitative
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changes happened during the period. The quest for the African dummy has let two decades of
structural adjustment go past unnoticed in the growth regression literature, and falsely attributed
situational observations from the 1980s to the whole period, while ignoring the simultaneous policy
changes. The average perspective has thus meant that some of the issues that are problematic for a
policy explanation have been avoided, or circumvented. This has been an outcome of the model
used for analysis. On models Morgan writes: ‘Modelling involves a style of scientific thinking in
which the argument is structured by the model, but in which the application is achieved via a
narrative prompted by an external fact, an imagined event or question to be answered.” Morgan
(1997: 361). The explanation of African economic performance has been structured by a model that
is only made applicable by imagining the event of persistent slow growth in Africa.

Hopkins (1973: 76) pointed out very convincingly that the idea of stagnant and traditional

societies was outdated. Writing on the pre-colonial history of West Africa he concluded:

It has been shown that the pre-colonial, domestic economy was more varied than is
often supposed, and that it included manufactures as well as a wide range of
agricultural products. Output targets were geared not merely to subsistence needs, but
also to trade, which was regular, widespread and of great antiquity. A survey of the
principal economic activities has demonstrated that their history was far from static,
that their organisation was efficient, and that Africans were receptive to new ideas,
where these were suitable and profitable. Several explanations of economic
backwardness, ancient and modern, have been considered and rejected: it has been
shown that geographical interpretations based on climate and on natural resources are
unsatisfactory; that sociological explanations relating to family structure, social
mobility, the status-hierarchy and supposedly anti-capitalist values are unacceptable;
and that economic explanations concerning the efficiency of the labour force, the
organisation of ‘primitive’ agriculture, communal land tenure and allegedly
inadequate commercial institutions, are inapplicable. In short, there is a corpus of

popular beliefs about African underdevelopment which needs to be jettisoned.

It seems that Hopkins’ recommendation was not followed, and that rather than thrown away
and buried, these misconceptions have resurfaced with the growth regression literature. In this
respect the regression literature represent a setback for research on African development. When
internal factors are used in comparisons they must be .reciprocal, the faults arising from the failure
to do so are shown in the preceding sections. Education, technology, infrastructure, institutional
provisions can only be considered as growth retarding or enhancing in their own physical context

and development level. An account of growth in Africa taking the qualitative and quantitative
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changes into consideration, explaining African growth as it happened, and not as an averaged
negative residual might reach completely different conclusions from the ones on offer in the
regression literature.

To do justice, a modest view on the contribution of the regression literature should be heard: “It
should perhaps go without saying that, although cross-section econometrics can make a useful
contribution, it can only take us so far in understanding the African experience” (Temple 1998:
343). This chapter has suggested that to take a step further in understanding the African growth
experience, economic change must be investigated. This involves a suspension of the ﬁverage
growth perspective. Associating economi‘c change with economic policy change raises issues of

measurement of economic performance in post-colonial Africa.
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MEASUREMENT

The first chapter investigated the conceptual soundness of the explanatory framework evaluating
African growth performance, and explored the different independent variables used in the
regressions on African growth. Based on the aggregate African growth evidence it was suggested
that there is room for alternative interpretations of the African growth performance. This suggests
that we need to move beyond accepting the stylised fact of an African growth failure, towards a
reconsideration of the African growth performance. This entails examining the African growth
record and asking how African economies grew, before explaining why African growth failed. This
re-interpretation must be supported by a rigorous approach to the African growth evidence. The
empirical growth literature has been informed by the averaged growth rate over the post-colonial
period. This has its obvious weaknesses, as we have seen, and it has had less obvious implications
for the explanatory framework.

It is another well-known stylized fact that the poor economic performance of African
economies goes hand in hand with poor quality of the data. This fact is much cited, but less studied.
This acknowledgement is one important justification for devoting a major part of this thesis to the
measurement of economic growth in Africa. The other more pragmatic justification is that this
reconsideration of growth is more vulnerable to such data quality issues. While an averaged growth
rate is a cumulative outcome of year-to-year variation in GDP, it can still be hoped that inaccuracies
over time cancel each other out, and that the end-result is a reasonable representation of the
accumulated growth record. This does not apply when one investigates change year by year. The
investigation pursued in this thesis emphasises economic change over time, and the timing of that
economic change. Therefore data quality is an issue that needs to be dealt with.

The evidence at stake is economic growth, measured by change in real GDP per capita. In
theory this metric is obtained by adding together all value added activities in the economy '
throughout one year, and thereafter dividing by population size in that year, deflated by a
purchasing power parity term and finally comparing the result with the equivalent figure for the
previous year. This assumes full coverage of all activities and that the outputs and inputs within
each activity are properly valued and quantified. It further assumes that the population is properly
enumerated from year to year, and that the deflation measure is timely and correct. In practice this
measure does not obtain that assumed level of accuracy, even in developed economies. Some
economic activity is not measured, a population census is usually undertaken once a decade, and the
construction of comparable purchasing power parity indices involves compromises as regards

which goods and services to include in the index. The measure is an approximation, and is not as
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accurate as economists sometimes assume. However, for all its weaknesses the measure is
generally accepted as ‘good enough’.

There is some scholarly work on the field. Morgenstern’s classic On the Accuracy of
Economic Observations drew attention to the danger of ignoring the loss of information through
quantification, and appealed for greater caution in using economic observations as facts (1963). In
the field of history, Platt in his book with the telling title Mickey Mouse Numbers in World History
pointed out how often authoritative sources such as Maddison, Kuznets and Bairoch have used
indefensible and unverifiable primary sources, and recorded how these numbers get picked up by
subsequent scholars (1989). Together these works create a feeling that scholars are aware that the
numbers are questionable, but that there is a tacit agreement that, in the absence of something
better, the current evidence will have to do.

Given that such general scholarship already exists this study will focus on exploring the
- data quality in Africa. General issues will only be touched upon if they are relevant for this thesis,
and the emphasis will be on the parameters used in the regression literature, and the implications for
such studies. This thesis supports the view that it is not necessary to know everything to know
something. It is essential to know what cannot be told from the data, and the opposite — to make
clear what knowledge the data convey. In this way the thesis brings knowledge on economic growth
in Africa a step further. The thesis does not seek to provide any re-estimates of African GDP, but to
gauge the accuracy of the existing evidence and thereby to help make the best possible use of it.

The first chapter in the ‘Measurement’ part reviews the general state of knowledge on data
quality in Africa and the various approaches to the issue. The general features national accounts in
Africa are reviewed based on the existing literature and since GDP per capita is a function of
population some issues of population estimates are considered. Finally, it is recognised that there is
considerable weight behind the proposition that the quality of the African evidence is poor. This
acknowledgement is contrasted with the lack of empirical study that establishes the extent of the
problem, and its relevance to quantitative, and indeed to all economic history in Africa. In response
the comparative accuracy of four sources of evidence on economic growth in Botswana, Kenya,
Tanzania and Zambia is measured. There is a considerable discrepancy between the sources.

At face value it cannot be asserted which of the sources of evidence, World Development
Indicators, Penn World Tables, OECD or the official national accounts, is the most accurate guide
to economic growth. The national accounts form the basic statistical data for all of the growth time
series. It is therefore through a study of the national accounting methods that a picture of how well
this data measure real economic change over time can be formed. The second chapter is a
comparative historical study of national accounting in the four countries: Botswana, Kenya,

Tanzania and Zambia. It is a descriptive study of how the economic growth evidence on the four
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countries is assembled and traces the evolution of the national accounting systems.

The third and final chapter in the ‘Measurement’ part is an analytical study of the national
accounting systems in the four countries based on the previous descriptive section. The basic
assumptions in the baseline estimates are compared where issues of ‘subsistence’ economy and the
relative size and importance of the different sectors of the economy are shown to be important.
Statistical considerations are powerful determinants of change in measured GDP, and the
implications of the statistical assumptions for comparative studies of economic growth are explored.

The section on measurement provides an empirical study of the quality of the growth
evidence for Botswana, Kenya, Tanzapia and Zambia. It provides the basis for a better informed
evaluation of the economic growth of these countries. An attempt to make such an evaluation is
presented in ‘Performance’, the second part of the thesis. As a study of the reliability of GDP
growth rates it is the first of its kind. This is a considerable step forward, since to this date the
literature has generally fallen on either side of the proverbial horse — by either neglecting the issue
of data quality and therefore accepting the data at face value, or by dismissing the data as unreliable

and therefore irrelevant.
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Chapter 2: The Post-Colonial African Growth Evidence: Validity and Reliability

The issue of data quality is best approached by posing two questions, whether the data are valid
and/or reliable."® Reliability differs from validity in that a measure can have a predictable
mismeasurement. This mismeasurement would make the measure invalid, but the measure would be
reliable. In terms of GDP per capita, if the level estimates are inaccurate but this inaccuracy was the
same across time and between countries, the evidence could still be useful for comparison.
Unfortunately, as will be shown later, this is not likely to be the case. Therefore one has both
validity and reliability issues with the Africa data.

A complaint often voiced in econometric work concerns availability. Often the lack of
observations for some countries for some variables makes the numbers of observation and
geographical coverage decrease as the regression gets more specified. As regards availability of
GDP per capita data for Africa the World Development Indicators 2002 has listed 48 countries.
Between them for a period of 31 years from 1960 until 1990, they provide 1082 of the 1488
observations. This means a coverage of 72 per cent. WDI also .give a time series for GDP per capita
for Africa as a whole for the same period. It is helpful to keep in mind that this number then is 28%
guesswork.14

Concerns about data validity or reliability are sometimes voiced in the regression papers on
African growth, but the issue is usually referred to footnote treatment. Collier and Gunning’s 1999
synthesis article of studies of African growth does not mention the quality of the quantitative
evidence, except for noting that GDP data for seven countries which experienced civil war during
the 1990s are either lacking or unreliable.”® Temple (1998) has many references to availability, and,
in the common phrase, hopes that the absence of data for countries are ‘random’ such as not to bias
the results.'® In Sachs and Warner (1997), once again, there is mention of the lack of availability
that narrows the data set, and the same worries about bias resulting from absent countries are
voiced. In order not to let the dataset get too narrow the lack of data for some variables for some
countries is compensated by inserting the average of the actual observations for other African
countries. This was done for 23 African countries which lacked data for three or fewer variables
(out of eleven variables). In Easterly and Levine’s 1997 paper, it is noted that lack of available data
reduces the scope of the datéset, and does not permit the use of some variables. For their prominent

variable that measures ethnic fragmentation, they mention the possibility of the data being

13 Ariyo (1996) provides this useful distinction.

' Or more accurately it is assumed that the absent 406 observations were changing in the same fashion as the actual
observations. .

15 These countries were Angola, Burundi, Liberia, Rwanda, Sierra Leone, Somalia and Sudan.

' This concerns Gini coefficients specifically p. 321
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ideologically biased (because the assembly of the data was done by Soviet researchers in 1960)."”
Barro and Lee (1993) do not refer to data quality, but it is noted that the dataset is limited due to
availability of data. Less then half of the African economies appear in the regression. The dataset
includes 21 countries, but only 17 of those have observations for both time periods.

The only instance come across where data quality is directly addressed in a regression paper
is Harrison (1996). In a section on data quality the lack of availability is mentioned, and the absence
of observations for some years means that some observations have been extrapolated. The author
does not express concern about the validity and reliability of the actual observations and how this
might influence her own study, but a footnote refers to “a more complete discussion of data quality
issues” (Harrison 1996: 427).'® The papers referred to were part of a special issue of the Journal of
Development Economics, a result of a conference on ‘Data Base for Development Analysis’ held at
Yale in 1992. In the introduction to the special issue Srinivasan wrote that the conference
originated in “the concern that analyses based on unreliable and biased data could result in seriously
distorted, if not altogether wrong, analytical and policy conclusions” (1994: 4-5). The issue was
directly related to the rapid growth of econometric treatment of development issues, and the view
that “that researchefs either are not aware of or, worse still, have chosen to ignore the fact that the
published data, national and international, suffer from serious conceptual problems, measurement
biases and errors, and lack of comparability over time within countries and across countries at a
point in time” (ibid).

The papers in that issue were typically general in treatment, highlighting particular
weaknesses and recommending that scholars should take more care in noting data deficiencies.
They also encouraged users of the data to question the evidence more directly (Heston, same issue
p.51). Srinivasan (ibid: 24-25) requested better documentation in the interest of “truth in data
retailing” with a specific reference to the World Development Indicators. Heston noted that since
the studies of Blades (1975, 1980) “seemingly little has been done to provide an overview of
national accounting practices across countries” (Heston 1994: 31). Again, in the conclusion Heston
referred “to the type of study which Blades carried out for a number of African countries is what
would be desirable to have across the whole spectrum of countries.”

Heston is one of the scholars responsible for a specific case of ‘data-retailing’, namely the
Penn World Tables. These tables do include a quality ranking where countries are assigned to one
of four classes from A to D with corresponding error bounds. At A the error bound assigned was
plus or minus 10 percent, and at D the error bound was between 30 and 40 percent. According to

Summers and Heston (1991: 348) the rankings were “based somewhat subjectively on the error

' This doubt is discarded, for apparently good reasons. It is reported that they found that Mauro (1995) in utilizing the
same data mistook Chad for Sudan, and the other way around, and that the value for Yemen was incorrectly reported.
'8 The papers are Ahmad (1994), Behrman and Rosenzweig (1994), Heston (1994), and Srinivasan (1994).
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patterns displayed in checking consistency in multiple benchmark years and in the residual patterns
described.” Thus, this ranking was not a result of a rigorous method, but it did show a systematic
pattern. Poorer countries have lower rankings than richer countries. This correlation was picked up
on by Dawson et. al. (2001) and formed the basis for an econometric test of systemically biased
errors margins in the database. The study aimed to tease out whether one was observing variation in
economic information or simply in data quality. The paper offered two possible mutually exclusive
conclusions. Either economic behaviour is different in countries with low quality data as compared
to countries with high quality data. If one holds that economic behaviour is the same then there are
systemic data quality variations. If the latter conclusion was correct “the right thing to do is to
exclude the low-quality data” (Dawson et al: 1008). However, this would reduce the sample size in
cross-country regressions by two-thirds, and effectively eliminate cross-country variation, and “we
[would] find ourselves critically short of tests in several fields of study” (ibid).

The regression literature seems to be more concerned with the quantity than the quality of
the data. Any data are of course said to be better than none, but beyond a certéin point this ceases to
be true. Despite quality issues the econometricians use the best data available to examine growth.
Williamson (1983) once quipped “Have you ever met a cliometrician who throws data away?” and
this seems to be where the issue stands. With more advanced statistical and econometric techniques
available “the weakness of the available data represents a major constraint on the potential of
empirical growth research. Perhaps the main obstacle to understanding growth is the small number
of countries in the world” (Durlauf et. al 2005:3). That does not look like an agenda for future
researchers.'® Rather, a key to understand growth lies in examining the data available in a more
rigorous way, and thereby exploring whether Ward (1971: 977) was correct in his classic statement
that “many of the explanations advanced for differences in growth performance are far more
impressive that the data which they purport to explain.”

“Perhaps the most fundamental problem with the available Africa data is that these are
widely known to be inaccurate but the degree of inaccuracy cannot easily be judged — itself a sign
of the underdevelopment of the region.” In this linusually candidly way Riddel (1990:10) introduces
a number of quantitative studies on manufacturing in Africa, and admits that this “throws
considerable doubt on all the aggregate data used subsequently”.? It is common to find as Hill
(1986) notes, statements such as “although these figures are far from perfect at least they indicate

the right orders of magnitude and the right trends”, and she sensibly recommends that those

19 Although incidentally this is one potential policy recommendation based on the earlier reviewed work by Easterly and
Levine (1997). It was made explicitly by Englebert (2000:8) who, drawing on his own work and that of Easterly and
Levine (1997) and Mauro (1995), found that the effects of this lack of horizontal and vertical legitimacy of the state
arising from high ethnic fragmentation was so important that he found it suitable to call for a ‘territorial adjustment’ in
Africa.

2 Emphasis in original.
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statements should be treated with caution. That the low quality of the data is a sign of the region’s
underdevelopment is something seemingly easy to agree with. From a different and reciprocal
perspective one could interpret it as reflecting the unsuitability of the existing statistical procedures
for African conditions — or in general their limited applicability to the Third World as a whole.

The procedures of counting and categorizing were designed for conditions peculiar to the
already-developed economies. One of the critical problems is the treatment of the ‘subsistence’
economy. Large parts of economic activity in Africa economies are not recorded because they do
not pass through formal marketing channels. Production (food and marketable surplus), |
consumption (food, tools, transport, water and fuel) and investment (such as irrigation, road
building, and house construction) do only appear in the national accounts to a limited extent.

Lewis viewed economic growth as entailing “the slow penetration and eventual absorption
of the subsistence sector by the capitalist sector” (quoted in Hill 1984:52). This view on
development and economic growth justifies the ignorance about the ‘subsistence’ sector as it is only
important while it is waiting to be integrated and absorbed by the modern, urban capitalist sector.
There are however many scholars (e.g. Hill) that emphasise the capitalistic and dynamic activities
of the actors in the rural sector, and would counter that there is no such thing as a ‘subsistence’
farmer. So the perspective could be turned around and one could rather expect and understand
development as something that grows out of the unrecorded parts of the economy.?! Unrecorded can
unfortunately also mean ignored, as it is mostly aggregate data that inform new policies, and which
are used to judge whether previous policies were successful or not. Accordingly, the lack of
attention to this issue might have serious implications for the future growth of African and other
less-developed economies.

Frankel objected to the idea of measuring incomes on a different basis. To him some
societies had such different concepts of income and welfare governed by specific rules and laws
that international comparisons of it would be meaningless. The concept of income or wealth would
vary from culture to culture to such an extent that the efforts to maximize it could not be compared
across cultures. Indeed, Frankel (1952: 6-7) went to the extent of comparing the maximization of
income to a game of chess. A game of chess is governed by specific rules and these rules set the
aim of the game, and as such the game can not be maximised. This view is consistent with the
‘substantivism’ in the older African historiography where it was held that some historical economic

behaviour of Afticans cannot be adequately explained by concepts drawn from market economics.

Another strand of the economic anthropology historiography offers the perhaps more sound view,

2! This was also the view taken in the ‘discovery’ of the ‘Informal Sector’ in the 1970s e.g. Hart (1973) and ILO (1972).
There is still some optimism regarding the productive potential of this sector, see King (2001).
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that efforts should rather be made to specific detailed micro studies in order to get knowledge on the
dynamics of African production processes (e.g. Hill). '

Our specific target here is the rate of growth in real GDP per capita. This metric is arrived at
following the procedures of United Nations System of National Accounts.?? Kpedekpo and Arya
(1981: 208) commented on the working of SNA in Africa: “Reflecting the practice of the industrial
countries, it focuses attention heavily on the main tables, especially the gross domestic product
(GDP), and the international agencies reinforce this bias by requesting national statistics offices to
provide data for aggregates long before the preparation is defensible, resulting in figures that are
little better than random numbers.” Morgenstern’s (1963) analysis of the accuracy of economic
observations makes it clear that the econometric treatment of economic observations as facts can be
highly misleading. He made warnings about viewing economics as an accurate science, and the
problems of the adaptation of scientific methods developed for other sciences (like regression
analysis) because the output quality depends completely on the input. His treatment is of knowledge
in economics in general; here we are more concerned about the specifics of economic knowledge in
Africa. There is a wide discrepancy between the sceptics rhetorically asserting that the GDP figures
are random, and the regression scholars accepting the available published data at face value. Trying
to find middle ground, this analysis will examine how the GDP figures for Africa are arrived at, and
from that derive a defensible approach to a quantitative study of African economic development.

Deane (1961: 630) reviewed some new official estimates while national accounting was in
its trial phase in Africa and commented that “what was once the happy hunting ground of the
independent research worker has become the routine preoccupation of official statisticians and
international Civil Servants.” This might explain why there has been less attention to the subject
lately, as it might have been considered more a task of standardization than a fruitful area for
research. However, Dean (ibid) says that “The fact is, however, that African national-income
publications are as heterogeneous under the official stamp as they ever were when privately
produced.” Writing at the same time Seers (1952-53: 160) was considerably pessirilistic about the
rewards of instituting national accounting for the purpose of international comparisons of income
and economic development. “In the hands of authorities, such international comparisons may yield
correlations which throw light on the circumstances of economic progress, and they tell us
something about relative inefficiencies and standards of living, but they are very widely abused. Do
they not on the whole mislead more than they instruct, causing a net reduction in human
knowledge?” Taken together these views make a good case for studying national accounting

practices in Africa and the effects on the growth evidence.

22 Henceforth SNA.
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The System of National Accounts in Africa

The data on GDP are collected according the United Nations System of National Accounts.
The first version of SNA was ready in 1952, created by the OEEC National Accounts Research
Unit, chaired by Stone. The foundations of this system were laid by the 1939 Committee of
Statistical Experts set up by the League of Nations that produced a paper ‘Recommended System of
Accounts’ authored by Richard Stone. The original SNA was published in 1953 by the UN as ‘A
system of National Accounts and supporting tables’. In this version there was provision for
imputation for two types of non-marketed activities, farm output and rent of owner-occupied
houses. In the revised 1968 version further allowances were made for non-marketed produce and
incomes from different kinds of small-scale processing were able to enter the accounts, such as
production of butter, wine and cloth. Since the creation of this system efforts have been made to
make all nations adhere to it, and it is now broadly implemented in all countries, on paper at least.
At the beginning of the period of national accounting the French dependencies adhered to a system
based on the ‘tableau economique’. This however is not a critical problem for comparison between
African economies. A 1960 OEEC study by Ady and Courcier surveyed the implementation of
SNA in Africa and concluded that the operation and outcome of the French system was closer to the
SNA than generally thought and stated that the difference was not significant enough to necessitate |
a different interpretation of the tables (1960:10).2

Seers (1976) examined the specific results of using the SNA system through its fundamental
assumptions and had some specific reservations as regards the usefulness of the system for
analyzing development. One caution is that SNA assumes that dealing with incomes in total is
useful. That totals and averages hide variation and distribution is common knowledge. A further
common complaint is that the SNA fails to take into account whether operations such as mining are
domestically owned, and that potentially important issues for developing countries such as profit
repatriation are not transparent from the accounts. Again, the investment metric derived from
national accounting procedures can be misleading. Depletion of natural resources is not accounted
for, while investment in luxury flats is treated equally with more obviously productive investment.
Investment in human capital is hot captured in the accounts, but is recorded as government
expenditures. Services are accounted on the basis of input expenditure, and thus leaving no room
for evaluation of productivity measures. In fact increased efficiency (for example more transport for

less money) would be recorded as a drop in GDP and in value-added contribution. This is an

2 For a fuller treatment of the evolutionary steps in the different versions of SNA the reader is referred to other
publications (Ruggles 1994, Blades and Lequiller 2006 or Ward 2004). The SNA has provided the guidelines, but there
has also been considerable flexibility, and in the end the outcomes have been at the discretion of the local statistical
agency, constricted by the basic statistical data and institutional resources.
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axiomatic point, and is obviously hard to establish factually precisely because of the way services
are counted. The method of accounting leaves the distinction between high cost and service delivery
open to interpretation. As Kuznets argued, many of the tertiary services in the more developed
countries, such as transport, are really cost rather than income items (Kuznets 1946:116).

The SNA method, as all formal statistics, depends on correct reporting. Morgenstern
(1963) warned about the likelihood of companies misreporting for taxing purposes, and on balance
of trade and payments he comments (ibid: 137) “the balance of trade is an arbitrary and fearfully
vague notion. The correct way of speaking, though more cumbersome, would be to say that there is
an excess of statistically reported “visible” trade in one or the other direction” (italics in the

original).

Anyone who sat through meetings (as the author has) in which final balance of payments
figures for most invisible items were put together, can only marvel at the naiveté with which
these products of fantasy, policy, and imagination, combined with figures diligently arrived

at, are gravely used in subsequent publications. (p. 180)

Morgenstern was writing on developed economies at the time, and the state of affairs is not better
for African economies. In a World Bank publication Yeats (1990) asked whether the Sub-Saharan
trade statistics mean anything. Having compared receipts of importers and exporters he concludes
that the data cannot be used to determine the level of trade, and that it is equally useless to asses the
direction of trade. The data are further deficient to consider the composition of trade, and does not
reflect trends in either magnitude or direction. The only fact to be safely deduced from the evidence
is that there is widespread smuggling and/or underreporting. _

A central problem in national accounting in Africa is to decide which economic activities
should be included in the accounts — referred to as ‘the production boundary’. Since the application
of the SNA there has been a discussion of where one should draw this line. For western economies
this famously means that housewives’ efforts are not accounted for: in African countries this has
wider implications. With specific reference to African economies Arkadie noted “The existence of a
large amount of ‘subsistence’ activity (or, at least economic activity which does not result in a
recorded marketed transaction) makes Pigou’s famous quip about the national accounting
consequences of marrying your cook much more than a mere curiosity” (1972/73:15). While in
most developed countries there is the distinction of recorded and unrecorded economic activity,
where the latter can be summed up as comprising illegitimate economic activity and economic
activity within the family household, the issue is far more complicated in African economies. The

unrecorded economy is so large and therefore economically important that to leave it as
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‘unrecorded’ is unsatisfactory, and therefore the integration of it the national accounts has been
defined by the availability of statistical data and different innovative accounting practices at the
individual statistical office.

Seers (1952/53: 166) harshly referred to the ‘subsistence output’ as the “well-known morass
which those estimating national income of underdeveloped areas either skirt, rush across or die in.”
In a footnote Wood (1973: 106) offered a short and accurate comment as to why neither of the
terms commonly used for this part of the economy are apt: “There is no satisfactory name for this
sector. The non-monetary sector is used in this paper because that is what it is called in the Kenyan
National Accounts. The name is misleading since money is widely used in this sector. Other names
which have been used to designate this sector are: the ‘subsistence’ sector, although the standard of
living is usually above the subsistence level; and the traditional sector, although social, economic
and political institutions and behaviour are probably changing as rapidly in parts of this sector as
they are elsewhere in the country.”

In the settling phase of national accounting there was no agreement upon how to integrate
this sector into the national accounts, or whether it was worth doing so.* Ady made the typical
premature comment that it was “strange that some countries in Africa should be planning to devote
so many of their scarce statistical resources to the more accurate measurement of this diminishing
component” (1963: 62). A lot of the pessimism about national accounting, particularly about
accounting for small-scale production was derived from optimism about the future growth and
‘modernization’ of these countries. “The fundamental difficulty is the same as for international
comparison: in a few years an underdeveloped country may have changed so much that for the
purposes of the underlying assumptions in economic analysis it can no longer be considered the
same country” (Seers 1952/53:161).

Currently it is rather the lack of change and the continued importance of the ‘subsistence’
sector in African economies that is lamented. Precisely because of the lack of information about this
sector it is hard to interpret what structural change has in fact happened since independence. The
statistical evidence would imply that there has been a growth in the informal sector especially in
small-scale manufacturing and services, but whether the growth is a result of increased statistical
coverage itself or a structural change is hard to establish. In Sub-Saharan Africa the proportion of
the population in rural dwellings was 85 percent in 1960 and was recorded to have decreased to 65
percent in 2000 (an average of 76 percent for the whole period). This indicates the large importance
of this issue (WDI 2002). Similarly the informal service sector goes largely unrecorded, including

such important activities as transport, retailing and different repairs. WDI reports the contribution of

2 E g. in the Review of Economic Studies Vol. 20-22 (1952-54)
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services, etc.,”® as having a 53.06694412 percent share in GDP in year 2000 (the corresponding
value is reported as 45.43378067 percent in 1960). This sector then is very important for the total
economy. It is indicative that at the same time as share in value added for the service sector is
apparently reported with such minute accuracy, the WDI is unable to provide any numbers as to
how many people is employed in the sector for the period. The percentage above is quoted not
rounded in order to illustrate what Morgenstern called ‘unjustifiable detail’ (1963:63), adding that
“this kind of statistics is exceedingly harmful; it persists although it will not stand up even under a
simple common sense criticism.” And although Morgenstern recommended (Ibid: 65) that “A
rigorous elimination of this seeming ‘accuracy’ is necessary, even though it is likely to arouse great
opposition from vested interests” it still persists. Addressing the same issue Srinivasan (1994: 25)
recommended quantitatively-minded scholars to “avoid presenting a single point estimate for any.
indicator for which the underlying data base would suggest that the true value is likely to [lie]
within a broad range.”

Essentially there are two ways of reaching an estimate of the agricultural ‘subsistence’
output. One can make an educated guess about the areas under cultivation for such purposes and
multiply it with an educated guess of average yield. This sum would again be multiplied with the
price of choice. Alternatively, one can make use of an estimate of average consumption (based on
FAQO statistics, or a national Household Budget Survey) and multiply it with for figure of the
population. Choosing one of the two methods, the issue still remains which price to use.

O’Loughlin and Ewusi (1972:385) noted that a great deal of literature existed on the
evaluation of non-market production in the national accounts. The 1968 UN SNA recommends the
use of “Producers Price in Local Markets” which has the “advantage of flexibility” for the national
accountants. O’Loughlin and Ewusi (Ibid) rightly comment that a “convention of this type is
essential if one is to allow for these aggregates being included.” However such an agreement does
not seem to have been reached, and flexibility has won over convention, and this in turn has meant
that comparability has suffered. If such a convention had been agreed there would still be some
difficulties in adhering to the standardization. Wood (1973:116) noted in relation to an Iﬁtemational
Comparison Project in Kenya that there was a “lack of sufficient price information to calculate
national average prices”. Lury (1964:102) brings to attention the problem of which price to use to
account for the ‘subsistence’ production. Whether one chooses producer prices (ex-farm) or retail
prices, or whether one makes a special subtraction for subsistence products. This has the potential,

according to Lury (ibid) to make “a ‘paper’ increase of 50 percent.”

2 Etc. Refers to the practice of using the service sector as a residual when the sector contribution do not match up to
total GDP.
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Instead of actual registration the practice followed to account for activities in the informal
sector is largely that of assuming that it increases proportionally to the rest of the population. This
population growth is in turn a result of a statistical method of calculating based on sporadic
censuses with limited coverage. In sum this means that the information on large and vital parts of
African economies is not economic observations, but merely statistical coefficients.

Domestic food production then is just estimated or excluded in the final GDP data. There are
also other objects of interest missing from the national accounts. Such important forms of rural
capital formation as land clearing and building construction were not included in the original
SNA.*Arkadie reported that Peacock and Dosser (1958) created national accounts for Tanzania
1952-54 inclusive of activities in ‘subsistence’ economy such as hut-building, but that the official
data of the 1960s did not include such measures. In 1967 construction and rents in the ‘subsistence’
sector were included. This increased GDP with 10 percent, and together with other changes this
increased national income estimates by 25 percent and capital formation by 11 percent (Arkadie:
1972/73).

If such investments as clearing new land, road construction and investment in tree crops as
not accounted for it gives the illusory picture that the expansion in the primary sector takes place
without investment. Without this data it is virtually impossible to assess the effect of public policy
on rural investment. With such gaps in the data “it is not difficult to get the vision of the rural sector
in which ‘development effort’ is associated with the a few capital intensive projects, which are
readily apparent, although most output growth is in fact generated by smallholder agriculture, in
which little of the investrnent covered by the official series occurs.” (Arkadie 1972/73:20). These
accounting anomalies are central for some debates in the literature. The vent-for-surplus model
developed by Myint (1963) where export growth was assumed to happen without opportunity cost
associated with it derives from this gap in the data. The method of accounting has further important
implications for economies with large ‘subsistence’ economies. In reference to the urban bias
paradigm, the choice of price could mean that the rural dweller would have both his welfare and
production underestimated. His consumption is ‘subsistence’ and so is his production — basic utility
consumption such as housing, water and heating is not accounted for. Furthermore a turn from
‘subsistence’ production and handicrafts to cash crop production results in an overestimation of
progress. Naturally the difficulties of measuring demographic change also makes productivity (per
capita) measures hard to make.

Economic information relies on price as a reliable measure. One of the assumptions made by

the SNA, deriving from neo-classical value theory, is that market price measures both the welfare of

% As noted above the revised SNA introduced in 1968 included an improvement, though limited, to account for these
activities.
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the consumer and the cost to the producer. That this is not true is obvious. Prices are set in the real
world, but the academic approach is that there is something existing as ‘real’ prices — which exist in
the ideal world without distortions. In the context of national accounting there are different prices
that can be chosen, each with different compelling justifications. A public policy of shifting
domestic prices, and in this way biasing one sector of the economy towards anothér, creates
problems of accounting for its growth. Growth can appear to be occurring when resources are
shifted from one place to another, and there is the issue of choosing which price to choose to
account for the production contribution of the ‘distorted sectors’. Hollinger (1954-55: 222) refers to
Gerschenkron as having argued that the changes in an economy's scarcity relations wrought by the
process of industrialisation are such that prices and quantities are inversely related. “Industrial
products are scarce and expensive before industrialisation, more plentiful and less costly after
industrialisation. Thus the real rate of growth will be overstated by the use of pre-industrialisation
weights, understated by post-industrialisation weights.” There is a further problem displayed by the
distinction of GDP at factor cost and GDP at market prices, where the former equals the latter net
subsidies and taxes. Where states have distorted the prices and/or subsidised certain sectors
comparing one sector’s output with another will be inaccurate. In most African countries the extent
of indirect taxation is not disaggregated by sector and only sporadically available at aggregate level.

Export prices and their movement create a problem of estimating the real welfare
contribution. One can have the case that real output (as measured by ‘real’ prices) is increasing
while output valued at current prices (as measured by the actual export receipts) is decreasing. The
contribution of the production of produce sold at the world market is accounted for by world market
prices. Typically, the main exports of African economies have been and still are primary products,
and these markets are characterized by relatively high fluctuations in price. This makes it hard to
account for real value added in this sector, as an increase in its GDP contribution can be highly
misleading as a measure of productivity. This also has implications for the measurement of the
African state as ‘predatory’ towards its peasants engaged in cash crop production. The value of the
exploitation is measured as the difference between the price received by the farmer set by the
marketing board, and the price fetched at the world market. This measure then will vary with world
market price, and one can actually have situations where the African government is subsidizing the
farmers. This happened for example at times in the 1980s in Cote d’Ivoire (albeit the opposite was
far more common).?’ To make sense of the data on agricultural produce one would be better off
accounting in physical terms, or/and express it in real importing capacity for example in terms of
food or petroleum imports. As put by Okigbo, “If we agree that the real value of exports is the

amount of imports we can buy with it, then we should deflate exports by means of an index of

" Though the really ‘predatory’ pricing happened indirectly through overvalued currencies i.e. implicit export taxation.
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import prices"’ (quoted in Lury 1964:109). However, for comparability of constant growth rates this
would not be satisfactory, as one is here interested in physical growth in output, and not in effects of
prices. Still, the concept of ‘real’ increase in income can be counterintuitive if what really happened
was a decrease in income — as in increased sales at a much lower price. The sophistication of the
deflation method and its statistical base vary from éountry to country, and at face value it can be
hard to tell to what extent price effects are eliminated from the estimated growth rates.

The total population and its growth is a central defining term. Not only is GDP per capita
obtained with population as the denominator, but in large parts of the economy output and the
growth of the population is assumed to be a one to one multiplier. Population is measured by
censuses. According to Bondestam (1973:10) the implementation of censuses among African nations

is somewhat sporadic:

During the 20 years after the Second World War 21 countries made one complete and 28
countries made two or more complete population counts, together covering some 80% of
the total African population. Between 1950 and 1971, 11 countries conducted three
censuses, 20 countries two, and 6 countries had one census only. If we concentrate on the
last years, we find that between 1965 and 1971 less than half of the African countries made
complete enumerations of their populations. The obvious difficulties in carrying out
censuses are further illustrated by the fact that out of 21 listed with plans to carry out

censuses in 1970 only 5 succeeded in doing so.

The reliability of these censuses is very much open to question. Censuses in Africa suffer from to
little funds for the task to be undertaken. Some places are hard to access, and sometimes the staff
not properly trained. In addition, in some countries large parts of the population engage in
nomadic/transhumance activities (ibid).

An additional problem referred to is the absence of agreement on how to count internal and
external migration, that is whether one should report them according to de facto or de jure
residence, resulting in variation of upward or downward bias respectively. Bondestam further
referred to the inconsistencies discovered when growth estimations have been done based on the
comparisons of one census with a later one. The pattern seems to be that census coverage has been
improving and therefore more people are actually counted as time moves on, thereby overestimating
the population growth. Bondestam refers to Kenya where the 1969 censuses “gave a population
figure of 10.94 million, which came as a shock because it implied a population growth of about 3.4
% yearly when compared with the census figure of 1962, which was 8.64 million. Some statisticians
now suspect that the earlier census may have been underestimated the population by as much as 5%

in 1962 which would explain the obvious discrepancy between the two populatioﬁ figures, resulting
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in the unbelievably high growth rate. And yet, Kenya has one of the best population statistics in
Africa!” (1974:11). The table below shows how this discrepancy is communicated in the World
Development Indicators (2002).

Table 10: Total Population and population growth Kenya 1962-69

Year | Total Population | Population Growth (%)
1962 8 863 430 3.11
1963 9 147 060 3.15
1964 9442210 3.18
1965 9 749 000 3.2
1966 10 068 390 3.22
1967 10 401 140 3.25
1968 10 748 920 3.29
1969 11113 930 3.34

Source: WDI 2002

The ‘unbelievably high growth rate’ is believable in the World Bank eyes, and the 1962 estimate
has been deemed to be 220 000 higher and not the approximate 440 000 as indicated by Bondestam,
while the 1969 number has been upgraded by 170 000.

Bondestam also notes (1974: 15) the discrepancy between different sources. In particular he
gives an example by sampling official government data on population growth and ECA data for
eight countries. He finds that they are only equal in two cases, and concludes that “one finds oneself
in a jungle of figures out of which there is hardly possible to get out with final, reliable growth
estimates, with the exception of a few countries only”.

A notorious example relating to population estimates is Nigeria. The Nigerian story displays
how the political context can bias the count. The 1952/53 census gave the total population as 31.5
million. The ministry of health projection, using a 2 percent annual growth rate, gave the total
population number in 1962 as 36.475 million. The surprise was therefore great when the 1963
census gave the final count at 55.7 million (Nigeria, Census 1991). The problem then is which
count to trust. It is reasonable to believe that fear of taxation made the 1952/53 census a serious
underestimate. In 1963 the political situation was reversed. In independent Nigeria it was expected
that transfers from the central government would depend on population numbers (funds allocated to
schooling, health and general infrastructure). There was therefore reason to believe that the 1963
number was grossly inflated. Caldwell and Okonjo (1962) assessed the situation as follows: “It may
well be that in some areas in Eastern-Nigeria there was an inflation of the population figures. But
the magnitude of the population increases recorded is probably to be accounted for more by

undercounting in 1953 than by overstatement in 1962.” Caldwell and Okonjo argued that the best
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estimate for 1963 would be 45, 332 millions (ibid: 85). The Nigerian National Population
Commission distrusts the 1963 census and therefore “has serious reservations concerning using the
1963 census figure as base for estimation of inter censal annual growth rate” (Nigeria, Census
1991). There is then a gap of almost 40 years between the trustworthy (in the commission’s eyes)
1953 census and the 1991 census. The latter gave the total population as 88 992 220 inhabitants. It
is hard to navigate between these total numbers from which a population growth rate should be
estimated. National Population Commission opts for a population growth of 2.83 percent based on
the 1953 and 1991 census. WDI however chooses a higher growth rate and a higher baseline
estimate (or final estimate — depending on whether the population number is derived by projecting
backwards or forwards). The discrepancy between the Nigerian official numbers and the World
Bank figures is alarming. While on average estimating the population growth to be roughly the
same as the National Population Commission WDI reports the population as 98 983 million,
approximately 10 million more people. This would naturally translate into uncertainty about GDP

per capita in the same proportion (with the WDI estimate at 263 $ and the Nigerian at 293 $).

Reliability and Validity of GDP Level Estimates

There is a wide range of different approaches to quantitative evidence in Africa. There are different
warnings and levels of alarm. GDP estimates and other national account derivatives have their
obvious shortcomings, and depending on the purpose of analysis, they are potentially serious. How
serious, and for what kind of analysis, is not immediately clear. The most central shortcoming in the
question of data quality in Africa is the lack of empirical research on the topic. The question to be
addressed is whether a growth rate in GDP conveys meaningful information or not. While there is

no empirical work done on growth rates, level estimates have been subject to examination.

The only benchmark study is the work of Blades (1980). He assessed the error ranges in
GDP level figures for five Sub-Saharan countries and produced the following table as seen below.
The estimates were based on his own experience from statistical work in Africa, informal
discussions with national accountants, experts from international agencies, and the qualitative
assessments given by the countries themselves. As such it is based on subjective judgement. The
error ranges in the table below relate to estimates of total levels. As seen in the table the weighted
GDP errors varied around 20 percent, with the error range being as high as 35 percent for Nigeria.
Some sectors are considered worse than others. The error range in modern agriculture is between
25% (Nigeria), and 10 percent (Kenya and Tanzania), whereas for ‘subsistence’ agriculture the

level estimate is deemed to vary within a 80 percent band for all countries except Nigeria, where
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Table 8: Error Level estimates in GDP by sector in five African countries 1969-73

Botswana Kenya Malawi Nigeria Tanzania
1971-72 1971-73 1970-71 1971-73 '1969-70
Share Error Share Error Share Error Share Error Share Error
of GDP  Range of GDP  Range of GDP  Range of GDP  Range of GDP  Range
% % % % % % % % % %
Agriculture, etc:
Modern 47 20 15.6 10 16.2 20 6.3 25 18.9 10
Other 25.7 40 16.1 40 348 40 355 50 21.1 40
Mining and quarrying: 12.4 10 0.4 10 0.1 20 18.5 15 2.0 20
Manufacturing
Modern 7.6 15 132° 20 10.2 15 6.1 30 8.5 15
Other 0.9 30 24 40 - 0.7 50 1.0 30
Electricity, gas and water: 1.6 10 21 10 1.1 10 0.6 15 1.0 10
Construction:
Modern 9.9 15 3.6 15 34 15 70" 30 39 15
Other 12 40 1.6 30 1.4 40 0.8 40
Trade, hotels, restaurants:
Large 6.4 20 1055 30 46 20 29 50 132" 40
Small 1.1 40 5.0 50 84 50
Transport, communications etc:
Road transport 0.8 40 13 30 1.7 40 1.9 40 6.2 30
Other 42 25 59 20 32 35 12 20 23 20
Finance, real estate, etc
Owner occupied dwellings 24 50 49 30 12 50 - - 6.8 40
Other 43 20 40 15 15 20 - - 35 15
Public administration, defence:
Central government 8.8 10 8.0 10 6.5 10 53 15 4.1 10
Other 09 20 12 20 1.0 20 22 20
Other services:
Health and education 3. 8 15 6.8 10 3.0 15 32 15 3.0 10
Other 33 30 48 30 26 40 23 40 1.5 40
Gross domestic product at factor
Cost 100 100 100 100 100
GDP error range
(a) Assuming independence 11 8 15 19 11
(b) Weighted average 24 22 29 35 26

Source: Blades (1980).

a band of plus minus 50 percent is assumed. Public administration, which is the best recorded
sector, still has a 10 percent error range, while small-scale operations are all considered to be poorly

estimated.
Morgenstern (1963: 286) said that if total GDP level estimates had a variation of +/- 5

percentage error the same would apply to the estimates of year-to-year changes. This would be true
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if every year the national accountant started with a clean sheet. That is not the case in Africa. The
growth data are to a large extent an outcome of assumed movements from a baseline estimate, while
only a few sectors are actually recorded each year. The error ranges relate to the level of GDP. It
would be of less consequence that the baseline estimate is not i-n the right magnitude, if the change
was correctly recorded. The error in the level estimate has an indirect influence on the rate of
economic growth. Consider the example of Nigeria. In 1972 total GDP was estimated to be 16.6
billion (in 1995 dollars).?® Ten years later, in 1982, it was estimated to be 19.4 billion. This
corresponds to a total increase of 2.8 billion meaning that the economy expanded almost 17 percent.
This would again correspond to a nine years compound growth rate of slightly more than 1.7
percent a year. If it is assumed that the estimated change of 2.8 billion was correct, but that the 1972
figure was a 35 percent overestimation the rate growth would change. The total level in 1972 should
then have been 10.8 billion, and the economy would have been reported to have increased with 26
percent, which would correspond to an annual growth rate of 2.6 percent. If the base year was
underestimated the same would apply downwards. So, the uncertainty of the base year level
estimated leaves us with some uncertainty with regard to rate of change. Note that this is just a
measure of the indirect effect of over or under-estimation of GDP levels on GDP growth rates.

This level of unreliability would also render a ranking of countries according to GDP per
capita unreliable. Changes of the magnitude of 30 percent would have potentially large effects on an
individual country’s ranking. As seen the data for small-scale agriculture are the most unreliable,
giving reason to exercise great caution before drawing conclusions on rates of growth and inter
country comparisons with regard to food and cash crop production. Keeping in mind that is the
sector in which something between 50-90 percent of the population are partly engaged (depending
on the country), this leaves the aggregate economist with little knowledge about what is going on in
African economies.

Blades (1980: 70-72) reviews the commonly-used methods for estimating change i.e. growth
rates. In ‘subsistence’ agriculture output growth is assumed to grow proportionally with the
population, but is adjusted by ‘eye observations’ of weather and climatic conditions. Large-scale
manufacturing is covered by censuses undertaken every five or ten years. The output of small-scale
operations is estimated to grow with population. Trading activities are sometimes extrapolated from
information on agricultural output, manufacturing and imports for the large trading firms, but in
many countries value added from this activity is also assumed to grow proportionally with
population. The transport sector is also estimated from other factors. Here registered vehicles and/or
volume of agricultural output are commonly used. The government share in value added in output ié

as noted assumed to equal growth in government inputs. Other services are assumed to grow in

2 Source: World Development Indicators (2002).
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parallel with other activities. The number of dwellings is assumed to follow the population
proportionally. So to a large extent the year-to-year change is based on an assumed movement from
the base line estimate, usually in line with population growth. Only large firms in farming,
manufacture and trading are properly accounted for. In addition the receipts from government are
recorded, and imports and exports are reported. |

Blades’ view is that although the level estimates probably have high error attached to them
(i.e. are not valid) the change estimates could be said to be better (i.e. more reliable). The data will
not pick up much of any short-term change, but would seem fine in the long-term. To Blades the
assumption of food production increasing with population and transport together with vehicles
seems reasonable in 5 or 10-year perspectives, but “estimates of year to year variation should be
treated with extreme caution’ (1980:70). He also cautioned that ‘the GDP per growth rates
published by developing countries have never been examined for their reliability” (ibid:72) His
conclusion is that “it seems unlikely that in developing countries GDP real growth rates have errors
of less than 3 percent attached to them. An estimated year-to-year increase of 3 per cent may mean
anything from no growth at all to an increase of 6 per cent.” This is a powerful warning against
drawing firm conclusions from cross-country comparisons of growth. A difference between zero to
6 percent in annual growth would call for strong judgments on development policies, from failure to
success, and therefore many of these judgements could inadvertently be based on statistical
assumptions and not reflect the real economic situation.

Thus there are potential problems with the African growth evidence that might compromise
the validity of conclusions relying on such data. Due to the problems of the level estimates rankings
of African countries according to GDP per capita need to be treated with caution, and such rankings
should allow for minus and plus error bounds. At face value there is no guideline as to tell whether
a GDP estimate is likely to be an under or over-estimate. Such judgments would need to rely on
knowledge of the basic assumptions of the respective countries’ national accounting methodologies.
Blades’ judgment on the reliability of the level GDP is an outcome of the reliability estimates of the
different sector components that make it up. The level of reliability varies considerably from sector
to sector. This means that by relying on disaggregated estimates one can avoid some of the
reliability issues. This acknowledgement further means that a key for studies of reliability of level
estimates, and by implication also growth rates, might be found in the sectoral distribution. If a
higher relative weight is given to the unreliable sectors it is associated with greater uncertainty of
the level estimate. Growth that derives from these sectors should be treated with caution.

On the total growth rate the estimated annual error of 3 percent is a powerful warning but a
poor guide to economic growth studies. It is discouraging, because in any given year the great

majority of countries in a global sample of growth rates would lie within that band from zero
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growth to six percent. Taken seriously the estimate effectively means that at most times we can not
tell economic growth in year in the same African country from another year, and much less make
comparisons across countries. That estimates in the longer run are better is encouraging. However,
the inference that in the long run it is safe to assume that growth is in accordance with population
growth and new investment amounts to a statement that the assumptions of neo-classical economic
growth theory (i.e. the Solow model) are largely correct.?’ That might be true, but the quest for the
African dummy and the African growth debate is based on the observed deviance from that
assumed long-term growth rate. Moreover, while the statement might be correct it certainly reduces
the value of the national accounting systems. One of the purposes of growth statistics and the
empirical growth literature is precisely to determine whether neo-classical foundations or other
theories of growth match up with the empirics.

The lack of empirical study of the topic is the problem, for as noted the annual growth rates
of African countries have not been examined for their reliability. The Journal of Development
Economics special issue on data quality (1994, Vol. 4:1) called for empirical studies, but since the
work of Blades (1975,1980) was undertaken under the auspices of the OECD Development Centre
the matter has not been subject of thorough research. The 1975 study looked at the coverage and
treatment of the ‘subsistence’ (or non-monetary) sector in the national accounts in a range of
developing countries. It was comparative, and thus broad in range, while only covering a part of the
national accounts. Consequently the study could not reach any specific conclusions regarding the
implications for the construction and use of a time series of growth data in a developing country.
The report was justified on the grounds that “it is not possible to make intelligent use of the
published statistics without knowing the estimation procedures used and the assumptions on which
they are based” (1975: 8). It literary follows that since such care has not been taken, most academic
work on economic growth in Africa has been unintelligent. That would perhaps be to draw the
implication too far. It might suffice to conclude that the subsequent research has not been properly
informed. |

‘ The central aim of this thesis is to reduce this gap in the literature. Through a careful use of
the growth evidence and its source material the thesis attempts to give the best possible answer to
how Botswana, Kenya, Tanzania and Zambia grew in the postcolonial period. This is done by
consulting the available primary documents on national accounts estimation. Another and related

aim of the thesis is to give an evaluation of the accuracy available growth evidence with potential

% The major determinant of the estimates of trends of growth in many sector is population growth. The review above
clearly informs us that censuses are sporadically undertaken, and that the quality of them is poor. This means that the
size of the population in many African countries is an unresolved issue, and that the rate of population growth largely

depends on how much one trusts an earlier census compared to a more current one.

51



implications for other studies of African economies. Based on the reporting of WDI and Penn World
Tables, one might get the impression that the growth evidence is reliable and valid. However, this is
not the case. The constant price growth series for 1960-2000 published by those sources are in fact
based on discontinuous series, extrapolations over missing years and a great amount of guessing.
How serious these shortcomings are has not been established. The last part of this chapter is

devoted to establishing how well the different sources of data on Botswana, Kenya, Tanzania and

Zambia cohere.

Accuracy in Growth Reporting: Botswana, Kenya, Tanzania and Zambia 1965-1995

This section compares the available growth evidence on these countries. There is an abundance of
different numbers in different publications which again have various editions. In addition to the
official data published by the respective national agencies, there are also data distributed by
different international organisations. Moreover, independent scholars make imputations and
alterations based on either of the mentioned sources or on their own estimates. Here four sources
are considered: the official data as published by the national statistical agency, the World
Development Indicators published by the World Bank, the Penn World Tables (Heston et. al.

~ 2006)*° and the OECD data (Maddison 1995, 2001, 2003). These are the most widely used sources
for empirical growth studies and therefore the most relevant data.

The World Development Indicators (2002) indicates their sources as “World Bank national
accounts data, and OECD National Accounts data files.” GDP data are given in constant and current
price in both local currency and US dollars. The base year for the constant dollars is 1995. The base
year for the local currency data is not directly indicated, but can be derived from the implicit GDP
deflators. The base year for the Tanzanian series is thus 1992. In Botswana the base year is 1994,
the same year chosen for the Zambian series. For Kenya the base year for the constant price series
was 1982. These years correspond to the base year in the most recent official data series. For
Tanzania GDP data are reported only from 1988 onwards. For the other three economies there are
complete series from 1960 until 2001.The PWT reports almost the same base evidence as the WDI.
The latest version PWT 6.2 is based on WDI 2002 for non OECD countries. For years and countries
not covered in the WDI 2002 (applies to Tanzania) the data were obtained from pre.vious national
accounts files used in PWT5.6 and earlier versions. The reason why these data are preferred by
many scholars is that The PWT provides purchasing power parity and national income accounts

converted to international prices. The steps required to express the national accounts in international

3¢ Henceforth referred to as PWT.
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comparable dollars will not be dealt with here. OECD has published the data produced by Maddison
(1995, 2001, 2003).%! It gives growth data for all the countries in 1990 International Geary-Khamis
dollars from 1950 to 2003.

These three sources of growth evidence will be compared with the government statistics.
The reporting of data sources in the international organisations leaves a lot wanting. As noted, one
source reports the other as its main source, and. the other way around. The series are loosely based
on national account data files, but which series and how these series are assembled in continuous
constant growth time series is not clear. The primary evidence is the official national accounts data.
The key difference between the official national accounts data as compared with the data available
from the other databases is that the national accounts do not provide continuous series for the whole
post-colonial period.?* The availability of official constant growth data is described in the table
below. The differences between these series and the different versions of the official evidence, as
well as the underlying data, will be discussed in detail in later sections. To compare the growth rates
from the international organisations with the growth data derived from the national accounts data

some data assembly is required.

Table 11: Availability of Official Constant Price Growth Series: Botswana, Kenya, Tanzania

and Zambia

Botswana Kenya Tanzania Zambia

Base Base Base Base .

Year Coverage Year | Coverage | Year | Coverage | Year | Coverage
1967/68,;

1971/72 | 1968/69;1971/72 | 1964 | 1964-1975 | 1966 | 1964-1982 | 1965 | 1965-1971

1974/75 | 1966 — 1978/79 | 1972 | 1972-1982 | 1976 | 1976-1993 | 1970 | 1970-1976

1979/80 | 1973/74-1985/86 | 1976 | 1972-1985 { 1985 | 1964-1995 | 1977 | 1977-1995

1985/86 | 1974/75-1988/89 | 1982 | 1977-2004 | 1992 | 1987-2001 | 1994 | 1994-2005

1993/94 | 1974/75-1994/95

The metric of interest is percentage annual growth. Figures for this are readily downloadable for the

whole period from the databases. The national statistical agencies do not publish their own

3! The data used here is downloaded from the OECD website. The data is produced at The Groningen Growth and
Development Centre and is copyrighted to Maddison.
32 The period is covered by several growth time series with different base years.
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estimates of the time before independence.®® This means that a comparative growth evidence
analysis based on published national accounts can be made from 1965 onwards.

For the purpose of comparison a growth series was compiled for the whole period, based on the
different official series. When choosing which annual growth estimate to use the selection criterion
is to use the estimate with the most up-to date base year, as shown in the table below. Note that in
the international databases the derived growth rate is based on constant continuous total GDP series.
In contrast the official evidence consists of discontinuous series. Since the comparison is of growth

rates it is not necessary to harmonize these series.>*

Table 12: Compiling Constant Growth Rates: Official Series Used for Botswana, Kenya,

Tanzania and Zambia

Botswana Kenya Tanzania Zambia
Base Growth | Base Growth | Base Growth | Base Growth
Year rate Year rate Year rate Year rate

1974/75 | 1966 1964 1966 1966 1966 1965 1966

| | I I
1968 1972 1976 1971

1974

I
1977

1979/80 | 1978 1972 1973 1976 1977 1970 1972

I I I |
1983 1974 1981 1976

1985/86 | 1984 1976 1975 1985 1982 1977 1978

I | | |
1987 1979 1988 1995

1993/94 | 1988 1982 1980 1992 1989

I I |
1995 1995 1995

The issues that complicate the comparison between the data series are important findings in
themselves. A specific problem relating to the national accounts is that for Zambia and Botswana
there are gaps in the constant growth series. In Zambia the new constant price series introduced in
1977 was not revised backwards, so there is no direct data from which to compile a real growth rate
for 1977. For Botswana the official data has gaps in the series between 1969 and 1973. Since 1968
constant price estimates have been made only for the years 1971 and 1973, leaving annual growth
estimates missing from 1968 until 1974. Finally, as mentioned, for Tanzania WDI does not report

any data before 1988. Before plotting the growth evidence, the different data sources for 1965 to

3 As will be reported in Chapter 4 there were some earlier estimates made in the colonial period. These estimates are
not immediately comparable, and this thesis takes the first estimates made by after independence as the starting point.
34 The coherence of the different official series will be dealt with in chapter 5.
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1995 are compared. In the case of Tanzania the comparison is only done for the three sources. In
order to compare the correlation of the annual growth rates between 1965 and 1995, the data for the
missing years in Botswana and Zambia has been extrapolated, assuming that the absolute increment
in value added was smooth over the missing years. With these computations the reliability of the
annual growth series from four sources (three in the case of Tanzania) can be compared.

This comparison is done with regard to how the annual growth rates agree with each other.
At face value we have no criteria for choosing which of the sources is the most correct. This
exercise is made to get closer to such a judgement. For instance if one of the four series are very
different from the other three this could indicate that there is something wrong with that specific
series. Blades’ (1980) suggestion of an error margin of plus or minus 3 percent was made as a
distinction between the growth rate as an outcome of national accounting practices compared to the
actual rate of economic growth in the economy. That perspective will be discussed at length later.
At this point it is the extent of agreement between the main sources of evidence which is of interest.
That being said, the extent of mismatch between these sources of growth is a powerful indicator of
how accurate any given source of evidence is, and as such it tells us how much an annual growth
rate is likely to convey meaningful economic information. It will further indicate whether it matters
which growth evidence one uses, and for what kind of analysis it matters. The previous qualitative
review of the growth evidence indicated clearly that it might be unwise to take any source of growth

evidence at face value.

Table 13: Growth Evidence Correlations 1965 — 1995: Botswana, Kenya, Tanzania and

Zambia

WDI PWT OECD
Botswana 0.72 0.26 0.38

Kenya 0.54 0.27 0.78
Tanzania - 0.13 0.78
Zambia 0.83 0.48 0.9

The table presents a first indicative quantitative test of the coherence of the growth evidence. It
shows the correlation between the official data and the three other sources on annual growth rates.
While the different sources growth evidence are in all cases positively related, the correlations are
always less than perfect and sometimes far from that. Five out of 11 timés the correlations are closer
to zero than to one, the average growth rate correlation between the official growth evidence and

any other of the three sources if evidence being 0.55. This indicates that if one is interested in
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growth in any given year for one of these countries what one finds will vary depending on which
source one has chosen. In particular the discrepancy between the Penn World tables and the official
data appears to be large, while the data provided by the OECD and the World Bank correlates better
with the official data. In terms of the overall coherence between the national data and the other
sources the Zambia data coheres better.

In the table the correlations are shown using the national accounts as the reference source.
On face value, we do not have any basis on which to tell whether one source of data is of better
quality than another. Yet it makes sense to use the national accounts data as the reference, because
it is this evidence that will be further investigated in the coming sections, and because these
supposedly form the basis for the other sources as well. The lack of correlation between the
different sources how far they use of the official data, and the extent to which the imputafions made
on the data by the different data providers influence the coherence of the growth evidence.

Beyond the correlations shown in the table above, it is of interest to what extent annual
growth reported by the other three different data providers correlate with each other. A hypothetical
scenario would be that they agree well and that therefore it is the official data that are atypical.
However, as the results in the table above indicate, the estimated growth rates in any given year also
vary between the internationally-renowned data providers. The highest correlation observed is
between the OECD data and WDI on Zambia, with 0.92. The correlations in the growth data on
Kenya (0.75) and Tanzania (0.53) are lower. The WDI and PWT agree to a considerable extent on
Kenya (0.9), but not for Botswana (0.47) and Zambia (0.61). The OECD and the PWT data are
seemingly unrelated in the case of Kenya (0.31) and Tanzania (0.15), while the data show a higher
lever of agreement, though not a satisfactory one, on Zambia (0.51) and Botswana (0.78).

To the extent that these correlations can form a basis for any conclusions it can said that
based on these four case studies, one source of data cannot be said to better than another, and that if
you are interested in a growth rate for any year, the answer you are given depends very much on
which data provider you choose. The agreement on growth rates for Tanzania is poor, for Botswana
and Kenya it is so-so, while for Zambia it is better.

Another way to measure the degree of disagreement on economic growth in these four
countries is to investigate the actual discrepancies in the data, and the timing of them. One angle to
approach that issue is to look at the error range for any given year through the period. For this
purpose an annual error range is constructed for the four countries. The figures below display the
maximum and minimum value of GDP growth quoted in any of the four sources for each year for
1966-1995. The differences between the two lines display the error range in the data. This exercise
displays the extent of disagreement, detects the period of particular uncertainty and provides a point

of entry for an investigation into the causes of disagreement on growth rates.

56



In the case of Botswana, the average difference between the highest and the lowest estimate
of growth in a year is very high, 8.5 percent. In no year do the four sources agree on the rate of
growth. There are some lessons to be taken from the error range. The disagreement is higher at the
beginning of'the period. Between 1966 and 1977 it is 5 percent or higher in every year except 1973,
when it is only 2 percent. Only in two other years is it smaller than 10 percent (6 and 5 percent in
1972 and 1968 respectively). In the latter half ofthe period the error range narrows. Between 1978
and 1995 it reaches double digits ‘only’ three times, in 1982, 1987 and 1988. From 1990 onwards

the series all use the same base year, and the error range average in this period is less than 3 percent.

Figure 5: Annual Error Range in GDP Growth Rate, Botswana 1965 - 1995
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There are four periods in which the error range is particularly large. For the early years 1966-1971,
this is particularly true with an average error of 14 percent. This is not that surprising given that
there were no official growth estimates on which the series could be based for 1969 and 1970. The
period between 1974 and 1977 was characterised by economic shocks both domestically and
externally (drought and the petroleum prices) and the way the data has picked this up seems to
differ. In particular the official data reports no or negative growth in 1974 and 1977, while the other
sources indicate rapid growth. The timing of boom or bust seems to matter here. In the other two
periods of large discrepancy 1981-1982 and 1987-1988, it is driven by relatively low estimates of

growth by the Penn World Tables, while the other sources report high growth. All in all, the range
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between the lowest and highest estimates is very large in the Botswana data. The coherence of'the

data is better as we approach present times.

Figure 6: Annual Error Range in GDP Growth Rate, Kenya 1965 - 1995
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In the case of Kenya the average annual error range is lower, but still considerable at 4.6 percent.
This high average is driven by a very large discrepancy in the data between 1970 and 1972. For
these two years there are two competing versions of growth. If one trusts WDI or PWT, the
economy shrank in 1970 (by 5 or 10 percent respectively) and then grew very fast through 1971 and
1972 (22 and 17 percent and 28 and 17 percent respectively). However, if one is more inclined to
trust the official or the OECD data instead, the rate of growth was stable between 5 and 7 percent
during those three years. There seems to be an error common to both WDI and PWT which explains
the spike in the error range those years. The official data for Kenya have 1982 as a base year for its
constant price series. This means that the weights are probably less correct for the late years, but
since it has the same base year as the data from the other series the error range is narrower. Between
1980 and 1995, this range is only higher than 5 percent once (6 percent in 1983) and the data are
very consistent between 1987 and 1994 when the error range is never larger than 2 percent. As
indicated in the data correlation exercise earlier on, it is the PWT data that mostly dictate the error
range, and the second spike in 1979 is caused by PWT, when growth is reported as 13 percent,
while the official and OECD data agree on 4 percent growth. The lessons from the error range are
that there are some errors common to the WDI and PWT series. The pattern ofhigher disagreement
in the early period in Botswana is repeated in the case of Kenya. The latest official series was based

in 1982 which may explain why the error in the series narrows earlier.
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Figure 7: Annual Error Range in GDP Growth Rate, Tanzania 1965 - 1995
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In the case of Tanzania the average error range is 6 percent. That average is not evenly distributed,
and in contrast with the other countries the discrepancies in the data are higher at the end of the
period. The WDI does not report growth data for Tanzania before 1988, and just the fact that this
error range is based on three sources, and not four, would normally have reduced the error range
somewhat. As reported earlier the correlation between the PWT and the official data is very low,
only 0.13, and it the difference between the PWT and the official data which drives the error range.
The big discrepancies come in the later period. In 1987 PWT recorded a GDP growth of 20 percent
with a negative growth of 33 percent in 1988. This is due to a mistake in the data, and is also the
reason why WDI does not report data before 1988. The growth recorded in 1987 was due to an
inclusion ofthe informal sector. The decline recorded in 1988 was due to another change in the
statistical methods. This time a World Bank mission judged that the agricultural and manufacturing
estimates were too high. The PWT data for Tanzania are therefore not good enough: these large
statistical errors in data could easily be misinterpreted.

This has indeed happened, in the distinguished case of Durlaufet. al. who argued that a
typical phenomenon among low income countries are negative ‘output’ shocks. Not realising it was
a statistical error shock, Tanzania (1987-1990) is included the ‘top ten list’ of output shocks in that
paper (2005:574) based on the PWT data. The mistake does raise an important issue, which pertains
to all African economies, but in our sample particularly to Zambia and Tanzania. There was a shift
in the late 1970s from state channels towards market channels. This shift was in part due to reform
as through structural adjustment programmes, and in part it was a result of the state failing to secure

produce. The state was unable to offer reasonable prices for agricultural produce, and resources
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were not available to keep parastatal companies at the same level of activity. This meant a
considerable challenge to the statistical agencies. There was a large structural shift from formal to
informal activities and channels at the same time that the administrations were strapped for
resources. The statistical office, and later the database assemblers, then faced a choice ofreporting a
dramatic reduction in economic activity as activity in the formal sectors reduced, or assume that this
reduction in formal activity was compensated by an increase in the informal sectors. The mistakes
in the PWT data derive from failing to keep up to date with the changing assumptions in the basic

data collection in Tanzania in the late 1980s.

Figure 8: Annual Error Range in GDP Growth Rate, Zambia 1965 - 1995
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For Zambia the average annual error range is 3.6 percent, the lowest in our sample. It should be
noted that the size error ranges cannot be directly compared. The absolute size ofthe error range is
to some extent dictated by the average growth rate, which is lower in Zambia. The gap in the series
increases at the end ofthe period. Accounting practices changed in the late 1990s as a delayed
response to a structural change similar to that experienced in Tanzania, and the discrepancies in the
data arising from this are clearly visible. The other years when the discrepancy was particularly
large, 10 and 9 percent in 1970, and 1976, coincides with the change ofbase year in the official
data.

There are some common themes and some specific issues to highlight. In general the Penn
World Tables seems to be more often out of tune compared to the other sources. Another general
theme is that it is more likely that WDI and PWT contain mistakes when there is a change of a base
year in the official data. These two sources are evidently based on the official data series, but are

not always successfully harmonised over time. In the evidence on Botswana and Kenya there is
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observed a trend towards better agreement as one get closer to the present. In the case of Zambia

" and Tanzania the onset of structural adjustment was far more disruptive both to economic structure
and public administration resulting in confusion about which sources to use in compiling economic
growth statistics.

The low correlation between the data sources, and the observed large error ranges between
the data sources, univocally confirm that observed year-to-year variation in growth rates should be -
treated with extreme caution. The annual error range varies. In some years it is very large, while the
four sources agree about the exact growth in one year in one country in only 5 of the 120 instances
under review. The data never agree on the exact growth rate in Botswana, agree once each on
Kenya and Tanzania, while there is agreement on the Zambian data three times. The average error
range over the period was 8.5 percent in Botswana, 4.6 percent in Kenya, 6 percent in Tanzania and
3.7 percent in Zambia. The size of this error range is to some extent a function of the absolute size
of the growth rate. In order to get a comparable measure of the accuracy in reporting this needs to
be controlled for. The annual error ranges, the difference between the reported maximum and
minimum annual growth rate, was computed and plotted above. If we calculate the mean error
range, the sum of the annual error range divided by thirty years, we can express this in a percentage
of the average growth rate for the whole period. In order to get an unbiased measure, and because
we have no reason to decide which growth rate is better, the average growth rate used is an average
of the four sources of growth evidence. By that measure the average accuracy of any annual growth
rate is computed to have an error in +/- percentage of 78 percent in Botswana, 91 percent in Kenya,
174 percent in Tanzania and 291 percent in Zambia. This is not a measure of how well the economy
is measured per se, but a measure of accuracy in reporting. If a scholar consults one random source
of data for an annual growth rate in a given year for Botswana — the average difference of the result
obtained compared to using another source would be 78 percent. This range is upwards and
downwards, so that hypothetically if one finds that in a year the growth rate was 5 percent
according to one source, the average bound in which other sources would report growth is from 1
percent growth to 9 percent growth. _

The common way to counter the problem indicated in such reliability measures is to note
. that this error only relates to one observation, and one observation alone does not normally inform
an economic performance evaluation. In the long run errors can be hoped to be less important. It is
true, derived from mathematical logic, that one mistake in reporting in one year has less implication
on the average growth rate if the average growth rate is calculated over many years. So the extreme
case of the negative 33 percent growth rate in Tanzania reported by PWT in 1988 would mean a
negative growth effect of 6 percent over 5 years, 3 percent over 10 years, 1 percent over 30 years,

and an apparently inconsequential 0.3 percent over 100 years. A second source of consolation
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derives from the hope that one error in one direction is evened out over time by an error or errors in

another direction. It may perhaps appear naive to hope that the average of a sequence of errors will

in the end give a satisfaétorily accurate result, but in the absence of better methods this is the state

of the art. The tables below show the difference in average growth rates between the sources of

growth evidence.

Table 14: Accuracy in Growth Reporting, Botswana 1965-1995

, WDI | BOTSWANA | PWT | MADDISON | Average | Min | Max | Error Range | Inaccuracy
1966-1970 | 11.0 16.8 7.0 10.0 112 ]| 70| 16.8 9.8 88%
1971-1975 18.2 16.2 17.2 18.6 176 | 162 | 18.6 24 14%
1976-1980 | 12.2 9.0 13.2 13.2 119 90| 132 4.2 35%
1981-1985 10.0 11.2 7.6 10.0 9.7 76 [ 112 3.6 37%
1986-1990 11.8 12.2 9.2 104 109 | 92| 122 3.0 28%
1991-1995 4.0 34 4.6 3.4 39| 34 4.6 1.2 31%
1966-1975 14.6 16.5 12.1 14.3 144|121 ] 16.5 4.4 31%
1976-1995 9.5 9.0 8.7 9.3 9.1 87 9.5 0.9 9%
1966-1995 11.2 11.5 9.8 10.9 109 98| 11.5 1.7 15%
Table 15: Accuracy in Growth Reporting, Kenya 1965-1995

WDI KENYA [ PWT | MADDISON | Average | Min Max Error Range | Inaccuracy
1966-1970 5.8 8.2 2.6 7.6 6.1 2.6 8.2 5.6 93%
1971-1975 10.0 5.0 11.4 4.2 7.7 4.2 114 7.2 94%
1976-1980 6.4 5.6 5.8 6.4 6.1 5.6 6.4 0.8 13%
1981-1985 2.6 4.2 2.2 3.0 3.0 22 4.2 2.0 67%
1986-1990 5.6 52 6.6 5.6 5.8 52 6.6 14 24%
1991-1995 14 32 1.6 1.4 1.9 1.4 3.2 1.8 95%
1966-1975 79 6.6 7.0 59 6.9 5.9 7.9 2.0 29%
1976-1995 4.0 4.6 4.1 4.1 4.2 4.0 4.6 0.6 13%
1966-1995 5.3 52 5.0 4.7 5.1 4.7 5.3 0.6 12%
Table 16: Accuracy in Growth Reporting, Tanzania 1965-1995

WDI | TANZANIA | PWT | MADDISON | Average | Min | Max | Error Range | Inaccuracy
1966-1970 - 6.0 5.8 6.0 59| 5.8 6.0 0.2 3%
1971-1975 - 4.6 3.8 4.2 42| 3.8 4.6 0.8 19%
1976-1980 - 3.2 44 3.0 35| 3.0 4.4 1.4 40%
1981-1985 - 0.8 4.2 0.4 18| 04 4.2 3.8 211%
1986-1990 - 5.6 0.2 3.8 32 02 5.6 5.4 169%
1991-1995 1.8 2.2 2.2 2.0 211 1.8 22 0.4 20%
1966-1975 - 5.3 4.8 5.1 511 4.8 53 0.5 10%
1976-1995 - 3.0 2.8 23 27| 23 3.0 0.7 24%
1966-1995 - 3.7 3.4 32 35| 32 3.7 0.5 14%
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Table 17: Accuracy in Growth Reporting, Zambia 1965-1995

WDI | ZAMBIA | PWT | MADDISON | Average | Min | Max__ | Error Range | Inaccuracy
1966-1970 1.6 3.2 1.2 1.6 1.9 1.2 3.2 2.0 105%
1971-1975 2.4 24 34 2.4 2.7 24 34 1.0 38%
1976-1980 0.4 0.8 24 0.4 1.0 0.4 2.4 2.0 200%
1981-1985 0.6 0.6 0.8 0.6 0.7 0.6 0.8 0.2 31%
1986-1990 1.8 3.6 2.0 4.0 2.9 1.8 4.0 22 77%
1991-1995 -1.2 -2.4 -0.2 2.2 -1.5 -2.4 -0.2 22 -147%
1966-1975 2.0 2.8 23 2.0 23 2.0 2.8 0.8 35%
1976-1995 0.4 0.7 1.3 0.7 0.8 0.4 1.3 0.9 113%
1966-1995 0.9 14 1.6 1.1 1.3 0.9 1.6 0.7 53%

The error range is the difference between the smallest and highest reported average growth rate. The
~ inaccuracy measure is a percentage of the error range with respect to the average rate of the four
different sources. As was logically expected the error range is smaller when one compares the
average rates over the whole period. The differences between the highest and lowest estimate in the
30-year average growth rates vary between 1.7 percent in Botswana and 0.5 percent in Tanzania.
The differences between the high and low estimates in Kenya and Zambia are 0.6 and 0.7 percent
respectively. Whether this level of inaccuracy is important is a matter of interpretation. The
uncertainty about the rate of growth translates to uncertainty about levels. The compound of the
error range is one way of measuring this, the compound difference in the high and low rate of
growth is another. According to the first measure, the 30 year compound of 1.7 is 66 percent, while
the compound of 0.5, 0.6 and 0.7 percent is 16, 20 and 23 percent respectively.*® By the second
measure, the comparison of the accumulated low and high growth rate, if in 1965 GDP equalled 1,
in Botswana the 1995 level would be between 17 and 26, in Kenya 4 and 4.7, in Tanzania 2.6 and 3
and in Zambia 1.3 and 1.6.%

Whether these discrepancies in annual growth rates over 30 years compromise the analysis
depends on what question is being investigated, and which method is used. The empirical growth
literature which used precisely this kind of evidence might contend that there is a clear-cut
difference between the star performer Botswana, and the poor performer Zambia. This analysis of
the growth reporting presented in this chapter does not tell us whether the analysis of African
growth vis-a-vis the rest of the world is compromised. The typical value of the African Dummy is
between 0.6 to 1.2 percent in annual growth rates, but it is inconclusive from this analysis whether
there is any systematic bias of underestimating the annual growth rates of African countries. The
PWT growth rates, which are used in the regressions, have the lowest estimates for Botswana and
the highest for Zambia, and in the other cases it is the other sources of evidence that take the

extreme values. While it is usually inferred that Kenya outperformed Tanzania over the period as a

35 The formula used here is Level error = (1+(Error range/100))*°.
36 The formula used here is Low Level = (1+ (Min/100))** and High Level = (1+(Max/100))*.
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whole, the validity of this conclusion might be put in doubt from these inaccuracies in reporting.
The lowest estimate of growth for Kenya is 4.7 (Maddison) and the highest estimate for Tanzania is
3.7 percent (official data), and taking the general underlying weaknesses in the underlying data one
might want to be careful about being conclusive on the comparative growth performance of these
two countries.’’

Comparing growth in these countries based on year-to-year variation is likely to be
compromised by data quality issues, and the conclusions would véry according to which source is
used. This is also true if one applies 5 year averages as is seen in the tables. According to PWT
Botswana had an average growth of 7 percent in the first 5 years after independence. There is not a
large difference between Tanzania and Botswana for this period, according to PWT which records
an average growth of 5.8 percent in Tanzania. In contrast, in Maddison and the official growth
evidence there is a marked difference between the two countries. In Kenya during the first five -
years PWT reports 2.8 percent average growth, compared to 8.2 percent in the official Kenyan data.
Academic scholarship often relies on different data in different works, so there is room for
miscommunication here. Using national data for Kenya and Tanzania, and comparing it with
scholarship applying PWT data on Botswana one would find that Kenya outperformed Botswana in
the early years and that Tanzania grew slightly slower. A comparison of Zambia and Kenya alone,
using official data in Zambia and PWT in Kenya, would have Zambia growing quicker.

In the period 1971-75 Zambia performs comparatively well at 3.4 percent average growth
according to PWT, and kept good pace with Tanzania at 3.8 percent according to the same source,
while it might come to a surprise to some that Zambia was not lagging significantly behind Kenya,
growing at 4.2 percent according to Maddison. Comparing Tanzania using national data, to Kenya
with Maddison’s series, Tanzania outperforms Kenya during this period. It is usually noted in the
literature that it is Tanzania’s inability to reform quickly enough after the external shocks of the late
1970s that led to its dismal performance in the early 1980s, as compared to Kenya that handled the
re-adjustment fairly well. On this important historical period, PWT takes the opposite view:
reporting growth in Tanzania at 4.2 percent through 1981-1985 compared 2.2 percent in Kenya.

This study in accuracy in growth reporting for these countries shows that trusting any source
at face value is unwise. It is very unlikely that the state of affairs is much better for most other
African countries. It is evident that the variation across the sources of data, which are all in wide
use, means that cross-country comparison cannot be conclusive based on growth rates alone. There

is scope for a wider work on this issue, covering more African economies. To improve the conduct

37 These are total GDP growth rates. If measured in GDP per capita, the difference would be smaller, since the average
population growth in Kenya 1965-1995 was 3.5 percent compared to 3.2 percent in Tanzania (WDI 2007). Note that
with 3.2 percent population growth, the conclusion that Tanzania had a negative GDP per capita growth over the period
is supported by the Maddison data, while the official data and PWT would report a positive GDP per capita growth.
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of quantitative economic history in Africa it is critical to be open about which sources have
informed the respective works, and it is advisable to double check with other sources for coherence.
The empirical study has so far only taken into consideration the coherence between the sources. It
has not dealt with how well any given source agrees with what actually happened. If one studies the
comparative effect of the external economic shock of the late 1970s, what should one do if one
source reports 0.4 percent growth from 1981-1985 and another reports 4.2 percent for the same
country? And what if, for the same period for another country one source reports a 2.2 percent
growth rate and another source 4.2? Did the first country experience rapid economic decline in per
capita terms, or did it cope fairly well? Did it perform better than the other country? This is
precisely the questions one faces if one compares growth in Tanzania and Kenya between 1981 and -
1985. Based on the available growth data it is not given how African economies performed.

The underlying evidence for all these sources is the national accounts data series. The
sources differ in annual growth rates because of different methods of harmonizing official series
over different base years and different treatment of gaps in the series. The natural starting point to
answer whether the growth evidence reflects actual economic change in these economies is the

national accounting methodologies.

65



Chapter 3: National Accounts Methodology: Botswana, Kenya, Tanzania and Zambia

The preceding comprehensive review of the literature on data quality and accuracy in growth
reporting revealed that there is a considerable weight behind the argument for considering data on
economic growth in Africa as poor, inadequate, unreliable, inaccurate and even random. This
contention in the small literature that exists on the subject stands in contrast with the widespread use
of the data as functional evidence for economic analysis. It was further noted that there is a lack of
rigorous research trying to establish exactly how poor, inadequate, unreliable, inaccurate and
random the African growth evidence is. This chapter studies the evolution of the national
accounting systems in Botswana, Kenya, Tanzania and Zambia. It is investigated how the growth
evidence is assembled and how this assembly changed over time. The underlying basic statistical
data for the estimates and changes in methodologies will be described. This study serves to clarify
to what extent the available growth evidence can be used to explain how these economies grew
from 1965-1995 and to what extent the changes in GDP are comparable across the economies. This
chapter is a mainly a descriptive study, which will be followed by Chapter 4 with further
considerations on the validity and reliability of the evidence and its usefulness for comparison.

The national accounts, as compared to sources like WDI, PWT or the Maddison data, are
primary sources. The data available from the international series have been passed from the |
respective governments and statistical bureaus, and have then been modified, harmonized to fit the
purpose of the data retailer and its customers. They should therefore be considered secondary
sources. These alterations create some problems, and as was shown in the previous chapter, a .
comparative judgement on economic performance might depend on which source of growth
evidence was used. It is unsatisfactory to work with data where no proper sources are given, and
where there is no immediate indication as to why the different sources disagree on growth. The
conclusion of the previous chapter underlines the importance of consulting primary evidence in
economic history analysis.

The growth evidence in the databases are bridging over years where no official data was
available, and over different base years. The only way inconsistencies in the data and effects of
revisions can be dealt with satisfactorily is to consult the primary source. The advantage of using
the national accounts is that they come with guidelines and commentaries. When the underlying
methods or basic data for the assembly of the accounts are changed, these changes are reported.
The inconvenience of the national accounts evidence is that it is not readily downloadable. The

publications have to be manually collected, and then the process of data entry and interpretation
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follows. This study is based on a research visit to the statistical offices of the four countries.”® In
each country reports and handbooks on methodology have been collected. This information has
been supplemented by consultation of the representatives of the respective central statistical offices.

These visits have to some extent confirmed one expected problem of the statistical services,
that of institutional memory. The officers I made contact with, without exceptions, had only been
employed at the offices during the recent decade, and therefore the current employees did not know
much about practices in the period this study is looking at — the three decades after independence.
Consequently, this study relies on which documents where available for examination in the archives
and at the statistical bureaus’ own archives/libraries. Ellis (2002) called for the writing of histories
of contemporary Africa. It was anticipated that writing history of contemporary Africa would be
complicated because “it is unlikely that historians seeking to write the history of Africa since
independence will enjoy the same quality of documents as their colleagues studying the colonial
period” (Ibid: 12). “A useful archive does not just contain large numbers of documents but is also
classified, catalogued and generally maintained, all of which requires money that, for many types of
state activity, has been in short supply since the onset of a financial crisis in so many African
countries, sometimes twenty or more years ago”(Ibid:13). These anticipations were to some extent
confirmed, and the particular problems will be returned to in this study of national accounts. The
scope for investigation in this chapter has been dictated by how much documentation on the

accounting methods was available.

38 Gaborone, Botswana, in February 2007, Lusaka, Zambia in February/March 2007, Dar es Salaam, Tanzania in March
2007 and Nairobi, Kenya in March/April 2007.
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History of National Accounting in Botswana

The economy of Botswana underwent a major structural transformation during this period, aptly
summarised as rapid growth in mining. At independence there was no mining extraction and
therefore the initial contribution to GDP from this sector was nil. Agriculture, consisting mainly of
cattle rearing accounted for almost 73 percent of total value added in 1964. Three decades later
agriculture accounted for just 4 percent of GDP, while mining constituted more than one third of the

" economy. This structural shift had implications in national accounting terms. The share of the
economy that could be appropriately accounted for has increased over time. In the latter part of the
period relatively a larger share of the growth data has a firm basis in actual statistical data, while at
independence 'the majority of the economy, both in production and consumption, and was subject to
estimation with a rudimentary statistical basis.

The following sections present a history of national accounting in Botswana. The first
attempt at constructing national accounts was made in 1955, an individual academic effort.> The
Central Statistical Office in Gaborono: was established in 1966, and began operation during the
latter half of 1967. In 1968 the first official national accounts were published as the National
Accounts 1964 to 1966. Thereafter national accounts for 1967-68 and 1968-69 were published in
1970 and 1972 respectively. In 1973 the national accounts for 1971/1972 was published. No
accounts were prepared for either 1969/70 or 1970/71. The fifth report of the national accounts was
published in 1976 and covered 1973/74. No report was published for 1972/73. From the 1973/74
report onwards, national accounts were prepared and published consistently on an annual basis.
This section on national accounting in Botswana is organised as follows. First, the three first
estimates are investigated. The 1971/72 report came with several new methodological alterations,
and is therefore treated separately. The period from 1973/74 to 1979/80 forms a separate section,
before the introduction of a new base year for the constant price growth series in the 1980/81 report
provides the natural cause for a fourth section, while the last section treats the estimates from
1986/87 until the end of the period.

Botswana National Accounts Estimates: 1964-1966, 1967/1968 and 1968/1969

The preparation of the first report was considered as “an asset” by the Central Statistical (CSO)

office in the sense that the exercise “revealed the weaknesses of the data and the gaps in the

3% E.P. Erasmus, ‘The National Income of Bechuanaland Protectorate 1955, in L. H. Samuels (ed) African Studies in
Income and Wealth (1963).
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information available”.*° The resulting GDP estimates should be considered preliminary, with the
implication that subsequerit estimates were likely to have better information, and consequently more
extensive coverage. In the second report the CSO informed readers that “a number of assumptions
and estimates have been used which are based on insufficient or unreliable data, and in many cases
on opinion”.*! In the third report the reader is reminded that “[w]e still depend on estimates and
intelligent guesses due to the unavailability of certain data” indicating that the lack of basic
statistical data and under-coverage was not dealt with in the space of the first three reports.*? The
second report also commented on the degree of coherence with the UN standards of accounting:
“Botswana is far from being able to produce the full range of tables recommended in the UN
'SNA”® '

It is worth mehtioning that, in contrast with most national statistical agencies, the data
reported by Botswana is in accordance with the agricultural year. The first report gives data for the
resﬁective calendar years 1964, 1965 and 1966, while in the following report the data pertain to the
year starting in 1* July 1967 and ending on 31% June 1968. This practice is then followed
throughout. Apart from the incoherence and following confusion this creates with international
comparison, the practice also causes some accounting difficulties. In the 1967/68 estimate the
government data relate to the year ending 31st March 1968, local government to calendar year
1968, Botswana Meat Commission accounts are for 1968, while non-freehold farming data and the
rail road accounts are consistent with the year ending 30" June 1968. That the agricultural data
correspond is the most important. The small-scale private sector is a matter of estimation so the
timeliness of this data has only a limited bearing on the validity of the estimates.

In accounting procedures the agricultural sector is divided according to production and type
of land holding. It distinguishes between crop production and livestock. Only a small share of the
crops produced is commercially marketed, and therefore the reliability of the data on this sector of
the economy is really limited. In 1967/68 the marketed production was measured at 24 percent of
the estimated total production. A large contribution to value added in agriculture comes from cattle.
Recorded slaughters of livestock alone accounts for almost 40 percent of value added. In addition
there is also value added deriving from hides, milk and increases in livestock.

A second distinction is made between freeholder and non-freeholder farmers, where the
latter farm on state or tribal land, while the former owns the property which is farmed. In economic
terms it could be desirable to distinguish on size instead, since the traditional sector includes some

very large-scale farms, while there are some very small-scale freeholders as well. The number of

0 National Accounts 1964 to 1968 p. 1.
*! National Accounts 1967/68 p. 1.
*2 National Accounts 1968/69 p. 1.
® National Accounts 1967/68 p. 2.
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non-freehold farmers is considerably higher with an estimated 65 000 non freeholder farms
compared to 400 freecholders in 1971/72. In statistical terms the distinction cioes makes sense,
however. The information on freeholders is based on income tax data, while the larger part of the
output of the non-freeholders is estimated on the basis of surveys. The non-freeholders, called
‘traditional farmers’, are not expected to complete income tax returns because “they do not keep
any records of their activities”.** Presumably, this would also affect the quality of the data collected
by the Annual Agricultural Sample Survey.

For the estimation of crop production the point of departure was the total acreage of crops
under production obtained from two sources: the agricultural department and the agricultural
sample census of 1967. The CSO considered the total acreage data obtained from the agricultural
sample census an underestimate. To calculate the total acreage under crops for 1964 to 1966, the
relationship between the sampled farmers’ acreage and the total acreage reported by the agricultural
department was used. It also made allowance for the increase in total acreage in accordance with
increase recorded among the sampled farmers through this period. In other words the increase in
total acreage is happening by assumption. The distribution of crops was considered to be
proportional on the basis of the 1967 distribution. To get the production of crops, the obtained
acreage figures were multiplied by the average yield per acre as estimated by the Department of
Agriculture. These quantities were multiplied by the farmers’ prices (also reported by the
agricultural department). It was assumed that 5 percent is the correct ratio for intermediate inputs in
this sector, leaving 95 percent of total output as value added.*

The reported numbers of slaughtered cattle were revised upwards when it was seen that the
exports of hides were higher than the numbers reported slaughtered by owners. In order to estimate
the cattle slaughter figures by owners, the ofﬁcially recorded slaughters were subtracted from the
export figures for hides. The underestimate of own-slaughtering would equal the number of hides
that were not exported. However, the CSO deemed the number obtained this way for 1965 and 1966
too high. Since these were drought years, it was assumed that 50 percent of these cattle were dead
from drought and not eaten. The remainder 50 percent was valued at R15 assuming lower quality of
the cattle due to drought. The butchers’ slaughters were valued at R33 per head, which was the
Botswana Meat Commission (BMC) buying price for condemned cattle. For pigs, sheep and goats it
was assumed a 20 percent off-take each year. For chicken reported numbers were used. It was
assumed that 50 percent of the cattle give 100 gallons of milk each year, and for goats it was

assumed that one third of the goats gave 25 gallons of milk each year. Both game meat and

“National Accounts 1968/69 p. 3.
* National Accounts 1964 to 1968 p. 11-12.
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gathering of food were obtained by assuming 3 percent growth from the 1965 baseline estimate.*®
The estimation of agriculture does not cohere with the International Standard of Industrial
Classification (ISIC) as cattle trading and safari activities that actually belong in Division 6 are
included.

The main source of data for traditional (or non-freehold) farming was the above-mentioned
Agricultural Sample Survey, which sampled 900 holdings of an estimated 53 750 traditional farms
in 1968/69.*" In comparison, 1967/68 it was reported that the survey covered a total of 46 000
holdings and it was estimated using available population data that there were approximately 7000
non-freehold l}oldings in the omitted area. These holdings were considered to contribute little to
crop production, and it was estimated that production would be from approximately 7000 acres of
cultivated land. This compared to a bit more than 300 000 acres for the surveyed holdings. The
estimates from the survey have therefore been raised by a factor of 1.023. For livestock the omitted
holdings was considered likely to contribute on a much larger scale. According to the CSO there
was no reason that they should differ from the surveyed holdings in this respect, and therefore the
ratio used for livestock was 1.13, i.e. proportional. *®

In the 1967/68 report the data on crop production was compared with those for 1964-66, and
the comparison suggested that the figures for sorghum were probably incorrect. “Prices certainly
vary from year to year but using an average of R45 per ton the estimates used for 1964 to 1966
would suggest a production of approximately 75 000, 26 000 and 88 000 short tons for the three
years respectively. The Department of Agriculture estimate total production of all cereals as 5000
and 11 500 short tons respectively for 1965 and 1966. It is therefore probable that the estimates
used for calculation of values for 1964 to 1966 must be far too high”.** In the 1968/69 report it was
noted that “agricultural production is subject to annual fluctuation mainly due to erratic climatic
conditions”, and it was explained that the three-fold increase in crop production from 1967/68 to
1968/69 was because the latter “was a good year”.*°

The manufacturing sector in Botswana was very small at this time, with no formal activity
reported apart from the Botswana Meat Commission (BMC) and the Government Printer. In
addition there is made allowance for manufacturing outside the commercial sector. “No reliable
information on this traditional sector has ever been collected and as a result the figures used are

crude estimates”.’! For this sector, an estimate of 500 000 rand, with an addition for 100 000 rand

%8 National Accounts 1964 to 1968 p. 13.
7 National Accounts 1968/69 p. 3.

“® National Accounts 1967/68 p. 3.

* National Accounts 1967/68 p. S.

%0 National Accounts 1968/69 p. 4.

5! National Accounts 1968/69 p. 12.
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for home brewed beer consumed at home, and a further 200 000 rand for home brewed beer
commercially sold. These numbers were used in all three reports, and were not subject to change.

For transport, banking and trading the reported wage bill for tax purposes is used as a
departure point. 10 percent of registered vehicles were assumed to be in commercial use. It is
pointed out in the 67/68 report that no allowance was made for adding water provision in the
“subsistence’ sector estimate in the SNA. This makes little sense in Botswana where such provision
is costly and crucial. There is provision for collection of firewood, but not water. Construction data
come from income tax. The estimate of own housing construction of 1.500.000 with an operating
surplus of 50 percent from the first report is re-used in the two subsequent reports.

ISIC sector 6, trade etc. had about 600 enterprises. Tax incomes were available for about
180 of those. The remainder 420 were mainly small rural stores, which are not taxed. The 1967/68
Labour Census estimated the total wage bill for this sector as almost R1.6 million. The income tax
for the 180 firms indicated that just above R1 million was paid in wages, so it was assumed that
R550 000 is a good estimate for the remaining 420 firms. This distribution of costs was used to
account for intermediate consumption as well. It was reported that “there are small-scale
transportation activities going on in this country” but that “no estimate was made to cover [for] this

section of the sector”, because “information is not available”,>?

Botswana National Accounts Estimates: 1971/1972

The 1971/72 estimate was the result of adding together the accounts the Central Government, 13
local authorities, a bit more than 800 private firms in addition to 300 freehold farmers, and finally
the estimated contribution from 65 000 traditional farmers. The CSO still depended “on estimates
and intelligent guesses due to the unavailability of certain data”.> It was further noted that “the data
on which this report is based are of very uneven quality”, with the data varying from the “very high
quality... ... for the Central Government, and at the other extreme are some unusable returns sent to
us by a few private firms.” It is warned that “the reader should not place too much reliance on
~ individual figures” while maintaining that the aggregate tables “are a reasonably good measure of
the domestic economy”.>* In these estimates the mining sector was for the first time important, and
accounted for most of the increase in GDP.>® This report presented a constant price series of growth.
The South African Union Agreement caused problems because duties are collected outside

Botswana. In result intermediate consumption became too high and indirect taxes too low. The

52 National Accounts 1968/69 p. 117.

33 National Accounts of Botswana 1971/72 p. 0-3.
* National Accounts of Botswana 1971/72 p. 0-3.
3 National Accounts of Botswana 1971/72 p. 0-3.
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receipts were settled with RSA on aggregate, but it was not possible to disaggregate this by sector.
Therefore industrial origin of GDP can only be computed at factor cost.’® There was a large
increase in indirect taxes as a result of the renegofiz;tion of the South African Union Agreement, and
an increase in the volume of imports for mining developments.’’

There were an estimated 65, 000 non-freehold farmers. The source for the data in the
national accounts was the 1971/72 Agricultural Survey Report. The survey was based on a sample
of 525 farmers out of assumed population of 63.700.%® To arrive at the estimates the CSO consulted
officials in the ministry of agriculture and the important annual report of the BMC. The data for
arable farming were raised with a mark up of 1.038 to compensate for under-coverage and for
livestock with a factor of 1.071.

It was considered likely that previous agricultural surveys had slightly underestimated both
the number of non-freehold farmers (because of an outdated sampling frame and a bias in the
sample design) and the number of cattle owned by each farmer (because of a response bias). “The
latter defect, which is still with us, is not too serious as far as the 1971/72 GDP is concerned
because the value added by increase in livestock numbers is small compared with the value added
from sales and owﬁ consumption”.” Still, the 1968/69 estimate of 53 750 traditional farmers was
thought to be too low by about 10 percent, and which meant that the value added for that year was
too low. In addition, according to the report analysis of purchaser’s records indicated that cattle
purchased from the traditional sectors in 1971/72 were probably about one third more numerous
than sales reported by traditional farmers. This means that previous National Accounts may have
seriously underestimated the value added in the traditional sector from cattle sales, since they relied
exclusively on agricultural surveys.*

The numbers of freehold farms was considered to be about 400 run by 300 farmers. Where
farmers had not completed their accounts for 1971/72 the account for the previous year was used.
Incomplete accounts were estimated. The figures in this report are considered less reliable than the
ones from 1968/69, because the data collection had not been successful for this report.5'

The source on the modern manufacturing sector was the Census of Productions and
Distribution. For village industries the 1968/69 National Accounts estimate was re-used.®
In this report, as opposed to the earlier ones, construction activities by mining companies and by the

government are transferred to construction sector from the mining sector.® Holding companies and

%6 GDP at market prices = GDP at factor cost + indirect taxes.
57 National Accounts of Botswana 1971/72 p. 0-6.

%8 National Accounts of Botswana 1971/72 p. 1-2.

% National Accounts of Botswana 1971/72 p. 1-2.

8 National Accounts of Botswana 1971/72 p. 1-3.

8! National Accounts of Botswana 1971/72 p. 1-12.

52 National Accounts of Botswana 1971/72 p. 3-1.

8 National Accounts of Botswana 1971/72 p. 5-1.
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management consulting were transferred to Finance and Business.* A pilot project was undertaken
to survey small-scale traders and from a sample of 50 the total product was estimated to be R1.3
million. It was not covered before and therefore this was statistical growth. Both data for small and
large traders are considered to be of bad quality. The large traders were estimated to account for
R6.2 million.*’

On the constant price estimates provided in the report it is commented that “It is debatable
whether one should attempt an analysis of this sort when there are so many statistics missing.
Certainly the results are very fough and may be altered in future National Accounts reports. The
entire National Accounts methodology used is still going through a settling down period and will be
further improved in the 1973/74 report”.

Botswana National Accounts Estimates: 1973/1974 - 1979/1980

National accounts were not prepared for 1972/73. There is a considerable amount of statistical
growth in this early period, but this ‘settles’ somewhat in the later part of the 1970s. The reporting
of constant prices time seri»es is improved upon during the period. The year for the new constant
price series was 1974/75 and this complete series with a description of the methodology was
presented in the 1977/78 report. ‘

Botswana broke away from the Rand Monetary union in September 1976 and introduced the
_Pula to replace the Rand. The national accounts use Pula as the currency unit from the 1974/75
report onwards. The 1973/74 report was prepared along the lines of the 71/72 report, and the CSO
stated in the introduction that they “still depend on estimates and on intelligent guesses due to the
unavailability of certain data, but much less than before”.%” The backbone of the national accounts
is the Census of Production and Distribution. In the first year the CPD response rate was over 0.78.
- However there were sectoral variations between 0.42 and 0.94, which confirms the variability of the
quality of the data from sector to sector. The quality of the responses also varies. The accounts of
government and large firms are good, while “at the other extreme are unusable returns from some
private firms”.® It is emphasised that since the statistical office was still unsure of when the correct
baseline estimate is reached, the “[g]rowth rates that may be derived from these figures should be

used with caution, as there is an element of statistical growth at play: notably in ISIC 6, 7 and 8”.%

8 National Accounts of Botswana 1971/72 p. 7-1.

% National Accounts of Botswana 1971/72 p. 6-2.

5 National Accounts of Botswana 1971/72 p. 14-11.
§7 National Accounts of Botswana 1973/74: 0-1.

88 National Accounts of Botswana 1973/74: 0-12.
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The 1974/75 report referred to the 1973/74 report as the “edition that should be consulted for
reference and methodology”.”® It was further claimed that “because coverage and quality of data
have continued to improve, it was no longér found necessary to adjust for under coverage”.”' This
would prove to be a premature conclusion. However, what was meant in the report was that the
systematic use of a mark-up to compensate for under-coverage was abandoned with this report
onwards. Coverage in the report approximates to the Census of Production response rate (of
1974/75) which was 0.84, with a sectoral variation between 0.77 and 1.00, an improved rate on the
previous year.

The constant GDP and current GDP for 1974/75 was revised upwards in the 1975/76 report
by P10 million. There is a further revision in the current GDP by origin for previous year.
Agriculture accounts for half of the upward revision, mining for 3 million and there was a marginal
increase in manufacturing.’? Further revisions were made in the time series 1973/74 to 1975/76 for
freehold farms and in the Trade sector. In the revision the absolute level of activity has been
reduced while he changes from year to year were maintained. The effect of this is that the growth in
the national accounts figures (i.e. in the economy) has been left unchanged, while the relative
importance of these sectors has been reduced.

In 1974 there was a Rural Income Distribution Survey (RIDS) that formed the basis for the
agricultural data for a decade to come. It was still considered that the number of 65.000 and 400
farms run by non-freehold and freehold farmers respectively was representative.” It was believed
that the previous agricultural surveys underestimated the size of output in the traditional farming
sector. The RIDS gave for the first time “reliable information” on milk production for own use
(R9.7 million) and value of dead animals consumed (R4.9 million).” The 1971/72 output was
increased by R5.0 million to adjust for this previous downward bias. The data from the RIDS were
not yet fully available, so it was warned that there would be firture revisions. Despite a huge
increase in estimated total output it was still only judged as “Quite certain” that the 1973/74 output
level was significantly higher than in 1971/72, but perhaps by not as much is shown in the accounts;
“the 1971/72 level of output probably still is underestimated”.” _

As already mentioned it was assumed that there are about 400 freehold farms run by about
300 farmers. These freehold farms were covered by the CPD with a response rate of 0.85. An
estimated 18 percent of the farmers not responding were assumed to be active. The figures of

production derived from CPD were therefore raised by 18 percent. From 1974/75 to 1978/79 the

™ National Accounts of Botswana 1974/75: 0-1.

" National Accounts of Botswana 1974/75: 0-11.
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data on crop production exclude freehold farms, beyond that it include them. In 1975/76 data on
millet are not available. Data on beans and pulses are not available until 1977/78.

With the exception of 1973/74 the data on crops output were based on agricultural surveys.
An insight on the change in the production was provided by the statistical office as follows: “As the
traditional sector mainly produces crops for own consumption, (i.e. prices in the market are to low
to cover production and transport costs) the rich harvest in 1973/74 resulted in surplus stocks of
grain in 1974/75, and consequently planting was substantially reduced that year to equate to output
needs. The 1975/76 figures clearly indicate that the traditional farmers’ productive capacity in crop
production is again fully utilised”.” In the 1975/76 report the estimate for traditional agriculture
was revised upward by P6 and P7 million for 1974/75 and 1975/76 respectively. This expansion in
statistical coverage happened without a corresponding increase in intermediate consumption and it
was not commented on in the report.

In the 1976/77 report the CSO evaluates its agricultural data in a relative perspective and
concludes: “The statistics on in-formal activities, like traditional agriculture, are most probably
better covered in Botswana than in most developing countries amongst other things because of the
Rural Income Distribution Survey 1974/75. Among current information Agricultural Statistics on
crops and cattle add valuable information to the yearly estimates for the informal sector
activities™.”’ The subsistence hunting estimate was revised downwards in 1975/76 “due to a change
in statistical base material”.”® It was further noted that the estimates on the production by the cattle
herd should be treated with caution as “no reliable information on the total number in the herd, as
well as its growth, exists”.” The cattle herd data are further elaborated on and it is noted that the
series up to 1971 is not comparable to the 1972/77 series. The former is based on veterinary counts,
while the latter is based on three baseline CSO sample surveys (1972, 1973 and 1976). The latter
years were estimated based on information of off-take, births, deaths and age composition of the
herd. The 1976 survey estimated the national herd at 2,968, 600, the traditional sector having 2,618
600 plus the freeholders’ stock of roughly 350,000 cattle. “This tallies remarkably well with the
estimate in the table of 2,832,000”. *° The error bound was suggested to be around a maximum of
300,000.

For the 1977/78 report the livestock and crop survey 1979 provided new and probably more
reliable data. On this basis the time series of the national cattle herd from 1972/73 was revised. The
price estimates for valuing the herd are also revised. The Rural Income and Distribution Survey

constitute the benchmark for the computation of the activity in the traditional sector, and in 1978/79
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it was expressed concern that the RIDS was “becoming increasingly outdated, and extrapolations
are getting more and more uncertain”.®'

The Shashe Project was completed during the 1973/74 period, and the large copper/nickel
complex at Selebi-Phikwe opened. The increasing influence of the new mining complexes was felt
throughout the economy, and raised some important questions for the national accounting. Through
the period there was a shifting practice regarding which activities were accounted for in the mining
sector and which were not. The shift went towards accounting for the activities that were related to
the mines, but not strictly mining, in the corresponding ISIC sector. In 1971/72 there was only some
value added (R4 million) from the establishments in the mining sector related to non-mining
activities that was not accounted for in the mining account. This increased rapidly through the
period. There was an increase in the construction some of the mines’ own construction, engineering,
brick-making etc. was included. Indirectly there also was an accelerated expansion in tertiary
sectors (especially in trade and finance, etc.). One of the mines carried out a substantial works and
construction. This was included in the construction sector.

A significant change in methodology took effect from the 1979/80 report onwards. A
revised price index of diamonds changed the constant price figures back to 1973/74 substantially,
while the current value figures however were unchanged. De Beers Botswana Mining Company
provided CSO with detailed price statistics for each type of diamond produced in Botswana; this
enabled the accountants to work out a Paasche Price Index for the gross output in the diamond
sector. This revision changed the recorded growth pattern of the Botswana economy from 1973/74
to 1979/80. The average growth rate in this period was been reduced from 8.5 percent to 6.9 percent
per annum.

In 1979/80 the increase in construction was the highest ever recorded. “A larger sample has
obviously yielded better data pertaining to this sector and to a certain extent accounts for the huge
increase in the sector’s value added”.®? The rest of the growth was due the huge investment
programme in Jwaneng and continued build-up of the country’s infrastructure. This illustrates that
the issue of statistical growth is not solved. It is impossible based on sampling to know whether an
increase in recorded activity means utilization of idle resources or a shift of resources to within the
sampling frame.

There were reportedly 967 known trading enterprises in 1973/74 and of those 181 were
small- scale. From the CPD a response rate of 0.74 was obtained. It was assumed that the response
rate was much lower in the small establishments. The figures for small establishments were

multiplied by 2.68. Finally, to adjust the final result for insufficient coverage, the whole sector was

8! National Accounts of Botswana 1978/79: 3.
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upwards revised with a cautious 10 percent. “It is strongly felt that the 1971/72 results for the sector
have been seriously understated”.

In the 1976/77 report it was reported that “[dJue to shortage of price statistics we have
difficulties in deflating the national accounts figures. In consequence, all tables in that publication
were presented in current prices only. However, results from preliminary attempts to deflate the
time-series of the national accounts aggregates (like GDP, Imports etc.) are available in the National
Accounts Unit, C.S.0.”.% The 1977/78 report included constant price estimates of GDP, and the
deflation method was explained. The CSO applies the double deflation method. A deflator is
worked out for each sector, with a separate deflator for production and intermediate consumption.
These components are deflated separately, and then value added is derived as the difference of the
two constant price figures. This was done because for some sectors the price developments have
been very different, though for some sectors detailed price data have not been available and the
same deflator has been used for production and input.

Price data available for the period covered are considered “very poor” in the report. CSO is
only collecting data for the Cost of Living Index (COL), Copper/Nickel, Coal and Beef prices. A
few other indexes were worked out based on domestic data e.g. diamond prices, sorghum, maize,
government wages and a few subgroups of the COL-Index. However, a major part of the indexes
v;lorked out was based on price statistics from South Africa. It is highlighted that the “constant price
figures must be treated with caution” since the constant price figures are based “on very weak price

data”.84

Botswana National Accounts Estimates: 1980/1981 to 1985/1986

Considering this a new ‘era’ of accounting is not only justified by convention of the turn of a
decade. The 1980/81 report coincides with the change of base year for a constant price series. This
is a good opportunity to look more closely at the statistical growth effects caused by such a change.
The reason for changing the base year was based on two arguments. “Firstly, the SNA recommends
base years be changed frequently. Thus the current base year of the UN Year Book of national
accounts is 1980. Secondly the CSO was gutted by fire on the 30th September, 1982 hence all our
constant price files were destroyed. Besides the constant price computations for 1980/81 are better
than computations of previous years”.85 The method and the basic data did not change significantly.

The South African price indices were still being used.

8 National Accounts of Botswana 1976/76: 4.
8 National Accounts of Botswana 1977/78: 4.
% National Accounts of Botswana 1980/81: 2.
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The immediate growth effects were to be felt in the reporting of constant figures. GDP was
estimated to be P770.5 million that year, compared to P689.4 million the previous year. This made
for an increase of 11.8 percent in current prices compared to the real growth rate estimated at 12.5
percent. A higher real growth rate was possible because in 1980/81 there was a serious decline in
prices of both diamond and copper/nickel with an average decline of 17 percent. Still mining output
increased. In agriculture the opposite occurred. At current prices the increase was almost 9 percent,
the real growth rate was recorded as negative 10 percent. Even though the BMC slaughtering
increased due to an improved market situation for beef, the total off take did not increase because
the slaughtering outside BMC declined dramatically. This underlines the importance of the timing
of prices and the constant time series. The latter example from the cattle sector also exemplifies the
complexity in the relationship between cattle price and supply.

In the 1981/82 report the new constant price series is elaborated upon. “The-growth rates of
the series published earlier have been maintained to the extent possible. But some sectors and some
types of expenditure have been altered in order balance both supply and expenditure sides while
changing the base year”.®® The method of deflating intermediate consumption was revised. Prior to
1979/80 RSA indices which seemed reasonable for the inputs structure of the sector were utilized in
the deflation. The revised method deflates each commodity of the intermediate consumption. The
sources of information were still the RSA indices. However, the breakdown of each commodity of
the intermediate consumption is given by the CPD and therefore no longer assumed to be the same
as in RSA. For each commodity group applicable price indices from RSA were used or where
possible, Botswana price information. “The deflation of external trade (exports and imports) is also
carried out on a commodity by commodity basis. But because of lack of good price information
they are deflated for rather wide commodity groups.” Despite the sophistication of the method the
price data are described as “rather scanty”.*’

A perhaps slightly surprising feature of the reports in the period from 1982 onwards
including the 1985/86 report is an occurrence of small miscalculations, a range of smaller and larger
~ unmentioned revisions. The existence and preponderance of these mistakes is an indication of how
‘provisional’ the estimates can be and gives force to the earlier warnings about not attaching too
much importance to individual figures. This period is also characterised by constant modifications
in the treatment of the diamond prices, depreciation methods, accounting for the financial sector and
decisions of which activities to be included or excluded in the mining sector.

The first change in the method of depreciation was made in the 1982/83 report. Previously

book value of depreciation was used. It was now changed to be based on previous fixed capital
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formation.®® This means that the number was revised backwards to 1973/74. In 1984/85 came the
second change in the calculation of consumption of fixed capital. The calculation was still based on
a straight line basis with reference to the expected economic lifetime of the individual assets. The
old procedure took account of the original cost of the asset over its expected economic lifetime. The
new method uses the estimated replacement cost of the asset. The revised estimates of fixed capital
have resulted in changes to some of the other important National Accounts aggregates, and
specifically in value added in General Government since the latter is derived from costs. The
finance sector was also revised dowhwards in 1984/85, with effects back to 1979/80. The size of the
revision increased with time. At the largest P40 million was subtracted from this sector. The
change was in the method used for calculation of imputed bank service charges.®

Meanwhile GDP by activity at current and constant prices was revised upwards. There was
an increase of 10 to 20 percent in Central Government and in Agriculture. This revision means that
GDP per capita increases by P20, with a marked acceleration at 1978/79 estimate, a growth that was
a result of a change in statistical method. The increase could be traced to the traditional agriculture
and sales of cattle. This change went without specific mention, and also without revising the data on
the national herd that document off-take of cattle.

It is repeated in the 1981/1982 report that the series on the cattle herd up to 1972 is not
compatible with the 1972-79 series. The former was based on veterinary counts. The latter is the
result of baseline sample surveys conducted by the CSO. The results from the surveys are tied
together by assuming an annual rate of net natural increase of 16 percent for all years in between.
The figures should be regarded as approximation. The estimate from the 1981 Agricultural Survey
has a coefficient of variation of 6.7 percent. In 1981/82 it was noted without further comment that
“the benchmark for informal economy data is still the RIDS from 1974/75”.°° As noted, two years
earlier the office was more alarmed about this. By the end of this accounting period it is just noted
that the benchmark input data for traditional agriculture “is taken from RIDS, now 10 years old”.”!

Agriculture was further revised 3 million upwards in the tables for 1982/83, without any
mention. This change can be traced to an upward revision of the non-marketed GDP for traditional
agriculture for the same year. That increase in turn, was a result of a downward revision of the
earlier estimate of livestock reduction that year. ‘Other’ off take was revised downwards.

In the 1983/84 report the method of valuing diamond stocks was changed compared to
previous final National Accounts reports. The revision involved the elimination of inconsistencies

in the valuation of changes in diamond stock at current and constant prices as well as the
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elimination of inconsistencies in the valuation of diamond stocks as part of production (value
added) and gross capital formation. The change in diamonds stocks is valued at cost per carat. As
part of this revision the diamond exports figures have been changed. From the 1983/84 report the
price index of diamond sales were used to deflate diamond exports. Previously the price index on
diamond production was used to deflate diamond exports. This revision of the contribution of the
diamond sector was manifested by a reduction in value added from 1979/80 by P10 million, except

for 1982/83 where there is a slight increase.
Botswana National Accounts Estimates: 1986/1987 — 1994/95

The 1986/87 report’s estimate incorporated the 1985/86 Household Income and Expenditure
Survey, and provided a much anticipated and overdue baseline estimate for the informal sector. It
also made available a range of updated basic data. Several major revisions and changes to the
national accounts were made covering the years as far back as 1974/75. Most importantly here was
a transfer of the diamond trade and sorting from the trade and business sectors respectively to
mining, as well as the revaluation of stocks (from cost to market prices).

Informal activities were revised to incorporate the results of the 1985/86 Household and
Expenditure Survey (HIES). The HIES provided information on two informal activities that were
not previously included in the National Accounts: business services (the renting out of property)
and informal retail trade. Meanwhile the level of construction output was reportedly increased in
line with the demand for construction.®” In the new series the trade sector rose from P319.9 million
to P384, an increase of 20.1 percent. Without duties the increase was 9.8 percent. Compared to the
old series the mineral trading, as mentioned above, was now excluded from the sector, which meant
an absolute decrease of 100 million. The source of data for exports and imports was changed to the
Bank of Botswana instead of own estimates from national accounts. This meant a significant change
in the data on the current account. All sectors but government, community services and water and
electricity have been significantly changed compared to the previous series.

The agricultural sector was revised upwards without specific mention. In the accounts the
change could be traced to ‘other production marketed’ which was increased from estimates below
P1 million to PS5 million. In 1984/85 P8 million was added to the original estimate of 2 million.
From 1978/79 — 1984/85 the estimates of production for own use was increased for each year by 10,
12, 15, 15, 15, 17 and 22 million respectively. Meanwhile, intermediate consumption was revised
downwards for 1980s onwards and by as much as P5 million for 1984/85. As a result value added

from the account was increased by 20 to 30 million (from a base of 50) implying a 50 percent
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upward revision. There was no change in freehold farming and no change in crops produced. The
upward revision can be traced to the other items in own production, which in a footnote as “The
most important item is milk, followed by crops and meat from deceased animals”.*® In the
1987/1988 report the base year was shifted to 1985/86. The yearly growth rates based on the
previous base year were maintained as far as possible. “Some sectors and types of expenditures
have been adjusted in order to balance supply and demand”.**

According to the CSO the report containing the 1991/1992 and 1992/1993 estimates was-
“the nineteenth issue of the national accounts publications.” The previously published
comprehensive national accounts of Botswana were for 1987/88, published in June 1991. The office
produced provisional estimates annually up till 1994/95 but they were not regularly published, and
the estimates were gradually revised when better data were made available. The other years, from
1988/89 up to 1990/91 were published retrospectively. The estimates were made according to the
1968 SNA until 1997 when the SNA 1993 was introduced. The 1985/86 HIES was followed by a
further one in 1993/94 and the estimates of the traditional sector was interpolated between the two
HIES. The CPD was in this period complemented by a yearly Census of Manufacturing and
Construction. South African price data were still used in the preparation of constant price and some
of the current data. The constant price data still used 1985/1986 as the base year through the 1990s,
while in 2000 a new constant price series based on 1993/94 prices, was published, covering the
period back to 1974/95.%

%3 National Accounts of Botswana 1986/87: Table 3.1.2:44.
% National Accounts of Botswana 1987/88: 3.
% National accounts statistics of Botswana, 1974/75-1994/95.
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History of National Accounting in Kenya

The history of national accounting in Kenya is different in that it is longer than in the other
countries. Because the emphasis is on the post-colonial period the early history of national
accounting in Kenya will only be touched upon briefly. Considering that Kenya and its Central
Bureau of Statistics has such a long tradition of reporting, it is surprising that there is a relative
scarcity in methodology description. There have not been regular publications of specific national
account reports in Kenya, as has been done in Botswana and Tanzania. Nor has there been the
irregular reporting as in Zambia. The national accounts statistics have been published without
methodology commentary in the annual Statistical Abstract, and with the occasional accounting
note in the yearly Economic Survey. Without the national accounts reports that have been available
in the other countries there is less source material to use.

In 1977 the Kenya Central Bureau of Statistics (CBS) published Sources and Methods used
Sfor the National Accounts of Kenya. This book provides rich material for the present study, almost
compensating for the shortcoming of the lack of regular detailed reporting; however the
chronological perspective on the national accounting is still somewhat limited. At the CBS in
Nairobi in 2007 I was assured that this publication contains ‘everything you need to know’ about
national accounting in post-colonial Kenya.”® The following discussion will be mainly based on this
book, while Economic Surveys, Statistical Abstracts and other publications have been consulted for
additional information.

Although lacking in regular reporting, the Nairobi-based national accountants do give the
most poetic introduction to the domestic product. “It is possible to use a number of criteria in order
to assess the progress of the economy, but the usual measure of the rate of economic development is
the estimate of Gross Domestic Product. Estimates of domestic product are not, however, among
those statistics which are a definite measure to which there can be only one precise measure
comparable to the number to the number of oranges in a bag. It is in fact an aggregation of
numerous data which vary substantially in order of precision”.”” How this precision varies, and
especially how the precision compares to other countries’ accounts is the subject of this analysis.

The first official estimates of the domestic income and product of Kenya were prepared in
1947. The main sources of information were the annual census of employment, some data on
agricultural output and the accounts of government and other public organisations. “The quality of
the estimates was seriously undermined by the lack of information on income from rents, interest,

profits and self-employment and by the limited data on the output of the manufacturing and service
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sectors”. The estimates did not cover any of the ‘non-monetéry’ economy except for a “weak
estimate” of ‘subsistence’ production in agriculture. *® There was no change in the use of
methodology or sources in the following decade.

The first major revision in the estimation of national accounts came in 1957. The quality of
this series was considered better since there were better basic data available. Nevertheless the gross
output figures for agriculture and quarrying and the information on the ownership and distribution
of dwellings were still weak. The efforts to include activities for the non-monetary economy were
expanded, but the end result for forestry, hunting and fishing was incomplete and unreliable. The
new series provided an estimate of capital formation for the first time. There was a report on the
methods and sources published and the methodology remained essentially unchanged through the
years 1954-1966.%

The second major revision came in 1967. It also made use of some further data, and
attempted a more comprehensive coverage of the non-monetary sector. Estimates were made for
building and construction, water collection and ownership of dwellings. “However, such estimates,
too, were weak being based on limited data and, in some cases, on questionable assumptions”.!?

Until 1969 there were no estimates at constant prices. In that year they were introduced with
1964 as base year for the series. This third series (the first was for 1946-54 and the second covered
1954-1966) was continued until 1974 when the third major revision was undertaken. As mentioned,
there was no report on methods was ever published for the 1964-1974 series. The fourth series was
introduced in 1976, but backdated to 1972, which was also the base year for the estimates in
constant prices.

In the Economic Survey 1967 some details are given on the second major revision. It was
revised because since 1954 there had “been a significant increase in the availability of economic
data with which to assess the size and structure of different industries”.'®! It sensibly says that
“[s]ome of these data have been used to improve the bases of the éxisting estimates of domestic
product, but if the new data had continuously been incorporated into the annual calculations,
comparability would have been lost betweeﬂ one year’s statistics and the next and rates of growth
would as a result have become meaningless”.'%” It was, therefore deemed necessary to undertake a
complete revision of the methods of estimating and aggregating different sectors and to publish a
completely new set of revised figures. The new series covered the years 1963-66. In the survey the

new series was presented alongside the old and the revised calculations were noticeably different

% Sources and Methods used for the National Accounts of Kenya: 130.
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from the old ones. First, as mentioned above, new economic data were incorporated. Second,
numerous changes were made in the classification and sub-classification of enterprises in order to
provide greater consistency in this and a more accurate assessment of the size of particular sectors.
It involved splitting a number of organizations like the East African Railways and Harbours, East
African Posts and Telecommunications and East African Airways into different industries. Third,
efforts were made to obtain a more comprehensive estimate of the size of the non-monetary sector.
Finally, there was an effort made to introduce greater consistency in methods and make
classifications cohere with international standards. The survey further promised that “A detailed

~description of the methods used in the new calculations together with subsidiary industry tables will
be published as a separate document”.'® However, such (a) document(s) was never produced. The
new estimates claimed a better estimation of the size of the economy. This meant an upward
revision from K£33 to K£38 per capita income for 1966.

In the following a description of the methods entailed in the fourth revision will be given.
Elements of statistical growth, upward and downward revision as compared to past series will only
be detected as far as they are assessed in Methods and Sources. If the source material does not allow
a full comparative study over time, there is at least the possibility of comparing over space. The
methodology will be discussed by first focussing on the agricultural sector estimates, the relevant
issues in estimates of the other sectors, before the deflation method and the official view on

reliability of the data is reviewed.
Kenya National Account Estimates: Agriculture and the ‘non-monetary’ sector

The estimate of agricultural output is based on an annual Integrated Rural Survey (IRS) and an
annual Census of Large Farms. The former covers farms up to 20 hectares. The latter covers what
referred to as the “former scheduled areas”. This sampling frame is a remnant of the colonial
system and essentially covers the area then occupied by white-owned large farms. Farms that were
not covered by these surveys were called “gap farms”. These are estimated to number 40 thousand
(as compared to 1.4 million total IRS covered farms). The output data for these farms are made
using the output estimated in “large IRS farms” by the estimated number of gap farms. The first IRS
was undertaken in 1974/75, it is not clear what source of information on small farms was used
before this date.'™

It is peculiar to the Kenyan system that while there is a separate account for the ‘traditional’

economy, this account does not include food production. Food production for home consumption
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was formerly included in the ‘traditional’ economy, but has been excluded from 1977 onwards and
moved to be a part of the agricultural sector proper.'® According to the estimates about 40 percent
of the output on the IRS farms was consumed at home. Since the majority of the output was now
sold to marketing boards it was deemed appropriate to move this share of the output to the |
agricultural sector. For the “agricultural sector as a whole home consumption accounts for about 27
percent of total output”.'% Since 1977 the traditional sector consists of hut building and ownership,
water collection, firewood collection, collection of poles and post and fishing for own consumption.
The guideline for including a ‘non-monetary’ activity in the national accounts is that the activity
corresponds to some activity undertaken in the commercial economy. Theoretically this would
hinder a misleadingly high estimate of economic growth as activities move from the non-monetary
to the monetary sector.!” Though in practice this is not likely to hold, as the static estimation
methods would not take account of the declining absolute importance of the non-monetary
economy.

For the agricultural sector in Kenya an unusually large addition for land improvement was
made and ‘immature permanent crops’, which means planting of tea and coffee. The respective
product boards provide an approximation of such expenditure per acre, which are then aggregated.
For land improvement an approximate estimate was made of the hours used for such work, which
was grossed up, and valued according to the hourly wage rate of casual labour.108 Information on
production of cereals, wheat, maize, barley and rice paddy is taken from the respective marketing
boards. Other cereals and pulses are handled by the Maize and Produce Board. In addition
information on ‘temporary industrial crops’, specifically pineapples, oil seeds, pyrethrum, sugar
cane, cotton and tobacco are taken from the industrial users of the products. Information on cotton
and tobacco is collected from the respective marketing boards. The permanent crops for which data
are collected are coffee, sisal, tea and wattle for which special marketing boards operate, while
coconuts and cashew nuts are handled by the maize and produce board. The data on quantities and
values derived from these sources are “highly reliable” through the recorded purchases made.'®”

In addition allowances were made for produce sold on local markets, home consumed, fed to
livestock, given to labour and finally for home grown seeds. The quantities of this produce is based
on information is taken from the Census and Surveys referred to above. There is no indication of the

proportion of the produce that is valued in this way. It is valued at the same prevailing market
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prices as the other produce; this is certainly an overestimation, as an element of transport and
distribution costs are included in those prices.''®

For value added deriving from livestock, the registered sales to marketing boards and
factories are added to estimates of locally sold, own consumed and given to labour. In addition there
is a contribution to GDP from livestock products; especially eggs, milk, hides and wool which are
partly consumed at the place of production, and partly sold locally or to marketing boards. The
increase in herds is divided into mature and immature livestock and contributes to capital formation.
Nomadic tribes are not covered by either of the Census or the Survey, and information here is
calculated as a residual by deducting all other contributions from an assumed national total of
livestock and its produce is valued the at prices fetched at the Meat Commission and the dairy.'"!

A sophisticated and comprehensive estimate of intermediate consumption is made where
provisions are made for the use of fertilizers, veterinary services, fuel, power, spares, bags,
manufactured feed, seeds, office expenses, small implements, marketing, research, artificial
insemination, aerial spraying, tractor services and other transport costs. According to the handbook
this information is compiled annually, while that for insurance and ‘other (twine etc.)’ are projected
forward from a base-year estimation. In addition surveys on employees and self-employed gives

estimates on labour cost. For small farms the contribution of labour is a part of the operating

surplus.''?
» 113

For hunting “no reliable information exists” and therefore “guesstimates are resorted to”.
The value of output is taken to be equal to the value of ivory exports plus the cost of issued hunting
licenses. For forestry the data from the Forestry Department supplies data on its own planting and
royalty incomes from private loggers were used. Data on private logging were obtained from the
licensed operators, and based on a 1967 survey on logging outside the forestry reserves the amount
is grossed up assuming proportional activity. The use of charcoal is based on estimated Quantities
per household from the 1969 population census assuming 3.3 percent population growth in rural
areas and 8.9 percent in urban areas. The prices are obtained using the Index of Consumer prices.
Posts and poles are estimated at 9 percent of ‘hut-building’. For firewood collection 42 working
days per year per household are assumed and valued at the rate of casual female labour.'"

The Fishing department provides estimates on catches in inland waters and at sea. For home

consumption 10 percent of the monetary economy is chosen. Costs of boats, diesel, nets and other
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equipment are subtracted (the costs of boats are assumed to increase with the cost of imported

paint).'"’

Kenya National Account Estimates: The other Sectors

Mining contributes less than 1 percent of the economy, and of this 30 percent was quarrying, while
the remainder was oil proépecting. Information on manufacturing was gathered in the 1972 Census
of Industry. This Census covered all industrial establishments with 5 or more employees in urban
areas and all ‘large establishments’. 25 percent of smaller urban establishments were sampled. The
directory of the establishments includes all registered companies with a postal address or a
telephone. This information is updated annually with a survey covering all establishments with 50
or nllore employees and 25 percent of the firms employing 20 to 49. For the smaller enterprises the
same growth is assumed as in the 25 percent sample. In addition information is gathered from the
public enterprises in the sector. '

Rural non-beer production was surveyed in 1972 (valued at 1 percent of total
manufacturing) and is assumed to grow in proportion with the rest of the sector. Beer production
was estimated based on a 1963 household survey that found that the average spending on traditional
alcoholic beverages per household was 10 shillings per week. This amount was multiplied by
number of households, and 25 percent subtracted as intermediate consumption.'!’

The 1972 Census also covered all enterprises in construction and building with 5 or more
employees and 25 percent of smaller enterprises. Each year the information is updated in the exact
same fashion as for manufacturing. In the traditional economy ‘hut-building’ was covered in an
enquiry in 1966, and it is assumed that this follows rural population growth (3.3 percent), with an
assumed replacement ratio of 5-8 percent depending on the district. For Electricity and Water all
necessary information was provided by the two responsible companies. For rural household an
estimate of women’s hours per household spent drawing water per year was used. Its opportunity
cost was valued according to the wage rate for casual female labour. Meanwhile “in pastoral areas
no alternative employment is thought to exist”.!'®

The private urban distribution and retail trade is estimated based on the total imports and
exports; the total production in manufacturing less that handled by public corporations, and the total
agricultural output less that handled by the marketing boards. Total output is estimated using a base

year ration of value added to output. The records of public corporations and marketing boards are
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available, and companies in the distribution of petroleum are contacted annually. Urban hotels and
restaurants and larger rural establishments were surveyed in a 1975 Survey of Services. Growth is
assumed following the base year ratios based on the recorded annual wage bill. The rural small-
scale establishments were covered by a 1972 survey and value added is assumed to grow with
output of the small farms.'*

The transport and communications sector consists of large public operators for which data
were ready available. For urban transport and privaté freight transport by road companies with 20 or
more employees are surveyed annually assuming certain ratios of employees per registered vehicle.
Output of un-surveyed operators (but registered) is estimated assuming proportionality. For banking
and other financial services available records are used. The estimates in the real estate sector are
considered weaker since these transactions are frequently done by private persons. For smaller
services data from the annual survey of employees and self-employed persons were used. In rural
areas services growth is assumed to be two thirds of the growth in urban areas. Ownership of
dwellings contributed some 6 percent to GDP. Here ‘modern’ dwellings are valued according to the
official registry, and the value of rural huts and the imputed rent of these are estimated using similar

assumption as in the construction sector. 120

Kenya National Account Estimates: Deflation and Summary Conclusions

For deflation different methods are used from sector to sector. For water and electricity physical
indicators are used. For the broad service sectors including government the wage index is used. In
manufacturing a physical indicator of output is used collecting data on the 300 most important
products. This composite index is updated for structural changes in the sector. In the agricultural
sector the double deflation method is applied with separate indices made for input and output for the
three types of farms. Rather than deflating commodity per commodity, a weighted contribution for
each product to total sales is used.

In the Sources and Methods a table depicting the reliability of the estimates levels per sector
was made.'?! The estimates vary from being considered as accurate as +/- 40 percent for the
traditional economy, +/- 10 percent for agriculture and manufacture, while the private service sector
estimates are considered far less reliable (+/- 20 percent) than public services (+/- 5 percent).

The source material gives few perspectives on how these 1977 methods differed from the
earlier methods, and whether the surveys were continued or discontinued in the decades to come. In

the Economic Survey of 1982, it was noted that it “is becoming increasingly obvious from enquiries
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into selected sectors of the economy and from general observation, that the methods used to make
estimates of the GDP need to be revised. While any revisions of this nature are only likely to have a
small impact on growth rates year by year, they could in total lift the whole level of GDP such that
GDP per head might be significantly higher than is currently portrayed”. 122° A footnote in the same
survey identified transport and communications and finance insurance, real estate and business
services as being potential subjects for upward revision. It added that as further data become
~ available it would “probably show that the agricultural sector is also one in which substantial
upward revision may be necessary”. 123

Based on information in the Economic Survey 1988 and 1989 it is clear that the surveying
of agriculture proceeded in the same fashion as described above.'?* The Agricultural Productions
Survey instituted in 1986/1987 provided supplementary information, and in 1988 a new Rural
Household Survey was conducted. In 1981/82 a rural household budget survey was conducted

covering 2.4 percent of the rural population. These revisions were included in the new constant

price series from 1982. The base year has not been changed since then.
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History of National Accounting in Tanzania

The first published series of Tanganyika Gross Domestic Product was prepared in 1955 for the
Royal Commission of East Africa.'* The Tanganyika Unit of the East African Statistical
Department continued the series using more or less the same methodology. The series was
published as The Gross Domestic Product of Tanganyika 1954-1957. The National Accounts of
Tanganyika 1960-62 was published in May 1964. The latter estimates were based on a combination
of production and income approaches. In 1968 the Bureau of Statistics, with the assistance of the
UN Technical Assistance Programme, embarked on a detailed and comprehensive revision of the
National Accounts. The work done in this regard is published in: National Accounts of Tanzania
1966-68, National Accounts of Tanzania 1966-68 (Sources and Methods), National Accounts of
Tanzania 1964-70, 1966-1972, 1966-74, 1966-1976, 1966-1980 and 1970-1982.

Between 1980 and 1985 Bureau of Statistics again with the assistance of a National
Accounts Expert made available through the UN embarked on a detailed and comprehensive
revision of the national accounts series with the aim of changing the base year from 1966 to 1976.
The results of this exercise can be found in the following publications: National accounts of
Tanzania 1976-1984 : sources and methods, National Accounts of Tanzania 1976-1984, 1976-1986,
1976-1987, 1976-1988, 1976-1989 and 1988-2001.

The introduction of a new base year and the accompanying revisions of 1992 onwards offer
the third natural distinct period for this history of accounting. This study of Tanzanian national
accounting methods will make use of the different documents as referred to above and consult some
additional documents prepared by infernational agencies that gave Tanzania technical assistance at
various points in this period. The study will start with the first estimate of national accounts made

after independence.
Tanzania National Accounts Estimates: 1964 — 1976

The first national accounts prepared by the Central Bureau of Statistics (CBS) was the 1966-68
report, published as a “revised series” with reference to the methodology in the 1960-62 estimates.
The accounts were corresponding to SNA (1952) regulations with an exception of Automobile
repairs which were not considered services, but rather added to manufacturing. “This is the only

recommendation of the SNA that is not adopted”.126 The 1974 report further conceded that the data

123 In addition a study was undertaken by Peacock and Dosser published as The National Income of Tanganyika, 1952-
1954 (1958).
126 Sources and Methods 1966-68: 2.
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were not completely in accord with the then revised SNA (1968). “The tables on GDP in this report
are on the factor cost concept (i.e. excluding indirect taxes net of subsidies) and not at the
producers’ value as derived in the revised SNA which include the indirect taxes net of subsidies™.'*’
It had not been possible to distribute indirect taxes by sector, a common deficiency across national
accounts in the region. It should be emphasised that the estimates presented in all these reports
relate only to mainland Tanzania and not Zanzibar. The product method Was used for estimating
agficulture, mining and manufacturing, while for the remaining industries the income method was
used. In the case of public administration wages were taken as the contribution to domestic product.
The 1964-70 estimates were made with the exact same data sources and methodology as in the
1966-68 estimates, simply adding two years on each side. Between the first report and the 1974
report two important bodies of new data became available: the Household Budget Survéy (HBS) in
1969 and the 1967 Population Census. The 1972 report contained revisions of the estimates because
of fresh data on manufacturing, mining, construction and trade.

“The available basic statistical data pertaining to Tanzania suffer from many limitations and
gaps” an UN report commented, and continued that “the system follows the SNA closely, it has
been developed and substantially meets the needs of the Ministries”'?® The 1964-1970 series was
considered final and a report from the UN remarked that “the work as realized is considered one of
the best actually done for African countries”.'?® The problem of the series is not the method, but the
availability and reliability of the basic data. This refers particularly to agriculture, small-scale
industries, transport and internal trade. A census of agriculture might improve the coverage:
“however, unless the system of collection of annual data on output of agricultural commodities is
substantially improved, the year-to-year changes in estimates will continue to be unsatisfactory”.'3

The CBS acknowledged that despite the importance of agriculture to the national economy,
“the available information on crop acreage, output etc. is very meagre”, except in the case of the
export crops.'*! The crops grown primarily for export purposes are marketed and therefore fairly
reliable and comprehensive statistics relating to them do exist. The remaining crops, which are by
and large grown for ‘subsistence’ consumption, “only inadequate and somewhat unreliable statistics
are available”."*> The main source of information for latter crops were available through the
Ministry of Agriculture (KILIMO), while from the National Agricultural Products Board (NAPB)
data on volumes purchased at the prices set by NAPB were available on the crops handled by the

board.

127 National Accounts of Tanzania 1966-74: 1. _

128 UNDP (1975), Statistics (National Accounts) Tanzania — Project Findings and Recommendations : 4.
12 UNDP (1975), Statistics (National Accounts) Tanzania — Project Findings and Recommendations : 5.
10 UNDP (1975), Statistics (National Accounts) Tanzania — Project Findings and Recommendations : 6.
B! National Accounts of Tanzania 1966-68 Sources and Methods: 2.

132 Sources and Methods1966-68: 2.
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For most of the other crops, the Bureau of Statistics compiled quarterly averages of prices paid to
growers for each region separately on the basis of the monthly reports from the Regional and
District Agricultural Officers. The data on crop production are also similarly compiled from the
periodic crop reports of the Regional and District Agricultural Officers and these are “mainly based
on eye observations and market reports”.'*?

For non-export crops no direct data on production are available. The reported data have been
accepted after a “close scrutiny of the figures for each crop at regional level over a period of years
and after making all possible efforts to make the annual figures comparable”.'** For some crops like
maize, rice, beans, cassava, and fruits and vegetables alternative estimates of production were built
up on the basis of data obtained through preliminary results from the scheduled Household Budget
Survey (HBS).13 > The survey was based on a sample of 824 households spread throughout the
country and these results were preferred to corresponding KILIMO estimates which were believed
to be considerable under-estimates even according to NAPB estimates.'*

The basic method of estimating the net output was to evaluate the total output, including
‘subsistence’ production, at prices received by the producers (at regional level to the extent possible
) and then it was allowed for the cost of production incurred by them. In the case of some export
crops, it was found easier to use the total export value derived from the statistics compiled by the
respective marketing board or association. For most other crops estimates of production at regional
level were compiled by KILIMO “with certain corrections and improvements found necessary as a
result of the close scrutiny”. Prices paid to growers of such non-export crops compiled by the NBS
formed the basis for the estimates."’

In the case of export crops such as sisal, tea and sugarcane both agricultural z;nd
manufacturing activities are undertaken by the same establishment and it was therefore desirable to
distinguish between the two activities. Thus, the production of tea up to the stage of raw tea leaf has
been considered as an agricultural activity, while processing of raw tea-leaf into manufactured tea,
and packing etc., have been classified as manufacturing. Similarly, production of sugarcane is
considered under agriculture and sugar production under manufacturing. In the case of sisal
however, it was not possible to separate the two activities, so the production up to the stage of sisal

fibre, which should have been considered manufacturing, was included entirely under agriculture.'*

133 Sources and Methods1966-68: 3.
B4 Sources and Methods1966-68: 3.
15 1t was undertaken in 1969.
B8Sources and Methods1966-68: 3.
YSources and Methods1966-68: 4.
188 ources and Methods1966-68: 4.
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Production figures for sisal were regularly available from the monthly returns of Tanganyika Sisal
Marketing Boards as well as the annual reports of the Tanganyika Sisal Growers’ Association. The
average F.O.B. export price was used éfter making allowances for marketing expenses. Costs of
production of sisal fibres were collected from seven la‘rge sisal estates.'*

Cotton is a peasant crop in Tanzania, marketed through Lint and Seed Marketing Board in
two quality grades, prices for which are fixed in advance of the season. Expenses were estimated to
amount to 15 percent of output based on data from 7 cotton growing areas. The value added
deriving from the marketing board was accounted under trading and not agriculture. Coffee is
marketed through four agencies affiliated with the Tanzania Coffee Board. The subsistence
production of coffee was placed at about 2950 tons in compliance with the International Coffee
Organisation.'*’ Tea is an estate crop and only 3 percent is grown by peasants. All tea passes
through the Tanganyika Tea Board which handles both exports and domestic sales. The net output
is estimated from the value of the total production making allowances for marketing and production
costs, based on 8 representative estates. All tobacco goes through Tanganyika Marketing Board; the
costs are estimated to a total of 12.8 percent based on case studies of four estates. Pyrethrum is
mainly a peasant crop, but is exported, and the data were collected from the respective marketing
board."*! The East African Community gave reliable estimates of the quantity of sugar produced
each year. The bulk is converted into sugar while a portion is consumed in other ways. For this
consumption only rough estimation. has beeh possible. “For chewing KILIMO gave a figure of
11.000 tonnes for one year in respect of six regions. In consultation with KILIMO, a figure of
40.000 tons for sugarcane consumed as such has been considered reasonable”.*? Price data were
collected from the two ma}j or producers. The National Agricultural Products Board (NAPB) handles
the bulk of the cashew nuts, which is entirely a peasant crop. A portion of the crop comes through
other channels. The subsistence consumption has rather arbitrarily been placed at about 4000 tons
and 4200 tonnes in 1967 and 1978 respectively. Costs for production and depreciation have been set
to 4 and 1 percent respectively on the basis of data obtained from some of the farm studies. The
KILIMO data on the food crops maize, rice, sorghum, beans, cassava, sweet potatoes, coconuts and
fruits and vegetables were reportedly considered to be gross underestimates. The HBS data were
preferred as the baseline estimate while the growth rates from the 1967 baseline estimates have
been made on the basis of the same discarded KILIMO series.'*?

The availability of data on livestock population is considered the poorest part of the

agriculture estimates. KILIMO estimated that the herd increased from 8.5 million to 11.1 million

139 Sources and Methods1966-68: 4.
10 Sources and Methods1966-68: 5.
Y Sources and Methods1966-68: 6.
12 Sources and Methods1966-68: 6.
3 Sources and Methods1966-68: 7.
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between 1963 and 1967. For goats and sheep the herd was considered stable at 4.4 and 2.8 million
respectively. “These estimates cannot be considered quite reliable”.'** In the absence of other
information they were accepted and included in the accounts. As regards milk production KILIMO
assumes the ratio of cows being 44 percent, compared to 40 percent in the 1964 census of
commercial farming. The proportion of cows giving milk was assumed to be 37.5 percent,
compared to a 1964 estimate of 33.3 percent. The quantity of marketed milk was taken to be 20
percent. All milk was evaluated at the average price paid for milk by factories. The production cost
for livestock was set at 15 percent “on the basis of discussion with some farmers”."** Meat for |
subsistence was considered to grow in proportion with the population.

The available data on production and prices of forestry products were considered
“insufficient to >build up satisfactory estimates of contribution to GDP from this industry”.*¢ For
this sector FAO estimates were used because the recorded production only accounted for a very
small proportion of total production. The growth rate of the rural population was assumed td be
proportional with the growth in the sector. Wattle bark production from two factories was added to
this sector estimate. On honey data on exports and the KILIMO data did not match. In 1966 the
marketed production estimate fell short of the amount exported, while in the two years after that the
marketed production was higher than the exports. A figure in slight excess of both were chosen, and
assumed to grow with population. Costs were taken at 10 and 2 percent for production and
depreciation respectively.l‘”For fishery fairly good data are collected. Five sixths of the catch was
made in lake fishing. These catch data are adjusted upwards to account for other collection of
products and fishing by non-professionals. The adjustment is rather arbitrary in the absence of any
basic data. The costs are made on estimates of prices of different kind of boats and seemed quite
detailed. Curing of fish was assumed to constitute 7.3 percent of total production. For the estimation
of hunting the data on official hunting incomes are multiplied by 5.'%

For mining reliable and comprehensive data are available. 95 percent of the diamond
production is done by a parastatal. There were two salt mines in the country for which data were
available from the parastatal companies.'*’

The manufacturing sector was considered in two subgroups. The ones with 5 or fewer

employees were considered household and cottage industries. A Survey of Industrial Production of

1966 gave the basic data, intended to cover all establishments employing 10 or more. However the

1% Sources and Methods1966-68: 14.
145 Sources and Methods1966-68: 19.
Y6 Sources and Methods1966-68: 20.
W Sources and Methods1966-68: 23.
18 Sources and Methods1966-68: 26.
19 Sources and Methods1966-68: 28.

95



9

response rate “was very poor”.!® Thus, the first task was agree on and appropriately mark-up to
account for the non-respondents and the second task to account for those enterprises with more than
5 but less than 10 employees. The extent of the mark-up was supplied by the ‘Employment and
Earnings and Survey’. It was found there that establishments that employ 5-9 persons account for
about 7.3 percent of the total employment and 5.5 percent of the earnings of those employing 10 or
more people. This formed the basis of the 1966 base year estimate, the next problem was to derive
similar or comparable estimated for 1967 and 1968 in absence of relevant surveys. Data from the
Industries Division of Bureau of Statistics maintain the statistics of annual production (quantities -
only) of a number of selected important commodities (such as canned meat, wheat flour, beer,
cigarettes, textiles, paints and cement). These data were supplemented by data from agriculture:
where agricultural commodities were used as inputs for manufacturing the agricultural data were
used as production indicators. Where neither kind of data were available the employment or
earnings survey was used. For the estimation of growth weights from the baseline estimate were
used, so production of other products not covered were assumed to grow proportionally in
production. The estimates were then all made at 1966 prices, and “the estimates at current prices
have been obtained by superimposing the effect of price fluctuations”.'!

The data available for household or cottage industries “are very scanty and it has been
possible only to build up only rough estimates of the contribution of GDP from this group”.!* The
population census of 1967 and some case studies were used to estimate how many people were
engaged in these activities and this number was multiplied by the average earnings obtained in the
same survey. This benchmark estimate was then adjusted for quantity and price changes. With no
data on quantity changes this had to be estimated indirectly through agricultural output,
manufacturing output and population growth with the weight of manufacturing being half of the two
others. For price changes a retail price index for Dar es Salaam was used.

For electricity data come from the state supplier TANESCO while own generation of
electricity was included in the sector to which the establishment concerned belong. Data for output
in water supply were taken from government accounts relating to such expenditures. Data for
construction were taken from public companies, while the account for own-construction was based
on surveys. The CBS stated that “Only very scanty data are available on trade”.'> Data from
parastatal trading companies were directly available while non-parastatals were surveyed in the
earnings and employment survey. 800 were contacted, but only 200 replied. Tflis compared to an

estimated 2000 establishments in this sector and the contribution was marked up accordingly. For

150 Sources and Methods1966-68: 32.
51 Sources and Methods1966-68: 34.
152 Sources and Methods1966-68: 37.
153 Sources and Methods1966-68: 43.
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smaller enterprises the estimation is less reliable. Different sources were used from other sectors for
establishing a mark up etc. The data were however “not comprehensive enough to build up
independent estimates for each year, so the same margin has been used for each year”."* For Hotels
and Restaurants the data was calculated from the 1967 census for the non-parastatals, with the
estimated employment numbers were multiplied with average wage. Fairly detailed and reliable
statistics did exist in respect of communications, air transport, railway, transport and harbour
activities. However, complications did arise because such statistics were normally maintained for
Tanzania, Kenya and Uganda as a whole. “The corporations keep activities in all countries and do
their best to live up to the national accounts requirements. The remaining activities are covered by
meagre data, and only rough estimates can be made.” This referred to the data on road transport
where an estimate of operators were obtained from the population census and compared with the
number of licensed vehicles. This number was again multiplied by wage data.'’

In deriving the constant price estimates, according to the CBS, current year quantities of
production of individual commodities and services were evaluated at base year prices wherever
possible. In the other cases ad-ho quantity indices or price indices were built up and used as
deflators. With respect to activities such as transport, communications, electricity generation, trade,
and health and education as far as possible indicators of physical work done such as passenger
miles, freight ton miles, letter handled, parcels handled, telegrams sent, telephones in use, quantum
of electricity generated, quantum of commodities handled by trade, number of patients treated,
students trained, number of teachers etc. were utilised. In respect of public administration and
defence the effect of salary and wage adjustment (relative to 1966 levels) on the total wage bill was
been estimated on the basis of material contained in the budget documents and allowed for. In the
case of miscellaneous personal services and rental value of dwelling the retail price indices of goods
consumed by wage earners in Dar es Salaam National CPI were used as deflators in the absence of
anything better. Government services were not deflated as it was not considered necessary.
Government value added is accounted for as compensation to employers, and there was no wage
increase during 1966-1968.'%

The reliability of the estimates was considered in a separate section. It was thought that
about one third of the GDP consisted of exports, mining, manufacture, electricity and water
provision, parastatal trade and transport, finance and the public administration. The figures for this
part of the GDP were reported as having a 5 percent error margin. Non-exported but marketed
agricultural production, meat and hides, construction, trade, road transport and some services, were

together also thought to contribute a third of GDP, with a 10 percent error margin. The final third of

154 Sources and Methods1966-68: 49.
155 Sources and Methods1966-68: 52.
156 Sources and Methods1966-68: 111-115.
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the GDP estimate, containing food, livestock, handicrafts and very small-scale trade and services
“should be considered very rough.”"*’

The first national account series at constant prices had 1966 as the base year and that series
was expénded as far as to 1982. The structure of the economy and relative price-level of different
groups of commodities and even the wage level had all significantly changed since 1966. In 1975 a
UN report stated “it would be desirable to shift the base year to a more recent period to reflect the
changes in real terms more faithfully. The year 1971 or 1972 might have been appropriate but for
the fact that there have been significant fluctuations in 1973 and 1974 both in production and price-
level, rendering 1971 or 1972 already out of date for the purpose in view. Perhaps a relatively stable
year subsequent to 1974 will be preferable. In any case, the matter has to be examined further and a

%

suitable year decided upon later”.'*® It was later decided to use 1976 as the new base year.

Tanzania National Accounts Estimates: 1976 — 1992

The second constant price series coincided with a revision of sources and methods. “In the light of
this change the revised series, 1976-1984 is not strictly comparable with the earlier series prior to
1984 both at current and constant prices”.'>® The new estimates were based on the data collected for
the HBS, 1976-77, Input-Output Table of Tanzania Mainland 1976, Population Census 1978,
Industrial Census 1978 and Analysis of Parastatal Enterprises, 1972-1982.

The first report in the new series covered 1976 to 1984. Already in the 1985 report there
were some changes. The data on agriculture was revised “after careful re-examination” and from
this report onwards the estimates for manufacturing were made using quantity indices. 10 The 1986
report revised the estimates from 1983 onwards. Curiously, an examination of the tables shows that
only the aggregates were changed, so summing up by industry the total would be smaller. From the
1987 report the estimates for public administration were made using employment indices instead of
the minimum wage indices used earlier. In addition there were invariably some changes to the most
recent years in each report (published annually to 1994). |

In these accounts estimates for agriculture were compiled for 40 agricultural products, 15
livestock products and producers of government services. The output of agricultural products at
current prices was estimated using the officially announced producer prices. Data on consumption
items such as sweet potatoes, barley and other cereals, yam and cocoyam, potatoes, cooking

bananas and plantains, dry peas, lentils and other pulses and yoghurt were available through the

7 Sources and Methods1966-68: 118.

158 UNDP, Statistics (National Accounts) Tanzania — Project Findings and Recommendations : 9.
1% National accounts of Tanzania 1976-1984 : Sources and Methods: 1.
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HBS for 1976-77. For the other years consumption was assumed to grow with the rural population
assumed at 2.825 percent. The products that are mainly consumed in the monetary sector were
estimated using different methods. The quantity of consumption of mature coconuts for other years
was adjusted on the basis of changes in the quantities of copra.'®! The growth rate of vegetables,
chicken and other poultry was based on the quantities of consumption in the HBS data while
indicators for cattle meat, sheep and goat meat and pork relate to the number of livestock
slaughtered, according to records from abattoirs.

Consumption in the ‘subsistence’ sector was measured at producer prices, which are
estimated from the retail prices of goods consumed by urban dwellers. Retail prices are available for
sweet potatoes, cooking bananas, ripe bananas, oranges, pawpaw, tomato, cabbage, onion, coconut,
meat with bones and meat without bones. With these data price indexes were produced for
vegetables and fruits. The producer prices of meat were based on the average price at public
markets. An under coverage of 10 percent was assumed, and the estimates were marked up
accordingly.'®? The estimates for manufacturing were made using the 1978 industrial census of
firms employing five or more persons, where some adjustment was made for non-response. The
input-output table of 1976 contained output estimates for 29 groups of manufacturing
establishments. There was no reliable information relating to manufacturing establishments
employing fewer than five persons and manufacturing carried out on a small-scale by households
such as beer brewing, tailoring, mats and basket making, footwear, saw milling, and wood carving.
Accordingly, one third of the estimated ‘subsistence’ output in this sector was assumed to be
accounted for by such household and small-scale manufacturing establishments.

Quantities and volumes in mining were available from economic surveys. Gross output in
land improvement, residential and non-residential buildings, roads, and bridges, water supply and
other construction works for the period 1976 to 1984 was estimated to be 30 percent higher than the
recorded data. This proportion was assumed to be 43 percent in the case of rural own-account
construction. For the other sectors the data from the dominant parastatals provided reliable data for
the formal part of the economic activities.

To reach estimates of gross domestic product at constant 1976 prices both official prices and
volumes were available for the gross output of 40 agricultural products and 15 livestock products.
Hunting was deflated by the average of export prices of ivory. Forestry output was deflated by an
index of government revenue from forest royalties. Fishery was deflated by the average price of
fresh water fish. Mining output was estimated at 1976 sale prices. Annual economic surveys yielded

figures for the quantities of manufactured commodities. No information was available about the

1! The dried kernel of the coconut.
12National accounts of Tanzania 1976-1984 : Sources and Methods: 22.
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value of the gross output of these commodities (canned beef, wheat flour, biscuits, konyagi, beer
and chibuku, cigarettes, textiles, sisal ropes, fish nets, carpets, plywood, pyrethrum, fertilizérs,
paints, petroleum products, cement, rolled steel, iron sheets, aluminium, radio and dry cells).'® In
the absence of any information about the producer pn'ces of these major commodities, constant
1976 price estimates were made deflating the current price estimates by the cost of living index of
clothing and footwear consumed by urban dwellers in Tanzania Mainland. Electricity and waters
was simply estimated with the use of physical indicators, though such information in respect of
rural areas was not available. For construction a special index of the cost of production was used. In
the case of rural own-account construction the gross output at 1976 prices is based on growth of
rural population. The data for wholesale and retail trade, restaurant and hotels was obtained from
the input-output table for 1976 projected to other years. Its growth rate was constructed on the basis
of the total of gross output at 1976 prices estimated for agriculture, forestry and logging, fishing,
hunting, mining and quarrying, and manufacturing industries, plus the value of imports (again at
1976 prices). For transport, storage and communications the consumption of diesel has been used
for both current and constant price estimates and the 1976 estimate was based on the parastatal
accounts. The ratio of cargo to passengers and the relation of gross product to output were assumed
to be proportional for the whole period. For government it is assumed that the current and constant
price estimates are the same except when there was a change in the minimum wage per month. This
occurred during 1980, 1981 and 1984. In deflating the wage bill it was assumed that the wage
increase affected 25 percent of the total wage bill. For the deflation of education and health services
an estimated number of clients were used.

The 1993 report contained preliminary estimates at constant 1985 prices, while the 1994
report presented preliminary revised national accounts aggregates. This was the result of work on
the revision of national accounts carried out with financial support from Eurostat and Sweden. The
national accounts were revised at current prices from 1976-1990. This revision was later
extrapolated to 1994, incorporating results of the most recent surveys and census. As a result of the
revision, for example, in 1990, the revised total GDP estimates were 62 percent higher than the
original official total GDP estimate, government final expenditures was 37 percent higher,
household final consumption expenditure and capital formation were 36 and 30 percent respectively
higher than the former official estimates. The report stated that “the revision of the national
accounts is going on to include the revision of national accounts at constant prices with new base

year. These revised estimates will be published in next year’s national accounts publication”.164

163 Chibuku is the generic term for home brewed beer. Konyagi is the local spirit, made on cashews.
1% Report on the Revised National Accounts of Tanzania 1987-1996: 1.
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National Accounts from 1992

The report accompanying the new constant prices series at 1992 prices held that “strong efforts
were made to determine what is the story behind the figures, whether the data applies to what is
experienced as happening in the industry. This has not been emphasised earlier”.!®® The new
estimates incorporated the 1993 SNA. As time had passed, some structural changes took place in
the economy, especially in the later part of the 1980s, which were not reflected in the available |
statistics, resulting in an under-estimation of value added. “Estimates of the size of this deficiency
ranged from 30 percent to as much 200 percent of GDP”. GDP was measured to 3 452 billion
shilling in 1996, and compared the old published figures this was an increase of 100 percent. The 62
percent increase noted above was commented on as follows: “From the perspective of the national
accounts staff, this revision was an ad hoc adjustment as the methodology from that revision was
not fully incorporated into the estimation procedures”. "%

The new level estimates were reached by incorporating all available data into the accounts,
including the results of new surveys of the transport, trade and construction undertaken as part of
the project. “Not all the revisions have increased the level of the estimates — the agriculture growth
rates have been drastically reduced.” There were problems with balancing the accounts “because of
continuing deficiencies in trade data and incomplete information on aid-funded expenditure outside
of the Government Budget. For this reason, the production figures should be taken as the measure
of Tanzania’s economic growth”.'®’

It was considered that in the previous methodology of 1976 the “private sector was under
covered — sometimes not covered at all — and the growing informal sector was not generally
accounted for”. The new data came from “Survey of Construction, Trade and Transport, Tanzania
1994 which surveyed 10 of the most important regions, covering an estimated 85 percent of output
in the sector. It was aimed at a sample of 50 percent of enterprises employing 5 to 9 persons and
100 percent of larger businesses.'®® The 1991/92 HBS provided new benchmark levels of
agricultural production, housing, household health and education expenditure and total household
consumption. In 1991 the first time a study of the iﬁformal sector was undertaken. Based on that
study and on the 1995 Informal Sector Survey of Dar es Salaam, new estimates were made for this
sector. The surveys increased the level of the old informal sector estimate three fold, and showed

that the growth in this sector in Dar es Salaam had exceeded 10 percent in recent times. A time
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series was developed by extrapolating these trends and taking account of the fact that the informal
sector would be expected to increase when the formal sector is in decline, rather than move with it.

“Major changes were made to the agricultural indicators, where a series of ad hoc
adjustments had caused the series to grow at more than double the rate reasonably expected of a
country like Tanzania, and at many times the rate actually shown by the data from the Department
of Agriculture”.'® Fishing statistics showed considerable variation from year to year, and “it was
shown that this was due to variation in coverage, not in actual changes in fish catches.” As in earlier
estimates cash crop data are taken from Marketing Development Bureau. Food and other crops are
taken from the HBS. The major change was how this data was treated. There was a “removal of ad
hoc adjustments to crops growth rates which had distorted the long term growth pattern”.'”® The
new ﬁgufes have a much smaller long-term growth pattern for agriculture which in turn has led to a
lesser growth rate for the whole economy. It was reported that the benchmark Manufacturing
Census had a deficiency in the questionnaire which, when corrected, led to a 50 percent increase in
the estimate of formal sector value added for that industry. Improvements were also made to the
standard of accounts analysis in a number of other areas, such as finance and insurance.'”!

The base year for constant prices estimation was changed to 1992. With this rebase, the
growth in recent times has increased. For example, in 1985 prices, the growth in 1996 was 3.7
percent but in 1992 prices the growth rate rose 4.2 percent. This type of change can be expected
because as the base year becomes outdated, the industries that are growing faster than the average
become underweighted and those that are growing below average become over-weighted. The
growth in crops in recent years also reportedly increased with the rebase as cash crops have greater
weight in 1992 prices.'™

The choice of an ideal base year is not easy. It should be a year which is relatively normal,
and the years between 1992 and 1995 all had some abnormality about them. Either drought affected
production or there were big changes in government and/or aid funded expenditure. 1992 was
chosen because of the HBS. In place of a proper import deflator a manufacturing value index from
the G5 countries was used; though these prices only applied to about 40 percent of imports.

The high level of unrecorded domestic trade was mentioned above. A consistency between
Tanzania’s various economic statistics was desirable, but hard to reach as the level of unofficial
trade was not accurately known. The accounts have used the balance of payments trade figures,

based on Customs data, Bank of Tanzania records and depended on data from the pre-shipment

‘inspection companies. It was well known that a lot of imports entered mainland Tanzania via
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Zanzibar, where the duty rates were lower. Furthermore it was held that “it is apparent from
discussions from importers, that even imports coming through official channels, may not always be
properly recorded”.!” The report referred to a 1997 study by USAID that showed that the informal
cross border trade between Tanzania and its neighbouring countries was of the order of $270
million, with exports exceeding imports by around 70 million.

A 2003 IMF report on Tanzanian observance of accounting standards concluded that “the
availability of source data for the national accounts is rather limited. The base year is outdated and
1993 SNA not fully implemented” and since “that [1992] baseline the statistical techniques have
largely been based on extrapolation. Intermediate consumption is in most cases compiled as a fixed
ratio of output, and the single indicator method is used to estimate GDP at constant prices. The
deflation techniques for general government expenditures and subsidies are not in line with good

practice”.!™*

13 Revised Accounts 1987-1996: 11.
1" IMF(2003), Report on the Observance of Standards and Codes: 1.
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History of National Accounting in Zambia

Before independence, up to 1963, national accounts were prepared by the Central Statistical Office
(CSO) in Salisbury. At the beginning of 1964 this responsibility was transferred to the CSO in
Lusaka, where the national accounts for 1964 were prepared on ““substantially the same frameworks
as for earlier years”.175 These early reports were National Accounts and Balance of Payments of
Northern Rhodesia, Nyasaland and Southern Rhodesia, 1954-63 published in Salisbury, and the
National Accounts and Balance of Payments of Zambia, 1954-1964 issued in Lusaka. Zambia had
been part of The Federation of Rhodesia and Nyasaland, also called Central African Federation. It
was created in 1953 and broke up in 1963. The break-up of the federation caused a number of social
and economic changes. “Economic Planning was an important task for the Government and the
need for statistical information had therefore increased considerable. The compilation of an input-
output table as a part of national accounts was seen as necessary”.176 v '

With the new economic and political conditions there was a need to revise the data for the
level of private consumption and other categories of expenditure. Essentially this meant estimating
the magnitude of supply as well as of demand. In other words the national accounts had to be based
on the ‘commodity approach’ rather than the ‘income approach’ adopted in the previous years. This
implied an upward revision compared to earlier years when non-monetary activities such as
production for own consumption and smaller-scale transactions would be included in the accounts.
In short, an earlier neglected part of the population was now seen as economically and politically,
and therefore statistically, important.

This analysis of the evolution of the Zambian national accounting methods is based on the
reports available from 1964 and onwards. In Lusaka the reports were available only until 1973.
Beyond that just an annex report to the 1973-1978 was obtainable. Between that report and 1992
there is a regrettable gap in the reporting on national accounts methodology in Zambia. This means
that very little is known about the estimates and their procedures in the 1980s. There is, however, a
publication containing estimates of current and constant price GDP for the period 1965-2000, so
there is official data covering the whole period. It has not succeeded in bridging fhe gap in the
knowledge of the estimation methodologies in the 1980s. At the Central Statistical Office in Lusaka
neither the national accountants nor the persons responsible for library/data dissemination functions
were able to clarify whether there were no reports issued in this period, or if the reports simply had

gone missing.

15 National Accounts 1964-1967: 37.
1% National Accounts 1964-1967: 37.
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It is indicative of the economic development experience that ‘the lost decades’ (Easterly 2001b)
were indeed lost in national accounting terms. It also exemplifies the lack of institutional memory
as the national accounting team is unable to account for the estimation procedures for a decade or
more. Finally, it shows how lack of economic resources and state finances hinders efficient
economic planning. Librarians at the University Library Special Collection, which functions as a
legal depository of official documents and the national archives with the same legal rights, both
lamented this fact. Publications for the 1960s and early 1970s were present and catalogued, but after
that there was a gap in the deposits. It was explained that while the libraries had the legal right to
the documents, finance of transports and acquisition was not provided for on either side. The
librarian in each place explained that the documents would have to be collected by them personally,
and understandably this had not happened.177

This survey will then essentially be a study of how national accounting took place in the
early years. Those methods can be compared with the methods applied in the 1990s. Zambia is a
distinctive case in this sample of countries as there was a radical shift in the method of accounting.
The practice of using basic statistical data to compile production based accounts, which was
followed in the early period, was replaced with an estimation method that almost uniquely uses
performance indicators. This could be interpreted as an accommodation to the growing lack of
resources for basic data collection. The new method introduced late in the period is unique in this
sample, and will be examined later. First, the accounting methods of the 1960s and 1970s will be

described.
Zambia National Accounts Estimates: 1964-1973

In the 1964 -1967 report it was cautioned that “the statistical basis for a commodity approach is far
from satisfactory. By making full use of the scattered information available in the existing statistics
however, and by making a special enquiry, the results obtained seem reasonable”.!”® It was held
however, that “[t]he basis for an income approach is most cases more unsatisfactory”.'” In the
following report, covering 1968, such modesty was not present and no warnings were issued as
regards the statistical basis, though there was no improvement in the basic statistical data. Normally
input and output tables were also prepared. In the 1968 report they were rhissing because “a

considerable part of the professional personnel of this office was engaged in the work relating to

17 This information was revealed to me in two independent conversations at the University Library, Lusaka and the
National Archives, Lusaka during February 2007.

'8 National Accounts 1964-1967: 37.

'™ National Accounts 1964-1967: 37.
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Census of Population and Housing, 1969”."® This gives a good indication of how constrained the
CSO was for personnel at the time. In the 1970 report it was stated that this Census of Population
and Housing made it possible to improve the data on rent of owner-occupied dwellings.'®!

From the 1969 report onwards there were efforts to accommodate to the revised SNA of
1968 (as opposed to the original 1952 version). Furthermore, in the 1970 report there were some
improvements in the data. This introduced some discontinuities in the series. For some important
tables data for the year 1970 are shown on the old basis as well as on the new basis. The
discontinuities resulted mainly from newly-introduced imputations. There was an upward revision
in 1970 of K40 million, or almost 4 percent. This increase originated in service, agriculture.
Transport and mining in that order of importance in absolute number. In terms of relative increases
within the sectors the highest upwards revision was for commercial agriculture, an increase of 91
percent.'®?

The national accounts estimates in the early reports were mainly based on a special
‘National Accounts and Balance of Payments’ enquiry. In addition they used statistics compiled as
part of routine procedures in respect of external trade, employment, government accounts and
agriculture. The annual Census of Mining, Manufacturing and Construction were also used to break
down figures of production and of inputs of goods and service according to commodity groups. |

The national accounts enquiry “covered all industrial groups except agriculture, forestry,
hunting, fishing, manufacturing, construction, electricity and water”. 18 In practical terms this
actually meant that the census covered relatively few sectors (4 out of nine ISIC sectors), although
it reportedly covered all enterprises in the metal mining, banking, financial institutions and
insurance groups as well. In addition it was noted that for other sectors enterprises that accounted
for more than 20 percent of the gross production value in its respective sector was covered in the
statistics. It was not reported how this applied in practical terms.'® In order to get the aggregate
number “the results for each the industrial groups were grdssed up in the same proportion as that
between total employment in the group according to employment statistics and the employment in
the sample investigated, except for manufacturing, construction, electricity and water”.'®® It was in
a later report conceded that this method involved “some margin of error... ... since it assumes the
relations between employment in responding and non-responding units to hold good for all other

characteristics also”.'%

180 National Accounts 1964-68:1.

8! National Accounts 1970: 7.

182 National Accounts 1970: Table 5.

'83 National Accounts 1964-1967: 37.

1% The specific unanswered question is: In how many of the other sectors were there such large actors, and how much
of the individual sectors did these large actors account for?

8 National Accounts 1964-1967: 37.

18 National Account 1970: 6.
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In the 1970 report it was stated that the annual National Accounts Enquiry “cover only
distribution and service sectors; it is conducted as a census of all the large and medium size units
and a sample survey of small units”.'"®” To supplement this enquiry the annual Census of Production
covered the mining, manufacturing, construction and electricity and water sectors, An annual
survey of Commercial Farmers supplied the necessary data for “the organised agricultural sector”
while for the “the rural sﬁbsistence sector, rough estimates are made and incorporated in the
accounts”."®® It was further commented that the rate of response has improved and that in mining
and electricity there was a 100 percent return, “and in the case of many other important ISIC sectors
the responding establishments accounted for more than 70 percent of the volume of business”.'®

The 1972 report (the 1971 report was missing from the CSO library and any other legal
depository) was not published until 1978, a considerable backlog. It was further decided that instead
of revising the data backwards that the 1965-1970 would be kept according to old SNA. For 1970
estimates according to both versions were made, whereas the years 1971 and 1972 were accounted
for according to the new SNA. This report contained “further improvements as has been possible in
the wake of the publication of revised production data in the Industry Monograph, revised
wholesale price indices and on the basis of additional data on owner occupied dwellings, drinking
places in the country and consumption patterns of households in both urban and rural areas”.!*

The response rate in the annual Census of Industrial Production (CIP) improved. In 1972
there was an overall response rate of over 90 percent. In mining there was again a full response. The
lowest response rate was found in the construction sector. In 1973 the response rate in this sector
was still reported as being “low”. The National Income Inquiry (NII) was instituted and covered
large and medium sized enterprises, where special care was taken to account for enterprises with
more than 100 employees. Small units were covered on a sample basis. It was in 1973 reported that
“although all formal economic activities are covered the response rate needs to be improved”.'!
Other areas in which current price estimates were improved were the metal mining industry and
some manufacturing sectors. The changes were necessitated by revised production data, published
in the Industry Monographs, which reviewed on a time series basis the performances of the sectors
over the period 1968-73. It was reported that in “a number of cases, the new estimates were
different from those published in the CIP reports and used for national accounts purposes”.'?

In the 1973 report there were further minor upward revisions in the total figures, both according to

new and old SNA from 1970 onwards. The change increased in size with time and the upward

187 National Accounts 1970: 6.
188 National Accounts 1970: 6.
189 National Accounts 1970: 7.
90 National Accounts 1972: 1.
Y National Accounts 1973: 3.
%2 National Accounts 1972 5.
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correction amounted to almost K15 million by 1972. There was an increase in the contribution of
government and capital formation, because “of an earlier omission of some notable
establishments”.'*? ‘

The basic statistics on agriculture in the first national account reports covered commercial
farming (non-African) and registered sales from African farms, while “African subsistence farming
and hunting is estimated mainly in accordance with information given by the F.A.O about per capita
consumption of different kinds of commodity”."* The agricultural statistics have no information
about input in farming. Fishing statistics give information about the quantity of total catches and
sales. In the tables the output in the agricultural sector is divided into commercial farming and
‘other’. It should be noted that the registered sales from ‘African’ farms are included under
commercial farming.

In the 1970 report (published in 1973) it was stated that it “ha[d] been felt for a long while
that data incorporated in the national accounts in respect of the rural subsistence sector are far from
satisfactory”.'” Professor E. de Vries, a consultant from the UN Development Programme, made a
study of the ‘subsistence’ sector of Zambia. His estimates of inputs and outputs of the various sub-
sectors of the ‘subsistence’ economy suggested that the figures incorporated by the CSO in the
accounts for the period 1964-69 were to some extent underestimates. If was further stated that it
would be possible to make more dependable estimates for the ‘subsistence’ sector when the final
results of the First Agricultural Census of Zambia become available. As regards intermediate
consumption it plainly says that there was a “complete lack of information about intermediate
inputs of agriculture”.'*®

Concerning the treatment of the non-monetary sector the 1967 report states that “in principle
all production of goods and services should have been included in the national accounts whether
exchanged for money or not. It is, of course, impossible to follow this procedure rigidly simply
because there is not sufficient information about all activities in the country. Accordingly, all
unpaid services and other production at home, such as preparing food, cleaning and sewing and
repairing clothes and footwear, etc. are not included. Excluded are also a great number of minor
services exchanged between people, some rendered free or others paid for”.'” In effect this means
that in the total production only products from agriculture, forestry, hunting and fishing is included
and “also what has been consumed by the producers themselves”. '°® Unfortunately, no information

was given in the report on how large this assumed proportion of the own consumption actually was.

193 National Accounts 1973: 1.
1% National Accounts 1964-1967: 37.
195 National Accounts 1970: 6.
19 National Accounts 1970: 7.
Y7 National Accounts 1964-1967: 38.
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Of other goods and services only those which have been exchanged for money (except net rent of
owner-occupied dwellings) have been included.

For commercial agriculture the method of estimation has been broadly the same as 1965-71,
with some minor modifications later in the period. With the 1971 report data available on marketed
production of agricultural commodities were supplemented by information on production and sales
from the Agricultural and Pastoral Production Survey APPS (Commercial Farms). From the
marketed quantities, sales by commercial farmers were deducted to arrive at commercial sales by
traditional farmers. The latter was valued at prices obtained from the APPS (Non-Commercial
Farms). Other minor revisions included the estimation of the value of fruits, vegetables and forestry
products on the basis of Urban Household Budget Survey results; inclusion of exported groundnuts
which had been omitted for earlier years and the use of an input-output ratio for the whole period,
obtained on the basis of the Survey of Commercial Farms 1972.

For ‘subsistence’ agriculture no further revisions were made to the bench mark estimates for
volume changes on the basis of population increase in the rural areas and for annual price
variations. The report on the First Census of Agriculture 1970-71 (which included a sample survey
of non-commercial farmers) provided benchmark data for this sector for the years 1969-70 and
1970-71. The retention of crops for consumption by the ‘subsistence’ sector is obtained as a residual
after taking out commercial sales from production values. For items not fully covered by the Census
of Agriculture, available evidence on consumption from a pilot Household Budget Survey (HBS) of
rural households during 1972-73 was used. The provisional results of the APPS (Non-Commercial
Farmers) 1971-72 was deemed not very satisfactory and were said to be reviewed against the results
of APPS of 1972-73."

Additionally, for the compilation of the figures for the commercial agricultural sector in
1973 report there data on crops from quarterly and annual agricultural statistical bulletins and the
APPS were used. The Census of Agriculture (1970-71) included a sample census of non-
commercial farmers. Data on inputs in agriculture became available for the first time through the
1972 APPS.*® According to the APPS a commercial farmer is someone who possessed at least 12
acres of land and sold at least 150 bags 200 pounds of maize or any farmer who sold tobacco to the
tobacco marketing board. All state farms were accounted for as commercial. 2!

The hugely important mining sector in the Zambian economy is reasonably well accounted
for, as described above. During the period there was a re-classification of indirect taxes in the metal
mining sector. Before 1970 the mines used to pay export tax which was actually an indirect tax. But

from 1970 onwards they have been paying mineral tax which should be treated as a direct tax'. This

' National Accounts 1972: 5.
20 National Accounts 1973: 3.
201 4 Seminar Report on Statistics Required for Economic and Social Planning: 31.
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makes a difference to the estimation of GDP at factor cost versus GDP at market prices. GDP at
market prices minus indirect taxes (net of subsidies) equals GDP at factor cost.

In the 1972 report a revision was made which had a significant effect on the estimates
relating to the sector hotels and restaurants. Estimates of the value of the services of bars and other
drinking places were revised on the basis of information on the number of bars in the country
collected through Provincial Offices of the CSO. This information was used to establish better
grossing up factors for production data of the sample of bars from the NII. The same report noted
that “the contribution of the informal sector has not been adequately accounted for. Apart from
‘subsistence’ agriculture only bars, construction and services of own houses and domestic service
have been reckoned with to some extent. Unorganised trading activity (small marketers), small
repair shops, etc. have still been practically left out”.>>

The early reports supplied national accounts figures at 1965 prices. In these reports for the
period 1954-64, some of the main series were also deflated to 1954 prices. Most of the basic data
used for the years before 1964 became unavailable with the break up of the federation and the
methods used earlier could not be confirmed. New deflating methods for later years had therefore to
be planned and worked out. Also, as review earlier, independence also meant that there important
changes in the methods of accounting for some types of economic activities and accordingly these
changes necessitated a change of base year for deflation.

The indices used for deflation were mainly unpublished indices constructed specially for this
purpose. For each category of final demand one price index was estimated which was a weighted
average of the indices for the supplying sectors. In many cases, howevér, the sector indices had to
be estimated first. The material used for these purposes consisted mainly of the price data collected
for the calculation of the consumer price index, the building costs index, external trade statistics and
average earnings per employee.. A consistent deflation of national accounts can only be obtained if
all deliveries from the industrial sector are deflated. The domestic product in one sector would then
appear as the balance between production and input at fixed prices. The sum of final demand at
fixed prices would also be equal to the total gross domestic product at fixed market prices.

The reports make clear that the CSO attempted to improve the deflators every year. While
compiling the figures for the publication for 1969 and 1970 implicit deflators were worked out in all
possible cases makirig use of the available data in the previous publication. When the 1~965 figures
were deflated the new sets of price index numbers (wholesale commodity price index, consumer
price index for high and low incomes, one each), were not available The base years for these
indexes were 1966 and 1969 respectively; therefore these data could not be used to work out precise

price indicators for the early part of the period under discussion. It was possible to estimate price

22 National Accounts 1972: 6.
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changes during 1969 and 1970, using these index numbers and their components. These price
changes were superimposed over the implicit deflator.

The 1971 report contained the first constant prices estimates per sector. The first four ISIC
sectors were deflated with the wholesale price index. Construction was deflated with the Index
numbers of Building Materials. The base was year of these series was 1966, so for the estimates of
change from 1965 to 1966, an index had to be recompiled with older data. The rate of change in
gross output at constant prices thus obtained was assumed to represent the year-to-year change in
value added at constant prices. This way the GDP at constant prices for 1966-70 was worked out
from the GDP of each of the sectors in 1965 using the rates of growth derived as indicated above.
This method implies a constant relationship between material inputs and gross value of output. In
the absence of adequate data for double deflation, the above procedure was preferred to deflation of
value added by index of wholesale or consumer prices. The combined index numbers of Wholesale
Prices of Commodities (excluding copper) has been used to deflate the GDP data relating to
Wholesale and Retail Trade, Hotels and Restaurants, Financial Institutions and Insurance, Real
Estate, Government Administration, Community and Business Services, and Personal Services. For
all the sub-sectors of the Transport sector the index of prices of transport equipment (a component
of the CPI Index of High Income Group) was used to deflate the GDP series. The import duties and
imputed service charges of banks and insurance units were deflated with Index Numbers of
Wholesale Prices (non-copper). Government final expenditure was deflated with the wage index
and goods index after using 1965 as a weight for proportional spending.

Of particular importance for constant price series in Zambia is the treatment of the price of
copper. Since copper prices were fluctuating in the international markets, the GDP at 1965 prices
obtained by deflating the series by price indices, as indicated above, would lead to depicting a rather
distorted picture of the growth of real income in the country, which heavily relies on exports of
copper and other metals. The quantity of goods and services that can be purchased every year from
abroad using copper export earnings was ¢onsidered by the CSO to constitute a more relevant series
of figures for the purpose than a series indicating the quantity of production of copper. It was
therefore decided, from the 1971 report onwards, to allow for changes in terms of trade. This was
made by taking the deflated series of GDP at 1965 prices and adding the difference between (i) the
current value of exports deflated by import price index and (ii) the series obtained by deflating
exports by export price index. This was done for copper only, and the correction was incorporated
in the GDP for ‘mining and quarrying’ and consequently in the total GDP series.

In 1971 the total GDP figures thus arrived at for all the economic activities, differed by a
small extent from the totals arrived at by deflating the different categories of GDP expenditures.

This difference has been indicated as ‘Errors and Omissions’. In 1972 the deflation method for the
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construction sector was improved by adding the indices of average annual earnings of construction
workers to the use of weighted average of building material price indices. Other adjustments related
to real estate and business services sectors. These improvements and adjustment affected the
estimates at current and constant prices on the production as well as demand side. In 1973 the
‘subsistence’ agriculture was deflated on the basis of the size of population in rural areas, which
was used as a volume index. In the 1973 report double deflation was used in some industries,
commercial agriculture and mining. Using the populatioh measure to deflate ‘subsistence’
production implies that there will be no growth in constant terms, since the current growth was

obtained inflating for population growth.
Zambia National Accounts Estimates: ‘the between years’

From 1973 national account reports and any other publications relating to the accounting
methodology cease to be available. As mentioned above in 2007 the Central Statistical Office was
unable to decide whether this was an issue of reports gone missing or never published. Before
describing the changes in the methodology starting with the 1994 revisioh, the little information we
have on these gap years will be pieced together.

One unpublished report titled Annexes to Provisional Estimates. Consolidated National
Accounts 1973-1978 indicated some accounting uncertainties. In Annex 1 the data from 1973-75
were noted as likely to undergo some revision, while the data from 1975-78 were denoted as
‘provisional’. This report also featured the informal terms applied to some of the numbers in the
accounts, where one asterix indicated a ‘guestimate’, and two asterixes meant a ‘guestimate with a
weak basis’. It was further noted that the 1978 data on agriculture was based on forecasts, which
“probably was taken too high”.2® Also, during surveying some of the tables some miscalculations
were discovered. Adding some information to the estimation of agriculture in the late 1970s the
APPS 1977-78 reported that the response rate increased from 22.3 to 25.8 percent. In 1977/78 the
APPS sent out 2025 questionnaires and 523 farmers replied.

A Seminar Report on Statistics Required for Economic and Social Planning published in
1977 by the CSO indicated that the surveying of agriculture was consistent in the 1970s and was
planned to be expanded. There were still reservations about the response rates phrased by Mulenga
(the then director of CSO) “Although the Census aims at complete enumeration there has usually
been a high degree of non-response. Aggregates are estimated by using suitable expansion factors to
allow for non-responding farms.” Mulenga further noted that “there are deficiencies due to methods

of estimation. For instance, as far as Zambian estimates are concerned, the subsistence sector in

23 gnnexes to Provisional Estimates. Consolidated National Accounts 1973-1978: App. 2.1.2.
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agriculture and informal sector in industries, trade, transport and construction have not yet been
properly accounted for due to lack of adequate information”.2% |
According to the Statistical Bulletin No. 4. June 1992 it is confirmed that performance and
price indicators were used for the GDP figures from 1987 onwards. It is probable that the method
was used earlier, based on the types of indicators that were publfshed in the annual Zambia in
Figures. According to a report relating to the 1994 rebasing, 1977 was the previously used base
year, and it is probable that the predominant use of performance indicators derive from that date,
and that the progressive lack of basic statistical data prompted a gradual shift towards estimation by
proxy. Detailed information on estimation is not available until the reports associated with the

mentioned 1994 rebasing, where the detailed study recommences.
Zambia National Accounts Estimates: from 1994 onwards

This section’s description of the national accounting methodology in Zambia in the 1990s is based
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