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Dignity, properly used, could be 
a useful construct in AI ethics
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Rueda et al. argue that the concept of dignity is problematic for AI ethics due to its complexity, ambiguity, and 
biased usage. While agreeing on many points, we propose that adding the necessary precision to the use of 
the term is neither difficult nor onerous. Further, doing so may allow understanding of the factors that pro-

mote dignity affirmation, match the multifaceted nature of AI systems themselves, and promote pragmati-

cally better design outcomes than will be likely if the idea is avoided in AI ethics discussions.

Rueda et al. 1 present a compelling argu-

ment that those discussing artificial intelli-

gence ethics should be skeptical of the 

use of the concept of dignity. Their argu-

ment flows along three axes: first, dignity 

is an overly complex and ambiguous 

concept; second, sloppy use has rendered 

it meaningless; and third, biased employ-

ment of the term has tainted it with 

suspicion. While they stop short of eradi-

cating the concept, their essay suggests 

that abandoning it may be preferable to 

continued wrangling.

We applaud many of the article’s points 

but argue that this extreme conclusion 

would be mistaken. Not only is it possible 

to raise the precision with which the idea 

of dignity is deployed, there may be real 

benefit from doing so. Therefore, we pro-

pose some steps that may allow the po-

wer of the idea of dignity to be better 

leveraged, to the benefit of both the AI 

community and the end user.

Precise use of the concept is 

possible and not onerous

Rueda et al. are correct that imprecise use 

of the idea of dignity is unhelpful. As they 

note, its rhetorical power was manifest in 

the opening words of the UN’s 1948 Uni-

versal Declaration of Human Rights, 

which suggested that signatory nations 

center dignity as the cornerstone of their 

policies. However, it was also immedi-

ately reasonable to question the serious-

ness of this commitment, given the wide 

range in respect for human rights demon-

strated by the signatory nations. 

Scholars have since presented much 

more precise, context-specific definitions 

of dignity. Beyond the widely accepted dis-

tinctions between inherent and merit-

based dignity mentioned in Rueda et al., a 

rich literature exists related to dignity in 

the workplace 2 and in healthcare, 3 as well 

as our own work on the marketplace. 4 

Further, research has surfaced valid ways 

to measure the subjective experience of 

dignity affirmation, not only in the West 5 

but also in the global South. 6 Given this 

literature, it is reasonable to require that 

one should specify the specific, context-

appropriate conceptualization adopted 

and use validated measures of that 

concept—as they would in any scholarly 

discussion. This is not a difficult request 

to make or fulfill.

We also call for greater precision. Ethi-

cists should clarify whether they focus 

on designers’ objective actions to convey 

respect (e.g., are we designing with dig-

nity in mind?) or on users’ subjective ex-

periences (e.g., do I feel my worth is re-

spected?). These can diverge. A firm 

may copy features that affirmed dignity 

in one market into another, believing it 

creates a ‘‘respectful experience.’’ Yet 

the new audience may see these choices 

as inattentive to their needs, treating the 

original market as more valued. Recog-

nizing such disconnects can deepen un-

derstanding of a feature’s effects and 

help designers better fulfill their dignity-

related aims.

Ignoring the concept of dignity in 

favor of its formative grounds may 

be both logically and practically 

problematic

Rueda et al. suggest that it may be 

more productive to advance AI ethics 

by focusing on concrete values often 

correlated with dignity, such as autonomy, 

equality, or (de)humanization. While 

appealing, this substitution is both concep-

tually flawed and practically misaligned 

with goals of promoting well-being.

The conceptual problem arises if factors 

such as autonomy, equality, fairness, and 

related values are taken as proxies for dig-

nity. These factors are often philosophically 

considered ‘‘grounds’’ for dignity. How-

ever, they are properly conceptualized as 

formative, rather than reflective, elements. 

Formative elements of a construct may be 

uncorrelated with one another, such that 

none should be taken as representative 

of others. Further, the construct being 

‘‘formed’’ retains a definition separate 

from any of its formative elements. In this 

way, dignity’s structure parallels that of 

socioeconomic status (SES), which is simi-

larly grounded in formative factors like 

income, education, and occupation yet 

defined independently and consistently as
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‘‘the social standing or class of an individ-

ual group.’’ Just as income alone cannot 

stand in for SES, no single contributor can 

substitute for dignity itself. Additionally, 

just as the formative factors of SES in 

the US may differ from those that constitute 

SES in other regions, the critical factors that 

form dignity may differ across contexts. 

Practically, privileging one formative 

factor of dignity while ignoring others 

can also undermine well-being. 4 For 

example, a system that maximizes auton-

omy but neglects equity risks devolving 

into a market where unchecked competi-

tion slides into collusion. This is rarely 

considered a desirable outcome of a 

new technology. Conversely, pursuing 

equality without autonomy produces a 

uniform but unfree, Orwellian world, 

which is also not—at least explicitly—a 

desirable objective for AI systems.

This perspective also links design fac-

tors to their consequences in ways that 

can guide decision-making. First, by 

capturing both a measure of dignity affir-

mation and, separately, formative factors 

such as agency, representation, fairness, 

and humanization, we can see how these 

elements interact to shape experience 

across contexts. Second, an overall mea-

sure of dignity affirmation allows us to 

assess its consequences—and how they 

differ from those of any single formative 

factor.

Dignity is practically useful

If more precisely specified, the concept of 

dignity can also be of practical use. Recent 

practice suggests that dignity-driven 

design processes or audits 7 can be 

executed as a concrete activation of the 

concept. For example, consider efforts to 

embed children’s rights in AI governance. 

UNICEF’s AI for Children 2020 guidance 

highlights that children must be treated 

not merely as ‘‘passive objects of care’’ 

but as rights-holders whose inherent dig-

nity must be affirmed and protected. Trans-

lating to practice, a recommendation is 

clear: safety-by-design practices would 

create not only stronger safeguards 

against manipulation or harm but also 

age-appropriate consent that recognizes 

children’s capacities, allows them voice, 

and preserves agency—thus affirming dig-

nity in context-appropriate ways.

As another example, Ruster et al. 8 iden-

tify different ways of thinking about dignity 

in algorithmic development processes,

with a clearly specified concept of dignity 

culminating in a Dignity Lens. The mean-

ingfulness of this framework is evidenced 

through its ongoing implementation into 

the everyday operations of a data science 

team. Concepts of dignity have also 

informed a preliminary reflective practice 

prototype for technologists who build AI 

systems, working in early-stage start-

ups. 9 Initial benefits identified from enact-

ing dignity-centered reflective practice 

included value to the individual cofounder 

and the organization as well as evidence 

of integration of the practice into their 

ongoing routines.

Dignity’s complexity is appropriate 

for AI

Lissack 10 argues that complex systems 

prompt us to either decrease what we 

pay attention to or increase the range of 

our control system to match the 

complexity of the environment. It appears 

that Rueda et al. 1 advocate for the former 

path—decreasing scope of attention— 

claiming that because dignity is complex, 

its impact on AI is not ‘‘self-evident’’ and 

thereby should not be kept in focus.

We advocate for the second path. 

Because dignity is complex, it has the po-

tential to match the complexity of the envi-

ronment in which it may be deployed as a 

‘‘control system’’ or set of ethical guide-

lines. We root this argument in Ashby’s 11 

law of requisite variety, which calls for a 

match between the complexity of a system 

and the complexity of responses available 

to regulate, manage, or control that sys-

tem. Following this principle, any engineer-

ing problem might be explored for its dig-

nity-related implications. However, some 

technologies are simpler than others and 

thus do not need the complexity offered 

by dignity. For example, consider a well-

functioning stapler as a technology at the 

heart of a paper-organizing system: this 

system does not usually involve fairness 

and does not imply different degrees of 

dehumanization or trigger a need to ex-

press voice. As such, considering dignity 

as part of managing this paper-organizing 

system would likely engage with more 

complexity than the stapler needs.

By contrast, an AI system is far more 

complex, involving factors including the 

technology itself, its users and those 

with whom they interact, stakeholders 

participating in the flow of data and capa-

bilities, environmental impacts, and inves-

tors. A single construct, like autonomy, 

would not capture the range of effects 

created across the system. Thus, it is 

necessary to engage concepts that are 

at least as nuanced as the problems 

faced—that can be both decomposed 

into their constituent parts and combined 

in ways that make their effects on shared 

human experiences legible and compara-

ble. Dignity, in its complexity and variety, 

is a good match to this requirement. 

Antao et al. 12 provide one example. In 

their work, dignity guides ethical develop-

ment precisely because it applies across 

public health and AI. Variation in dignity 

affirmation can be tracked across interac-

tions with an AI-enabled health system, 

AI’s uses can be assessed for their impact 

on patterns of dignity denial, and its capac-

ity to affirm or deny dignity can be examined 

for implications for inclusion and equity.

Where to go from here?

Thus, while we resonate strongly with the 

calls to remove sloppy uses of ‘‘dignity’’ 

from AI ethics, we would like to prompt 

the AI community to resist giving the 

construct up altogether. Rather, we pro-

pose the following guidelines.

(1) ‘‘Dignity’’ is precisely specified 

when used. This includes refer-

ences to specific dignity types as 

defined in prior literature, as well as 

a speaker’s locus of concern (e.g., 

the actor’s intention to affirm 

dignity or the target’s subjective 

experience).

(2) The AI community resists ten-

dencies to avoid the discussion or 

measurement of dignity in favor of 

factors that may be its formative 

elements. Rather, both potential 

formative elements and dignity 

itself may be discussed, measured, 

and analyzed for their connections 

in different contexts and with 

different goals.

(3) The AI community embraces com-

plex and adaptive systems orienta-

tions toward AI, such that the 

match between the complexity of 

AI and the complexity of dignity 

as a concept can be leveraged.

(4) To avoid the use of ‘‘dignity’’ as a 

conversation-stopper, the AI com-

munity acknowledges heterogene-

ity in the relative value placed on 

dignity affirmation across contexts
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and uses. In some cases, it may 

rank lower than priorities such as 

scientific discovery or enhanced ef-

ficiency. Recognizing such differ-

ences may ground more productive 

debate, while also highlighting op-

portunities to develop exogenous 

safeguards for dignity affirmation in 

contexts where it is not designers’ 

primary focus.

We close by also affirming Rueda et al.’s 

point that it is important to examine the 

ways in which the concept of dignity 

is employed in service of ideological 

agendas. Paralleling this, we suggest 

that it is equally important to reflect on 

the assumptions or ideologies underly-

ing calls for its dismissal. What we 

believe the authors’ arguments make 

clear is the need for more discourse 

about dignity—but a discourse that is 

more precise and careful. Precisely 

because of its deep philosophical 

roots, ongoing conceptual and method-

ological development, and nearly uni-

versal capacity to elicit support, the 

construct may be worthy of the 

work necessary for refinement rather 

than obviation.
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