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ABSTRACT  With organizations increasingly relying on predictive artificial intelligence (AI) 
technologies for decision-making, experts lose the authority to overrule AI-generated decisions 
yet remain responsible for presenting them to clients. As experts depend on clients’ recognition 
and approval of  decisions, this shift presents a critical disruption to their authority. To investi-
gate how experts respond to this challenge, we adopt a relational perspective that foregrounds 
the role of  audiences in reconfiguring authority. Drawing on a comparative field study, we show 
how experts sought to reconstruct their authority by engaging in different activities to make 
clients understand and accept AI decisions, which we call ‘explaining practices’. These practices 
were shaped by two relational conditions: (1) whether clients recognized the expertise of  human 
experts as unique; and (2) whether interactions between experts and clients provided rich op-
portunities for learning about clients’ evolving needs. When experts were able to learn about and 
tailor their explanations to those needs, clients could better make sense of  AI decisions and were 
more willing to accept them, thereby reinforcing expert authority. By contrast, experts who failed 
to do so left clients with decisions they could not understand or endorse, undermining their au-
thority. This study thereby offers new insights into the complex interplay between expert–client 
relationships, expert authority, and explaining practices.
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INTRODUCTION

The use of  predictive artificial intelligence (AI) technologies in the workplace presents 
a fundamental disruption to expert authority by reconfiguring how decisions are made 
and presented to clients. These technologies rely on machine learning to infer statistical 
patterns from data to generate predictions and decisions with little – or at times no – 
involvement from human experts (Berente et  al.,  2021; Faraj et  al.,  2018). Moreover, 
AI outputs are often experienced as opaque by those working with them, as they are 
typically at odds with human expertise, presenting additional challenges in presenting 
decisions (Christin, 2020; Lebovitz et al., 2022; Waardenburg et al., 2022). Nevertheless, 
experts often remain responsible for presenting and communicating such outputs to cli-
ents (Klutz and Mulligan, 2019; Li et al., 2024). As such, AI technologies pose distinct 
challenges around expert authority by questioning the fundamental right of  experts to 
make decisions and their means to present them as understandable and acceptable to 
clients.

Expert authority refers to the right of  experts to issue commands and decisions 
with the expectation that clients will follow and accept them (Huising, 2015, 2023; 
Pakarinen and Huising, 2025). Attending to matters of  authority is critical for man-
agement and organizational scholars as it helps explain how professional mandates are 
carried out and organizational goals are achieved. Experts depend on clients’ recogni-
tion and acceptance of  their decisions for their work to have an impact (Huising, 2015; 
Mukherjee and Thomas,  2023). For example, doctors rely on patients adhering to 
prescribed treatments to fulfill their mandate effectively and contribute to the pro-
fessional and organizational goals of  improving patient health outcomes (Mukherjee 
and Thomas, 2023). When clients resist, disregard, or question expert decisions, ex-
pert authority breaks down and organizational goals are missed (Huising, 2015). For 
instance, clients may show undesirable behaviours such as complaining or leaving for 
other organizations, threatening an organization’s goal of  satisfying and retaining 
clients (Huising, 2015, 2023). As a result, managers may question the value and neces-
sity of  expert advice – putting experts’ position at stake by, for instance, getting fired, 
restructured, or degraded (Huising,  2015). Authority is therefore central to under-
standing how experts carry out their professional mandates successfully and contrib-
ute to wider organizational goals, in which compliance does not occur automatically; 
it depends on the recognition of  clients.

Recent research on AI and work has begun to uncover how experts respond to the 
challenge of  enacting authority over clients despite the reliance on algorithmic and AI 
technologies for decision-making. These studies highlight that experts often respond to 
AI disruptions by engaging in practices such as overriding, ignoring, or synthesizing AI 
predictions with their own expertise to present decisions and advice as competent and 
legitimate (Anthony, 2021; Christin, 2020; Waardenburg et al., 2022). However, we know 
little about how experts enact authority when being confronted with AI decisions that 
cannot easily be overruled, as observed in automated decision-making contexts where al-
gorithms replace experts based on promises of  efficiency, objectivity, and fairness (Cecez-
Kecmanovic,  2025; Van den Broek et  al.,  2025). In such cases, traditional means  for 
establishing authority – such as asserting expertise – become less viable, as experts cannot 
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intervene in the decision itself. Instead, experts must find alternative means to ensure cli-
ents accept and follow these decisions. Therefore, our study seeks to explore the following 
research question: How do experts enact authority over clients when confronted with AI decisions that 
need to be presented to clients?

To explore this research question, we performed a comparative field study on the 
use of  AI in banking, biotechnology, and recruitment where in all cases experts’ tra-
ditional ways of  enacting authority were disrupted by AI decisions. Taking a rela-
tional perspective that treats authority as generated, applied, and recognized through 
interactions with others (e.g., DiBenigno, 2020; Huising, 2015), we find that experts 
reconstruct their authority by engaging in so-called ‘explaining practices’ aimed at 
making clients understand and accept AI decisions. These practices were shaped by 
two relational conditions: (1) whether clients recognize experts’ expertise as unique; 
and (2) whether experts’ interactions with clients provided rich opportunities for 
learning about client needs. We find that when experts actively engaged with clients 
and tailored their practices to clients’ needs, clients could better make sense of  AI de-
cisions and were more willing to accept them, thereby reinforcing expert authority. In 
contrast, when experts failed to incorporate client needs into presenting AI decisions, 
experts left clients with decisions they could not understand or endorse, undermining 
expert authority.

The relational perspective on expert authority in the age of  AI put forward in this 
study advances our understanding in three ways. First, it reveals how explaining prac-
tices provide an alternative pathway to authority when formal roles and expertise do 
not shield experts from the disruptions posed by AI. Second, it highlights how experts 
mobilize their expertise differently in these practices depending on client needs and 
preferences, allowing us to see new opportunities for expertise development. Finally, it 
demonstrates that both the need for and the ability to contextualize AI explanations 
are shaped by the relations experts hold with their clients. In what follows, we begin 
by outlining how a relational perspective differs from dominant perspectives taken on 
expert authority. We then present the comparative approach followed in this study, 
paying particular attention to the commonalities and differences between the cases. 
Following this, we present our separate case analyses and cross-case comparison. We 
end by discussing the theoretical and practical implications as well as the boundary 
conditions of  our study.

THEORETICAL BACKGROUND

Expert Authority and Expert–Client Relationships

Expert authority is core to an occupation as it solidifies experts’ credibility within their 
domain of  work and ensures that clients behave in ways beneficial to occupational 
and organizational goals (Abbott, 1988; Huising, 2015). Scholarship on professions 
and expert occupations has explored how experts develop and maintain authority 
from different perspectives. One literature stream understands authority as resulting 
from and closely linked to experts’ formal role within a particular institution and 
respective institutional signals such as training and credentialing (e.g., Greenwood 
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et al., 2002; Scott, 2008). This line of  work highlights how experts are part of  certain 
institutional infrastructures, including professional associations, universities, or gov-
ernment agencies, and how these institutional positions grant them formal authority 
over a particular domain of  work (Carr-Saunders and Wilson, 1933; Larson, 1979). 
By contrast, a second stream of  literature has shifted attention from formal roles and 
institutional infrastructures toward the role of  abstract knowledge in shaping author-
ity (Abbott, 1988; Freidson, 1985; Hughes, 1958). From this view, experts’ superior 
knowledge on how to best achieve outcomes – such as treating a disease or selecting 
a candidate – grants them the authority to issue commands and decisions to others 
(Abbott, 1988).

While the above literature streams help identify the role of  institutional structures 
and abstract knowledge in claiming jurisdiction over a domain of  work, they provide 
fewer means to unpack how authority takes shape in relation to specific audiences, such 
as clients. Attending to the role of  clients is crucial given that they are the people ex-
perts advise and treat, and it is through clients that experts fulfill their mandate in an 
organization (Abbott,  1988; Freidson,  1985). Scholars have highlighted that although 
experts may claim formal authority over specific tasks, their authority over clients is not 
given but depends on clients’ willingness to follow and accept their decisions and advice 
(DiBenigno, 2020; Huising, 2015, 2023). For example, Huising’s (2015) study on compli-
ance officers in university laboratories showed that despite their formal position to over-
see laboratory compliance of  lab researchers, officers had to invest in accommodating, 
disciplining, and understanding clients to ensure their voluntary compliance.

As a result, an emerging stream of  literature has taken a relational perspective that 
understands expert authority as an interactive process where experts rely on clients’ 
participation and acknowledgment of  their decisions as legitimate and competent 
(DiBenigno,  2020; Emirbayer,  1997; Eyal,  2019; Huising,  2015). From this view, cre-
dentials or abstract knowledge are not sufficient for exercising authority; rather, ex-
pert authority depends on the relationships with and responses of  those experts treat 
(DiBenigno, 2020; Eyal, 2019; Huising, 2015). For experts to secure clients’ approval and 
acceptance of  their commands and advice, they must adjust and leverage advice in rela-
tion to clients’ needs, interests, and values (DiBenigno, 2018; Huising, 2015; Kaynak and 
Barley, 2019). For example, public affairs experts, tasked with devising and implementing 
an organization’s political strategy, relied on close interactions with relevant external 
factors such as community leaders to construct political narratives that persuaded the or-
ganization’s audience and mobilized support for experts’ positions and actions (Kaynak 
and Barley, 2019).

Scholars taking a relational perspective have shown that various elements of  the 
relationship experts hold with their clients may shape their ability to enact authority 
over them. For example, when experts interact with clients who fail to recognize the 
value of  their expertise and credentials, they may face additional challenges in issu-
ing decisions and ensuring clients’ compliance (DiBenigno, 2020; Eyal, 2019). This 
was illustrated in the case of  mental health experts in the US Army, who were seen 
as ‘out-of-touch outsiders’ by the commanders they served, as they lacked knowledge 
of  specific missions and daily work, which often led to their recommendations pro-
voking conflict (DiBenigno, 2020). Similarly, experts serving clients who are strongly 
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embedded in the organization may face more ‘hostile’ environments to exert author-
ity (Anthony, 2018; Huising, 2015). For instance, within bureaucratic organizations, 
experts are often assigned to clients through internal organizational processes, in 
which clients may not want advice or resent being under the control of  experts. These 
examples illustrate that it is essential to account for the types of  relationships experts 
hold with their clients to understand their ability to gain clients’ approval of  their 
decisions and advice.

AI Technologies and Expert Authority

Recent debates about the use of  predictive AI in organizations suggest that these tech-
nologies have the potential to transform how experts enact authority by disrupting how 
decisions and advice are issued to clients (Huang et al., 2019; Lund et al., 2019). Scholars 
have characterized these technologies by greater autonomy and opacity than prior gener-
ations of  information systems and argued that, as a result, they pose fundamental changes 
to expert work (Anthony et al., 2023; Berente et al., 2021; Faraj et al., 2018).

Specifically, AI’s increasing ability to make decisions with little or even without ex-
pert involvement challenges traditional foundations of  authority by taking over a core 
task that was previously exclusively performed by experts. While prior work reminds us 
that it is critical for experts to tailor decisions to clients’ needs to secure their obedience 
(DiBenigno,  2018; Huising,  2015, 2023), when AI tools produce such decisions from 
data, they may radically disrupt the ability of  experts to make and adapt decisions in 
interaction with the clients they serve. For example, loan consultants who had to follow 
AI decisions experienced less room to negotiate and tailor lending decisions to specific 
client circumstances by having to follow an automated procedure (e.g., Li et al., 2024; 
Mayer et al., 2020).

Moreover, the opacity associated with modern AI tools poses additional challenges 
for experts to enact authority by undermining their expertise in making and explaining 
decisions to clients. While experts typically emphasize their expertise in relation to clients 
in order to persuade them of  their competence and thereby secure clients’ approval of  
decisions and advice (Freidson,  1985), AI predictions and decisions are often at odds 
with expert judgment as they rely on mathematical reasoning and pattern recognition 
(Burrell, 2016). This makes it difficult or even impossible to understand how and why an 
AI tool has derived a certain output, making it challenging for experts to interpret, act 
upon, and explain AI outputs to clients (Anthony, 2021; Waardenburg et al., 2022). For 
example, Waardenburg et al. (2022) showed how police officers increasingly struggled to 
make sense of  the reports produced by intelligence officers based on opaque AI outputs, 
leading to growing dependence on those officers to interpret and contextualize the pre-
dictions. Consequently, opaque AI predictions can undermine the ability of  experts to 
develop and signify their unique expertise and competencies to clients (Faraj et al., 2018; 
Pakarinen and Huising, 2025).

While prior research leads us to expect that experts face critical challenges when their 
decision-making responsibilities are delegated to AI tools, so far, we lack an in-depth un-
derstanding of  how experts enact authority over clients despite these disruptions. Those 
studies that have considered clients have largely focused on situations where experts still 
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possessed a large degree of  discretion to consider or override the AI prediction (e.g., 
Anthony,  2021; Waardenburg et  al.,  2022). However, as experts are increasingly dis-
counted and taken out of  the loop due to their perceived cognitive limitations and poten-
tial biases (Cecez-Kecmanovic, 2025; Klutz and Mulligan, 2019; Strich et al., 2021; Van 
den Broek et al., 2025), experts find themselves facing AI-generated decisions that cannot 
be dismissed but still need to be presented and justified to clients. For example, lawyers 
need to explain their strategy to clients and justify decisions toward judges despite AI 
tools automating and assisting lawyerly decision-making (Klutz and Mulligan,  2019). 
Drawing on a relational perspective (Anteby et al., 2016; Emirbayer, 1997; Pakarinen 
and Huising, 2025), we set out to examine how experts enact authority when confronted 
with AI decisions that cannot be overruled but need to be explained to clients.

METHOD

This research builds on insights from a comparative field study in three settings where 
higher management introduced an AI tool to make decisions previously performed by 
human experts. Comparative field studies provide deeper insights into the underly-
ing mechanisms, processes, and contexts that shape phenomena of  interest (Anthony 
et al., 2023; Bechky and O’Mahony, 2015), and have proven fruitful in studying novel 
phenomena in management and organizations (Bechky and Okhuysen,  2011; Levina 
and Vaast, 2005; Staudenmayer et al., 2002).

We came to select our settings – banking, biotechnology, and recruitment – based on 
regular case discussions among the authors. All authors were part of  the same research 
group while working on separate field studies on the use of  AI in expert work. In the course 
of  these conversations, we stumbled upon a compelling commonality between our three 
cases, which neither of  us was studying separately: experts’ confrontation with AI tools that 
generate decisions for clients that cannot easily be overruled but still have to be explained. 
At the same time, the cases differed in how this disruption played out for experts, offering 
a valuable opportunity to explore theoretical differences. These similarities and differences 
motivated our comparative study into how experts seek to enact authority over clients de-
spite the challenges posed by AI. Table I presents an overview of  the different cases.

Data Collection

Data were collected from separate field studies, with each author collecting in-depth data 
on one of  the cases. Although data collection was performed separately, all cases shared 
the aim of  developing an in-depth understanding of  how the use of  AI in decision-
making changed the work experts performed in relation to their clients. Thus, this study 
primarily focuses on experts’ interactions with clients around AI-generated decisions. All 
researchers were guided by ethnographic methods, which involved field observations, 
semi-structured interviews, and analysis of  archival data. Table II gives an overview of  
our data sources and their use in analysis.

Banking. The first author collected data at a large German bank with about 135,000 
employees between January 2019 and January 2025. The data included field observations 
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that focused on the daily work of  loan consultants as well as respective interactions 
with their core clients, loan customers. Moreover, the researcher engaged in 70 semi-
structured interviews and informal conversations with loan consultants and customers. 
As a complement, data collection involved the review of  company documents, such as 
brochures and presentations.

Biotechnology. The third author conducted fieldwork at a biotechnology company, a 
global market leader in developing new plant varieties with about 3000 employees, 
from March 2021 to April 2023. The researcher conducted field observations, 
shadowing seed sorters over full working days and documenting their daily work 
practices and interactions with supply chain managers, their core clients. In addition, 
the researcher conducted 23 semi-structured interviews with seed sorters and supply 
chain managers. Finally, company documents were collected, such as internal reports, 
brochures, and presentations.

Recruitment. The second author gathered data at the HR department of  a global fast-
moving consumer goods firm with over 200,000 employees from October 2018 to April 
2022. The researcher conducted field observations, shadowing recruiters over full working 
days and attending meetings with their core clients – senior managers – particularly job 
interviews where recruiters presented chosen candidates. The researcher also engaged 
in 46 semi-structured interviews and informal conversations with recruiters and senior 
managers. As a complement, company documents, such as PowerPoints, AI outputs, and 
meeting notes were collected.

Research Settings

We now briefly explore the commonalities and differences between our cases, thereby 
laying the foundation for understanding how experts enacted authority over clients when 
confronted with AI decisions (Table III).

Two commonalities in how expert authority became disrupted make these cases rel-
evant and unique. First, in all cases, experts lost decision-making responsibilities to AI, 

Table I. Case overview

Banking Biotechnology Recruitment

Professional group Loan consultants Seed sorters Recruiters

Key clients Customers Supply chain 
managers

Senior managers

Decision made by AI Loan approval Seed selection Candidate selection

AI outputs supporting the 
AI decision

One-pager with AI 
decision rules that ap-
proximate why a loan 
is rejected

Graphs and feature 
importance plots 
that approximate 
why a seed is 
selected

Personality scores 
and graphs with 
personality traits 
that approximate 
why a candidate is 
selected
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Table II. Cross-study comparison of  methods

Data types Cases Data range Use in analysis

Field 
observations

Banking ~31 days Provided insights into how loan con-
sultancies were performed with AI 
and how loan consultants explained 
loan decisions to customers.

Biotechnology ~170 days Provided insights into how seed sort-
ing was performed with AI and how 
seed sorters explained seed selec-
tions to supply chain managers.

Recruitment ~180 days Provided insights into how candidate 
selection was performed with AI 
and how recruiters explained cho-
sen candidates to senior managers.

Semi-structured 
interviews 
and informal 
conversations

Banking 55 loan consultants
15 customers

Provided insights into:
•	 loan consultants’ work processes 

and practices before and with AI.
•	 loan consultants’ challenges 

in explaining loan decisions to 
customers with AI.

•	 customers’ reactions to provided 
decisions and explanations.

Biotechnology 15 seed sorters
8 supply chain 

managers

Provided additional insight into:
•	 seed sorters’ evaluation and selec-

tion practices before and with AI.
•	 seed sorters’ struggles in explain-

ing seed selections and their ways 
of  coping with the emerging 
issues.

•	 supply chain managers’ cri-
tiques and needs concerning 
seed selection and subsequent 
explanations.

Recruitment 35 recruiters 21 senior 
managers

Provided broader insight into:
•	 recruiters’ assessment and selec-

tion practices before and with AI.
•	 recruiters’ challenges and strate-

gies in explaining chosen candi-
dates to senior managers.

•	 senior managers’ issues and expe-
riences around chosen candidates 
and subsequent explanations.

Company 
documents

Banking AI outputs and predic-
tions, brochures, 
presentations

Provided insights into the background 
and outputs of  the AI tool as well as 
intended goals.

Biotechnology

Recruitment
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with experts facing decisions generated by AI that could not easily be overruled. Experts 
were still charged with overseeing and presenting these decisions to their clients. Second, 
all experts experienced these AI-generated decisions as largely opaque, given that they 
were grounded in machine learning models that were at odds with their own expert 
judgment. To support experts in presenting AI decisions to clients, all AI tools generated 
supportive outputs in the form of  written reasons, graphs, or features underlying the 
decision. Appendix A presents an overview of  the outputs experts received to explain AI 
decisions.

Two theoretical differences in the relationship between experts and clients were 
important for understanding how experts responded to the AI disruption of  their 
authority. First, our cases differed in terms of  whether clients recognized their exper-
tise as unique. In banking and biotechnology, clients understood experts’ knowledge 
as distinct and valuable for making decisions, whereas in recruitment, clients shared 
related expertise in the domain, viewing recruiters’ judgment as less valuable. Second, 
the cases diverged in terms of  whether there were opportunities for experts to learn 
from and respond to client needs through rich and continuous interactions. In bank-
ing, experts typically had one-off  exchanges with clients, with limited opportunities 
for learning and feedback. In contrast, experts in biotechnology and recruitment con-
tinuously and closely engaged with the same group of  clients, exposing them to rich 
learning opportunities.

Data Analysis

Inspired by comparative ethnographic studies that bring rich insights into under-
lying patterns, themes, and variations (Bechky and Okhuysen,  2011; Levina and 
Vaast, 2005; O’Mahony and Bechky, 2008), we compared and analysed the data from 
the three selected settings to explore the dynamics between AI decisions, expert-client 
relations, and expert authority. This comparative methodology differs from multiple 
case studies (Eisenhardt, 1989; Yin, 1992) in that there are no a priori categories used 
in collecting data to frame the initial analysis. Instead, we studied similarities and 
differences among the categories independently developed in each study (Bechky and 
Okhuysen, 2011).

Our data analysis was initially inspired by constructivist grounded theory methods 
(Charmaz, 2006), which involved going back and forth between our collected data and 
theoretically emerging concepts. Each author began with an emic analysis of  the data, 
independently coding the practices experts engaged in to present AI decisions to their cli-
ents. When we compared the initial insights, we noticed interesting differences between 
cases. For example, in banking and biotechnology, we discovered that experts initially 
refrained from showing any outputs produced by the AI tool when communicating de-
cisions to their clients. In recruitment, recruiters prominently featured AI graphs and 
scores in their explanations to clients. We found these differences to be an intriguing em-
pirical puzzle that pushed us toward unpacking how and why experts enacted different 
practices in presenting AI decisions.

We proceeded with a systematic analysis of  similarities and differences in how experts 
coped with the need to communicate AI decisions to their clients. During this step, we met 
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frequently and discussed narrative descriptions, codes, and emergent categories in an effort 
to identify what activities experts engaged in to help clients understand and accept AI deci-
sions, which we labelled ‘explaining practices’. We categorized these practices based on how 
experts engaged with the outputs produced by the AI tool and the role their expertise played 
in explaining decisions. In particular, we noticed that some activities centred on hiding the 
AI outputs and foregrounding expertise in explaining decisions, while others prominently 
featured the outputs. We referred to these practices as masking and showcasing, respectively. 
Additionally, we identified activities focused on combining AI outputs with expertise – a 
practice we termed enhancing. In contrast, other activities involved tweaking, refining, and 
fine-tuning the AI outputs through technical means, which we labelled calibrating.

As we realized that expert groups engaged in different explaining practices, we started 
to explore how and why these practices differed. Inspired by the literature on professions 
and expert occupations (e.g., DiBenigno, 2020; Huising, 2015; Prasad, 1993), we found that 
specific differences in the relations experts held with their clients were consequential in shap-
ing these practices. Those experts who held expertise typically recognized as unique and 

Table III. Commonalities and differences between the three cases

Aspect Banking Biotechnology Recruitment

Commonalities

Decision-making 
autonomy of  AI

AI tool makes decisions in-
stead of  experts: Loan 
decisions are made 
by AI instead of  loan 
consultants

AI tool makes decisions 
instead of  experts: Seed 
selections are made 
by AI instead of  seed 
sorters

AI tool makes decisions 
instead of  experts: 
Candidate selections 
are made by AI in-
stead of  recruiters

Opaqueness of  AI 
decisions

Presenting opaque AI 
decisions to clients: 
AI-generated loan 
decisions that are at 
odds with consult-
ants’ expertise need 
to be presented to 
clients

Presenting opaque AI 
decisions to clients: 
AI-generated seed 
selections that are at 
odds with seed sort-
ers’ expertise need 
to be presented to 
clients

Presenting opaque AI 
decisions to clients: AI-
generated candidate 
selections that are at 
odds with recruiters’ 
expertise need to be 
presented to clients

Differences

Recognition of  ex-
pertise as unique by 
clients

Recognized expertise: 
Loan consultants 
benefit from exper-
tise that is recog-
nized as unique by 
clients

Recognized expertise: 
Seed sorters benefit 
from expertise that is 
recognized as unique 
by clients

Questioned expertise: 
Recruiters share com-
plementary expertise 
with clients that is 
questioned as unique

Learning about client 
needs through client 
interactions

Lack of  learning through 
sparse interactions: 
Loan consultants 
typically have one-
off  exchanges with 
clients

Learning through rich inter-
actions: Seed sorters 
have continuous and 
deep exchanges with 
clients

Learning through rich inter-
actions: Recruiters have 
continuous and deep 
exchanges with clients
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valuable by their clients engaged in practices that largely obscured the role of  AI while still 
emphasizing their expertise, albeit not consequential anymore in decision-making. By con-
trast, experts who faced clients who largely questioned their expertise as unique and valuable 
strongly embraced the AI tool and its outputs in explaining decisions to clients.

As we began to notice shifts in how experts explained AI decisions to clients, we turned to 
temporal bracketing to analyse these patterns over time (Langley, 1999). We identified dis-
continuities in expert–client interactions that signalled a change in how experts approached 
the task of  explaining. For instance, in the seed sorting case, we observed how experts ini-
tially deflected expert questions by using vague references to seed colour, while gradually 
shifting toward actively using AI outputs in client conversations. Such shifts marked critical 
turning points in practices that we used to delineate temporal brackets. Zooming in on the 
activities, issues, and interactions preceding and following these turning points enabled us to 
see how specific explaining practices in one period created tensions or mismatches with cli-
ents’ needs that experts responded to in the next. Importantly, we found that experts’ ability 
to recognize and respond to these tensions depended on opportunities for interacting with 
and learning about client needs. Those who benefited from rich feedback – through direct 
questions, pushback, or requests for clarification – were better able to adjust their explaining 
practices to gain clients’ approval. In contrast, others remained locked in patterns that failed 
to meet client needs and ultimately undermined expert authority. In the following sections, 
we detail these evolving trajectories and their consequences across cases.

FINDINGS

Below, we present each case separately, illustrating how experts initially sought to enact 
authority over clients, how the introduction of  AI disrupted this authority and prompted 
specific explaining practices, and how these practices evolved over time through their inter-
actions with clients. We conclude the separate case descriptions with a cross-case analysis.

Banking Case

Traditional situation: Experts enact authority over clients by relying on their expertise. In banking, we 
observed how loan consultants traditionally enacted authority over clients by relying on 
their expertise, which helped persuade customers to view loan decisions as reasonable 
and acceptable.

Traditionally, loan consultants enjoyed significant discretion in issuing loan decisions 
and respective conditions. In particular, loan consultants were able to tailor loan de-
cisions and conditions to customers’ individual situations, for example, when agreeing 
to grant a loan in borderline cases but at a higher interest rate. While operating under 
standardized industry criteria (e.g., no loan was given to unemployed or over-indebted 
customers), consultants heavily relied on their expertise and own judgment when decid-
ing on loan approvals and tailoring them to client needs. For example, when evaluating 
the creditworthiness of  a customer, consultants took into consideration their experiences 
with past customers that had similar backgrounds regarding expenses, income, and life 
circumstances:
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Over the years, you get a feeling for what works and what doesn’t. For example, if  you 
see that the monthly expenses vary a lot, you get suspicious. Especially if  the account 
limit is sometimes overdrawn, this is usually an indicator that the customer does not 
have a good relationship with money.  (Loan consultant)

Loan consultants took great care in explaining loan decisions to clients by tailor-
ing their communication to customers’ individual situations and preferences. Their 
explanations ranged from verbal justifications to using visual aids such as charts or 
calculations, depending on ‘each customer’s background and need for additional in-
formation or explanations’ (Loan consultant). In explaining loan decisions, consul-
tants often pointed out clear and concrete reasons behind the decision—particularly 
financial indicators that customers could easily grasp, such as high levels of  existing 
debt. Doing so allowed them to present decisions as reasonable and acceptable, even 
in the case of  loan rejections, by appealing to well-recognized expert standards and 
the customers’ own financial well-being. For example, one consultant reflected on 
how she explained a rejection as reasonable to customers by framing it around the 
risk of  over-indebtedness:

I’ve always said that we are on the side of  the customer, so if  possible, we want the loan 
[approval] for the customer, we want to help. But I’ve also clearly said: ‘Look, if  you 
can’t afford the loan, it’s for the best to say no. Otherwise, you’ll end up in a downward 
spiral of  debt.’ And I think customers value that because they know we are on their 
side.  (Loan consultant)

By grounding their explanations in tangible financial reasons and expert terms, 
consultants helped ensure that even unfavourable outcomes could be interpreted as 
in the customer’s interest, in which customers generally submitted to their advice and 
decisions.

Initial explaining practice: Masking AI outputs as a result of  interpreting AI as a threat. Once a 
predictive AI tool was introduced for issuing loan decisions, it presented an important 
threat in the eyes of  consultants to their expertise, which was traditionally core to how 
they enacted authority over customers. While previously, loan consultants made and 
presented tailored loan decisions by relying on their expertise, the AI tool now issued these 
decisions based on data-driven patterns that were often at odds with their judgment. In 
an attempt to maintain their authority despite the disruption of  AI, consultants masked 
the AI outputs in explaining loan decisions to customers.

In 2017, the bank’s management decided to fully rely on an AI tool that promised to 
autonomously predict customers’ creditworthiness by detecting patterns in vast datasets, 
including historical customer behaviour and data. Management instructed loan con-
sultants to merely enter customers’ data into the AI tool and click on ‘make a decision’. 
Machine learning models then computed and displayed whether the loan was granted 
(and on which conditions) or rejected. In case of  a loan rejection, the AI tool produced 
a one-pager with bullet points summarizing the underlying reasons to help consultants 
understand and explain the decisions to their clients. Higher management reasoned that 
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this AI-driven decision-making process would be more consistent and objective than 
their traditional process led by consultants, thereby contributing to lower default rates.

With the introduction of  AI, loan consultants’ decision-making responsibilities funda-
mentally changed as they lost their discretion in deciding whether to grant a customer a 
loan and under what conditions (e.g., interest rates). Critically, the loan decisions as well 
as the one-pager produced by the technology were often not intuitive or comprehensible 
to consultants. For instance, a loan consultant was puzzled when the system rejected an 
application that, based on his expert judgment, should have been approved:

Sometimes these decisions don’t make any sense. I mean how is it possible that some-
one with an above average income and no debts doesn’t get a loan? This just doesn’t 
make sense. And then the [one-pager] says: unstable financial situation. What is that 
supposed to mean?  (Loan consultant)

At the same time, loan consultants remained responsible for explaining the AI deci-
sions to their customers. This placed them in the difficult situation of  explaining loan 
decisions to customers that were no longer made by them or grounded in their expertise.

Experts interpreted the AI disruption as a threat to their authority over clients, as 
customers traditionally valued loan consultants’ banking expertise and perceived them 
as ‘the expert’ (Bank customer). Given that the loan decisions were no longer grounded 
in their expertise, loan consultants feared that their expertise would become obsolete in 
the eyes of  customers as their role became reduced to entering customers’ data into the 
AI tool:

I didn’t learn this job just to sit there in a purely accompanying role. Because well, 
the danger is really that the customer takes over these simple tasks by themselves and 
that we don’t really have anything to do anymore. (…) Yes, for the employees, there is 
the fear of  losing their job in the long run. Definitely. So, I think that the employees 
really have a problem communicating this [use of  and dependence on AI] to (…) the 
customers because I am, in a way, rationalizing myself  out of  the equation. I see this 
as the biggest issue for employees.  (Loan consultant)

In loan consultants’ attempt to uphold their authority and thus, to remain valuable in 
the eyes of  customers, consultants continued to make their expertise central in present-
ing AI decisions to customers. This practice, which we came to label as masking, involves 
experts foregrounding their expertise in explaining AI decisions while hiding AI outputs 
in front of  customers.

Specifically, consultants decided to withhold the bullet-point summary provided 
by the AI tool, for instance, by not turning the computer screen to the customer, and 
explaining the reasons for a loan rejection or approval based on their own terminol-
ogy and reasoning. In particular, in cases where loan consultants were puzzled by the 
AI decision, they tried to come up with alternative explanations based on their own 
expertise. For example, if  the one-pager stated a too-low income as a reason for rejec-
tion, but consultants reasoned that the customer had an above-average income, they 
came up with their own generic explanations grounded in their previous experience 
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of  common causes for loan rejections, such as a new income threshold or a negative 
credit history:

It’s quite convenient to say that because of  inflation or changes in the currency 
market, there are new thresholds in income, assets, whatever. How should the cus-
tomer know? You can always argue that this threshold is there to protect the cus-
tomer from over-indebtedness and to ensure that he is really able to repay the loan.  
(Loan consultant)

Experts engaged in this practice as they felt that explaining in competent ways why 
these decisions were made was a key way to demonstrate their relevance to customers:

We increasingly become dependent on technology in our job, but you don’t want to 
admit that to the customer, right? And you need to highlight that there is still a value 
in seeing your personal consultant rather than doing it [applying for a loan] online.  
(Loan consultant)

Demonstrating experts’ continued relevance to customers was crucial for loan con-
sultants because, as the AI tool took over core tasks that customers could potentially 
perform on their own, consultants risked being perceived as redundant and ultimately 
‘rationalizing [themselves] out of  the equation’. Thus, consultants were strongly commit-
ted to emphasizing that their expertise was still valuable for customers.

Stagnating explaining practice: Continuing to mask AI outputs due to a lack of  learning from clients. 
Although these explanations allowed consultants to use and emphasize their expertise 
toward customers, customers often experienced these explanations as overly generic 
and at odds with their individual financial situations. For example, during one observed 
instance, the consultant looked at the computer screen and reported that the customer’s 
loan application was, unfortunately, rejected due to a problematic credit history. The 
customer looked surprised and said: ‘That’s strange, I don’t have any outstanding debts or 
so, so no idea what should be in [the credit history]’ (Bank customer). Still, the consultant 
kept arguing that the customer must have a negative entry in his credit history that he 
might be unaware of. In response, the customer looked puzzled, paused, and then said 
‘Mhm, okay, weird’ (Bank customer). Hence, customers often struggled to follow the 
explanations presented by consultants and were not genuinely convinced by the final 
decisions.

Despite the confusion and struggles experienced by customers, consultants had few op-
portunities to learn about customers’ needs and improve their explanations. Consultants 
typically only interact with loan customers during one-off  exchanges, as the same cus-
tomer typically applies ‘only once or a few times over several years for a loan’ (field note). 
During these sparse interactions, customers often felt that they, as laypeople, lacked the 
appropriate knowledge to challenge consultants who benefit from unique domain exper-
tise. As a result, they refrained from openly expressing their dissatisfaction or concern 
with the provided explanation. For instance, one customer expressed: ‘Okay, if  you say 
so; I guess you know best’ (Bank customer). By not being contractually bound to one 
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bank, customers perceived it as most convenient to simply seek advice from a different 
bank when experiencing loan decisions as implausible and disconnected from their own 
perceived financial situation: ‘Maybe I just don’t get it, but maybe I’ll try it at [competitor 
bank]’ (Bank customer).

As a result, loan consultants largely continued their masking practice when explaining 
AI decisions to customers, as they did not perceive the need to adapt their practice due 
to a lack of  critical feedback from clients. However, as observed during a final field visit 
in 2025, higher management reflected on this development as increasingly problematic 
because it became more difficult for the bank to continue demonstrating the benefits of  
personal loan consultancies – a core element of  the bank’s business model – when con-
sultants offered limited value in making and explaining decisions:

It’s not easy to leverage the benefits of  automated technologies like [AI tool] for us and 
customers but not to run into a situation where customers feel everything is done by the 
technology and it’s easier to directly go to a digital bank because there is no value anymore 
in a bank that relies on physical branches and personal consultancies.  (Bank manager)

The manager’s concern revealed how masking may backfire – rather than reassuring 
clients, it may highlight consultants’ diminishing relevance, ultimately undermining the 
consultants’ authority and the bank’s traditional value proposition.

Biotechnology Case

Traditional situation: Experts enact authority over clients by relying on their expertise. In biotechnology, 
we observed how seed sorters relied on their embodied expertise to establish authority 
over supply chain managers, their key clients. While supply chain managers at times 
interrogated seed sorters’ judgments by asking clarifying questions, they generally 
recognized and relied on the expertise seed sorters developed through prolonged and 
direct physical experience with seeds.

Traditionally, the role of  seed sorters involved making decisions concerning the 
quality of  seeds and how to improve them, after which supply chain managers orga-
nized the packaging and shipping of  seeds based on the seed sorters’ sorting advice. 
Specifically, seed sorters inspected the seeds based on ‘decades of  working with the 
seed, using [their] eyes and hands’ (Seed sorter). They would place their hands into 
bags of  seeds, rub them in their hands, and look at the seeds in their palms to separate 
the low-quality from the high-quality seeds. After inspection, seed sorters determined 
which of  the 150 sorting parameters (e.g., colour and shape) the seed would be sorted 
using a variety of  machines. Before sorting, they estimated the number of  seeds that 
would be sorted and the quality of  the selected seeds, which would be reported to 
their clients, the supply chain managers. As a seed sorter explained, their expertise 
was highly valuable for the organization:

Sorting is hard work and you need to make a lot of  decisions, which in the end mean 
we either earn money or we lose money and it all comes down to knowing the seed.  
(Seed sorter)
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Supply chain managers typically agreed with the experts’ sorting strategies, trusting 
the seed sorters’ deep, hands-on expertise and believing seed sorters ‘know what they are 
doing when it comes to seed’ (Supply chain manager). One reason for this compliance was 
that seed sorters provided insights based on their expertise in evaluating overall quality 
and specific seed defects, which helped managers determine for themselves which seeds 
should be sent to which buyer. Occasionally, managers requested additional explanations 
and justifications for specific decisions, particularly when expert advice complicated seed 
distribution. For example, one seed sorter described how a supply chain manager had 
emailed him to question the removal of  a large portion of  a tomato batch. The manager 
was worried there would not be enough seed left to fill an Eastern European order and 
asked if  the defects really mattered. While expert decisions were sometimes questioned 
and required ongoing work by seed sorters, supply chain managers relied on them. As 
one manager explained:

Seed sorters really need to tell us some information that helps us organize the logistics, 
like when we decide who gets which seed, so they tell us what is actually the problem 
with the seed.  (Supply chain manager)

By relying on their own eyes and hands to make such assessments, seed sorters commu-
nicated these nuances to supply chain managers, reinforcing the value of  their embodied 
expertise. As a result, in the seed sorting case, experts leveraged their unique, embodied 
expertise gained through prolonged and direct physical engagement with seeds to estab-
lish authority over supply chain managers.

Initial explaining practice: Masking AI outputs as a result of  interpreting AI as a threat to expertise. 
The introduction of  AI presented a significant change for seed sorting practices, 
disrupting the embodied expertise through which seed sorters traditionally enacted 
authority over their clients. In particular, we observed how seed sorters perceived 
losing decision-making power to the technology, thereby threatening their authority 
over clients. Similar to the banking case, experts initially aimed to protect their 
authority by masking AI outputs while foregrounding their expertise in explaining seed 
selections to clients.

In 2017, the company board decided to invest in the development of  an AI tool to au-
tomate the sorting of  high-quality seeds, which traditionally involved the core decision-
making responsibility of  seed sorters. The AI tool combined x-ray, chlorophyll, and 
light-based imaging with machine learning models trained to distinguish high- from low-
quality seeds. As an AI developer explained:

The idea was to automatically know for each individual seed whether it is good or 
not. Instead of  guessing [by seed sorters], the machine actually ‘sees’ [the quality of  a 
seed].  (AI developer)

The introduction of  the AI sorting machines led to a radical shift in seed sorters’ 
decision-making responsibilities. Seed sorters were no longer involved in evaluating 
and making decisions regarding the sorting of  seeds. Instead, they acted as operators, 
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responsible for turning on and off  the sorting machines, as well as for the manual work 
of  loading the seeds into the machine and cleaning the work floor. As the machines 
sorted the seeds immediately after evaluating them, there was no opportunity for experts 
to overturn the decisions. To provide insights into how the seeds were evaluated and 
sorted, the AI tool produced a report that presented the computed dominant features of  
a particular batch and a sorting graph (see Appendix A). Given that seed sorters oversaw 
the sorting machines, management’s intention was that they also provide explanations of  
sorting outcomes to supply chain managers, who lacked details on how the tool worked 
based on the sorting graph.

Yet many seed sorters struggled to reconcile the AI outputs with their embodied un-
derstanding of  seed quality. Watching the machines in operation, they often found it 
difficult to interpret why specific decisions had been made. One sorter remarked:

Sometimes, I just sit behind the machine, watch the images and seeds go by, and see 
if  I still agree with the report and the seed being sorted out. Sometimes, I don’t agree, 
but then I hear from buyers that it is good, meaning the model does it much better 
than I do, and I don’t know how it is doing it.  (Seed sorter)

This growing sense of  disconnection from the decision process led seed sorters to 
fear that their expertise was being rendered obsolete. While seed sorters ‘knew what 
was going in the bag and why’ at the time when they relied on their own bodies to 
make expert judgments, now they ‘would just give them advice based on [familiar cat-
egories]’, aiming to say ‘these are the results of  our sorting, and here’s what it means 
for you.’ (Seed sorter) When asked about this practice, seed sorters often expressed 
concern over the lack of  understanding of  how the model works. As one seed sorter 
noted:

‘[I was never sure] how did this [model] decide that? And then if  someone from supply 
chain asks, you feel a bit stupid.  (Seed sorter)

In response to the disruption that the AI tool posed, seed sorters, like loan consultants, en-
gaged in the explaining practice of  masking. Rather than openly presenting the AI-generated 
reports, they drew on familiar embodied language to craft plausible explanations for the 
observed outcomes. Their goal was to preserve the impression that their expertise remained 
central to seed evaluation, even as the AI models took over decision-making.

In practice, this involved presenting AI outputs in terms that resonated with their prior 
experience. For example, when a batch was classified as low quality, sorters would visu-
ally inspect the seeds and attribute the result to visible defects they identified, without 
knowing whether the AI model made the decision based on the same criteria. As one 
seed sorter explained:

You can’t just tell them the model made it this way. You say something about the color 
or the size, even if  that was not the reason from the model. Otherwise they don’t know 
what to do with it.  (Seed sorter)
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These explanations appeared initially sufficient for supply chain managers ‘as long as 
it makes sense for what [supply chain managers] need to do next [with organizing logis-
tics]’ (supply chain manager). Such practices allowed seed sorters to maintain a sense of  
relevance and to signal that their embodied expertise still informed sorting outcomes.

Shifting explaining practice: Enhancing AI outputs by learning from clients. Although clients respected 
these initial explanations, seed sorters were faced with a challenge of  their explanations 
lacking the contextual specificity that supply chain managers required. In the seed sorting 
case, the limitations of  masking practices became apparent through repeated, task-specific 
interactions with supply chain managers. When seed sorters offered generic explanations, 
often citing broad reasons like ‘colour’, which they could identify using the traditional way 
of  evaluating seeds, tensions began to surface. In one case, a manager reviewing a batch 
report called a sorter to ask why so many seeds had been rejected. The sorter hesitated, 
glanced at the AI graph, and replied that it was probably due to discoloration. Later that 
week, the manager complained in a team meeting that ‘sometimes they just tell us the 
batch is not good because of  color, but we need more than that to plan where to send the 
seed’ (supply chain manager). This was evidence of  a broader issue raised by supply chain 
managers:

They cannot always tell us what went wrong with the seed. They need to give specific 
points about the seed so we can see to which country it would be best to send this 
batch.  (Supply chain manager)

The ongoing conversations between seed sorters and supply chain managers made it 
increasingly clear when explanations were not sufficient, but the shift in practice did not 
come from pressure alone. Sorters were already working closely with the AI system in 
their daily routines. They monitored outputs, loaded batches, and observed how different 
seed lots were processed. Over time, they began to notice recurring features in the im-
ages and graphs that hinted at subtle differences in seed quality, such as slight changes in 
colour, texture, or internal structure. These features were not part of  their earlier sorting 
criteria but became meaningful through repeated observation and informal conversa-
tions among colleagues. One sorter explained:

I kept noticing small things and started wondering if  that meant slower emergence or 
uneven plants. There were no answers. We had to study the seed and the machines 
ourselves and find it out.  (Seed sorter)

As their interpretations developed, sorters began to use these insights when speaking 
with supply chain managers. Instead of  offering general explanations, they referred to 
specific parts of  the images and related them to growth performance or client needs. 
One seed sorter noted:

Before I would just say it’s color, but now I can show them. This part here might mean 
some seeds come up late.  (Seed sorter)
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The shift led to a new explaining practice of  enhancing: developing novel insights 
beyond what the AI tool offered to make decisions more explainable and acceptable 
to clients. The move from masking to enhancing emerged from the sorters’ interac-
tion with clients, where they shared their own growing understanding of  the system. 
By digging into the tool’s material properties, sorters began to develop new kinds of  
expertise based on understanding digital representations and algorithmic patterns. 
This allowed them to provide more useful explanations while reinforcing the value of  
their embodied expertise.

This new learning process quickly became entangled with day-to-day problem-solving. 
Supply chain managers started occasionally and periodically approaching the seed sorters 
when batches had ambiguous quality scores and they were unsure where to route the seed. 
In such situations, seed sorters tended to pull up the image records and walk through the 
visible patterns with managers, explaining how patterns such as uneven chlorophyll levels 
can signal variable germination. Managers asked follow-up questions about possible market 
destinations, and sorters related pattern interpretations to climatic conditions and logistics 
in response. These impromptu interactions became formalized over time, and seed sorters 
and supply chain managers began holding regular weekly meetings. During the meetings, 
sorters presented seed images, explained sorting patterns, and related them to specific cli-
matic and logistical concerns. They also asked questions in return: ‘Where is this batch 
going?’ (Seed sorter) and ‘What matters to this client?’ (Seed sorter). These insights were im-
portant to seed sorters ‘so [they] can know what to look for on images’ (Seed sorter). As one 
seed sorter said, their new enhancing practice was fundamentally different from masking:

In the first stages of  sorting advice, it was all human knowledge and we said this seed 
is bad, this seed is good. But now we say: yes, AI is taking over that. But still we need to 
say to [managers]: you need to trust the advice because it’s also our advice. We know 
our machines, we know our analysis of  the machines, we know how to use the infor-
mation from AI to make advice for you.  (Seed sorter)

The benefits of  this shift for seed sorters’ ability to convince managers became visible 
in practice. Supply chain managers began to rely on seed sorters not just for sorting re-
sults, but also for justification and evidence they could use in buyer negotiations. As one 
manager noted:

It helps a lot that now they can show us the images. Before, we just had the numbers. 
Now if  I can see, for example, that most of  the seed looks clean and uniform, it’s easier 
to explain it to the [seed buyer].  (Supply chain manager)

This enhancing practice also became valuable to managers when responding to com-
plaints. As one manager explained, in such situations managers began frequently calling 
seed sorters for more information:

Yeah, if  we get a complaint, I just call [a seed sorter] and ask what happened. He ex-
plains to me what he sees and that the seed is good. He basically gives me proof  to go 
back to the buyer and say the seed is good.  (Supply chain manager)
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In some cases, the value of  seed sorters’ explanations was in managers being able to 
dismiss buyer complaints entirely, by using the explanations to argue that ‘it was a mis-
take of  the buyer who didn’t take good care of  the seed, so we don’t refund them’ (Supply 
chain manager).

Encouraged by this new relevance, seed sorters worked on strengthening their 
authority by developing novel expertise relevant to enhancing explanations. For ex-
ample, they initiated small research projects to analyse how image-based features cor-
related with field outcomes. By engaging in these activities, seed sorters were able to 
show more clearly the value of  enhancing practice to their clients. For example, seed 
sorters organized internal training sessions where they explained to supply chain staff  
how they interpret image patterns and how they distinguish between model confi-
dence and actual seed defects. One seed sorter explained how this strengthened their 
authority:

If  there are complaints, we are responsible for validating the models. More impor-
tantly, we must teach others, like supply chain managers, how to read these images. 
They need to trust our decisions, so we teach them how we do it and why we are right.  
(Seed sorter)

This newly developed expertise was highly appreciated by managers. As sorters be-
came more fluent in interpreting model outputs and connecting them to production re-
alities, managers increasingly sought their input when facing uncertainty. One manager 
explained, ‘If  I have doubts, I go to them. They know how the model sees the seed and 
what that means for us in the field’ (supply chain manager). By complementing the model 
with domain-specific insight, seed sorters ensured that their authority remained not only 
intact but also even expanded.

Recruitment Case

Traditional situation: Experts struggle to enact authority over clients by relying on their expertise. In the 
recruitment case, we observed how recruiters initially struggled to enact authority, in 
which senior managers – their key clients – often questioned selection decisions grounded 
in their expertise.

Traditionally, recruiters’ role involved making selection decisions on job candidates: 
they were responsible for evaluating and screening candidates for job interviews with 
senior managers based on resumes, standardized test scores, and motivation letters. 
In doing so, they applied a set of  predefined criteria based on a recruitment meth-
odology and combined them with their judgment of  relevant contextual factors, 
such as differences in the popularity of  positions and countries candidates applied 
for. During a 10-minute briefing before every job interview, recruiters presented the 
selected candidates to senior managers using a slide deck. They explained why these 
candidates were suitable by summarizing their key impressions of  their resumes and 
other documents, and advised senior managers on questions to ask during the job 
interviews.
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Unlike in banking and biotechnology, clients often questioned recruiters’ advice and 
selections of  candidates despite their formal role in overseeing recruitment. For example, 
when facing job candidates who, in their eyes, performed poorly in interviews, managers 
complained to recruiters that they were ‘wasting their time’ (senior manager). One senior 
manager commented after a job interview: ‘She was terrible, she just cannot handle the 
job! Why did she even pass the first selection round?’ (senior manager). Senior man-
agers’ approval of  job candidates was critical for recruiters, as they were evaluated on 
‘high interview pass rates’ in their performance appraisals. The fact that senior managers 
questioned and dismissed their chosen candidates and advice, therefore, presented an 
important challenge to them. A recruiter shared:

Senior managers have very strong opinions after talking for just one hour to a candi-
date. It is tough to get through to them at this stage.  (Recruiter)

Recruiters often struggled to convince senior managers of  their chosen candidates, 
as their expertise was largely not recognized or appreciated as unique by senior man-
agers. While they considered themselves ‘recruitment experts’ by bringing knowledge 
of  recruitment methods, recruiters realized that senior managers benefited from busi-
ness experience on what makes candidates succeed ‘on the ground’. Senior manag-
ers believed that their hands-on experience gave them an edge over recruiters who 
lacked close involvement in their departments and teams, which would help them 
understand what qualities candidates need to possess. For example, a senior manager 
reflected on whether recruiters could reasonably judge if  a candidate would succeed 
in the company:

Having a good conversation about candidates is important: Do I see this person work-
ing in my department or my team? It can be challenging to estimate through HR 
whether someone in sales, marketing, or supply will perform well. You need actual 
knowledge and experience from the business.  (Senior manager)

As a result, recruiters struggled to establish authority over senior managers, as they 
lacked unique expertise in the domain that could give them an advantage over clients, as 
we observed in the banking and biotechnology cases.

Initial explaining practice: Showcasing AI outputs as a result of  interpreting AI as an opportunity. The 
introduction of  a new AI tool in candidate selection marked an important change in how 
experts sought to enact authority over clients. Although recruiters lost decision-making 
power to the technology, they viewed it as an opportunity to strengthen their position by 
relying on ‘data-driven facts’ rather than recruitment expertise, which their clients failed 
to appreciate. They explained chosen candidates to senior managers by openly referring 
to AI outputs, an explaining practice we refer to as showcasing.

Specifically, in mid-2018, HR management introduced an AI tool to evaluate and 
screen candidates for job interviews. The technology performed these evaluations with-
out direct interference from recruiters by relying on machine learning algorithms that 
predict candidates’ suitability based on inferred statistical patterns between personality 
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traits and employee performance. Recruiters received the algorithmic predictions in 
dashboards and simply needed to click a ‘filter out’ button to reject candidates based on 
a predefined threshold. They no longer had access to traditional selection instruments, 
such as resumes and motivation letters.

At the same time, recruiters remained in charge of  presenting and explaining chosen 
candidates to senior managers, given their role in overseeing the selection process and 
quality of  chosen candidates. To aid recruiters in explaining candidate selections, the AI 
tool generated several outputs, including personality scores and graphs with dominant 
personality traits underlying the prediction (see Appendix A). However, these outputs 
were experienced as largely opaque to recruiters, as they struggled to understand how 
the visual graphs and scores related to selection decisions:

I have no clue why these traits were chosen. Are they the strongest ones, the weak-
est ones? I really don’t know how these words [in the word cloud] are put together. 
I understand the basics of  how we work with AI, but it still seems abstract to me.  
(Recruiter)

Despite the disruption the technology presented to their responsibilities in candi-
date selection, recruiters viewed it as an opportunity to strengthen their credibility and 
demonstrate greater competence to managers. One recruiter reflected on how the AI 
outputs added weight to candidate selections, making it harder for managers to dismiss 
chosen candidates:

The reason we wanted to do that is really to try and make the recruitment process 
as fair and objective as possible. And to empower HR to come up with data points 
because, in the previous recruitment cycle, I saw many senior managers challenging 
presented candidates with vague arguments.  (Recruiter)

Hence, in explaining selection decisions to managers, recruiters began actively show-
casing AI outputs. Contrary to banking and biotechnology, where experts masked the 
role of  technology to emphasize their own expertise, the practice of  showcasing involved 
experts visibly and actively demonstrating their reliance on technology-generated results 
rather than their own expertise. Specifically, recruiters included the personality scores 
and graphs in their presentations to managers to illustrate how AI had been leading in 
candidate selection. For example, during a job interview, a recruiter would present a cho-
sen candidate by citing and pointing out her AI outputs: ‘She has a super good AI score. 
And on the word cloud, you can see that she is assertive but modest as well’ (recruiter). 
By providing explanations that appeared ‘data-driven’ and free from subjective interpre-
tation, recruiters aimed to convince managers of  their decisions, knowing that managers 
often did not value their expert opinions. As shared by a recruiter:

I would say, like, that’s interesting, but keep it as an observation and don’t add my 
judgment to it. And then show the AI outputs as objectively as possible to senior man-
agers.  (Recruiter)
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Senior managers were initially impressed by the data-driven explanations provided by re-
cruiters regarding the chosen candidates. The emphasis on AI outputs stood in stark contrast 
to recruitment methodologies and criteria, which senior managers perceived as having a lim-
ited value in relation to their business experience. One senior manager expressed that the AI 
outputs made him feel that decisions about candidates were more legitimate and reliable:

With all of  the data we now have in advance and the fact that you know someone has 
gone through previous robust rounds, you think: these people must have something. 
They must have strong qualities.  (Senior manager)

Shifting explaining practice: Calibrating AI outputs by learning from clients. Although clients perceived 
the data-driven explanations as a subtle improvement, recruiters were confronted with a 
new challenge: the explanations were often seen as overly generic and lacking sufficient 
contextualization to be meaningful for senior managers. As managers increasingly voiced 
their concerns, recruiters gradually shifted their explaining practice – from simply showcasing 
the AI outputs to actively calibrating them in ways that aligned with managerial interests.

Starting in 2019, recruiters faced a growing number of  questions and criticism during 
job interviews regarding their explanations of  chosen candidates. Senior managers, despite 
being initially impressed by the AI outputs, became more critical as they engaged more 
deeply with the data and considered how to act upon it. They often interacted with the 
same team of  recruiters during job interviews and began voicing their concerns about how 
the explanations lacked the clarity and contextual nuances needed to inform their interpre-
tations and actions. For instance, they argued that the personality scores and visual graphs 
were not self-explanatory and required clear benchmarks and standards to be meaningful. 
As illustrated during a discussion between a manager and a recruiter:

Senior manager:	 So, a personality score of  59, is this good or bad?

Recruiter:	 A personality score of  59 is low.

Senior manager:	 But why is it low? When I see these things [personality scores], 
it is hard for me to understand without a reference point.

Given the increased emphasis on the AI outputs during interview briefings, senior 
managers began to challenge recruiters that the data presented had to be relevant, flag-
ging this as an issue that required ‘improvement’:

People are very much looking at numbers. We are told that [a personality score] above 
1000 is good, and then somewhere 1192 is, okay, that’s a good candidate, 984, okay, 
that’s not so good. Without any context. So that’s something we need to improve on.  
(Senior manager)

Recruiters were deeply concerned by the criticism from senior managers, worrying 
that without clear and meaningful explanations, they would not receive the approval of  



24 A.-S. Mayer et al.

© 2025 The Author(s). Journal of  Management Studies published by Society for the Advancement of  Management Studies 
and John Wiley & Sons Ltd.

their clients needed to strengthen their authority. These managers were not only critical 
stakeholders but also individuals with whom recruiters regularly interacted during job 
interviews, intensifying pressures for recruiters to meet their expectations. As a result, 
they concluded that improving the AI outputs shown to managers to explain chosen 
candidates was a top priority for them: ‘The burning point for us is the data piece. What 
to show and what to explain to managers?’ (Recruiter).

Like biotechnology, recruiters were encouraged to revise their explaining practice 
as they learned about clients’ concerns and demands through repeated interactions. 
However, rather than investing in enhancing the AI outputs with their expertise, recruit-
ers engaged in what we call calibrating: subtly adjusting, tweaking, and customizing the AI 
outputs to make decisions understandable and convincing for their clients. This practice 
focused on making explanations more contextualized and actionable for managers while 
maintaining the impression that these explanations remained neutral and free of  expert 
judgment.

Starting at the end of  2019, recruiters engaged with AI developers in a 4-month exer-
cise calibrating the AI outputs to make them more meaningful and self-explanatory for 
senior managers. This involved designing a new, automatically generated report for each 
candidate that represented their personality scores and graphs in a more contextual and 
actionable way (see Appendix A). Recruiters took an active role in shaping the report. 
For instance, they formulated explicit descriptions to accompany each personality score, 
thereby reducing the need for personal explanations. They also decided that candidates 
should be compared with internal benchmarks by visually plotting their traits against 
those of  both high- and low-performing employees – groups that recruiters themselves 
deemed appropriate reference points. Additionally, they requested that the report au-
tomatically highlight those traits where candidates over- or underperformed and pull 
corresponding interview questions from a large internal database tied to those traits. 
Reflecting on these efforts, a recruiter explained that their aim was to make it easier for 
senior managers to understand both why a candidate was selected and which actions to 
take:

From senior managers, the request was to see candidates’ scores in relation to bench-
marks for specific programs and our internal population. This is something we have 
built into the AI outputs. For example, we can now say: ‘AI shows that this candidate 
is underperforming on this specific trait. We recommend you ask this set of  questions 
based on that’.  (Recruiter)

Senior managers appreciated the calibrated AI outputs that are now featured in HR’s 
explanations of  chosen candidates, noting that they provide a ‘clear reference point’ and 
‘a good indication of  where you should dig deeper’. They began incorporating them 
more actively in their questions and discussions on candidates. For example, a recruiter 
observed that managers started to formulate interview questions based on the AI outputs, 
interpreting this as a way that ‘their advice’ was taken up more strongly:

We really see that senior managers are using the [AI outputs on] lower traits to for-
mulate interview questions. They refer to this a lot in the job interview, for example, 
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by asking: ‘Ok, [candidate name], AI shows us you score low on “openness to experi-
ence”. Can you tell us about the last time you put yourself  out of  your comfort zone?’  
(Recruiter)

Senior managers also began to refer to the AI outputs to resolve dilemmas regarding 
candidates and support their decisions on job candidates. As illustrated during a job 
interview:

She was the love or hate of  the job interview. When she spoke, she demonstrated re-
markable insight and intelligence. At the same time, I doubt her motivation. But man, 
I understand it at her age. That was my thinking, and that’s why I would hire her. And, 
importantly, her AI score was the highest of  all candidates. She scored more than a 
1000! And she had a wide range of  skills and traits. That’s why I think it’s worth giving 
her a shot.  (Senior manager)

Recruiters were thrilled with these changes in how managers were using the AI out-
puts, viewing them as evidence that they were better able to convince managers of  cho-
sen candidates and steer their actions in stronger ways than before. A recruiter shared 
how he felt that the AI outputs ‘empowered’ them through the promise of  objectivity 
they provided, in which he and his colleagues were inclined to place even more emphasis 
on the AI outputs when briefing managers on candidates:

Some of  our leaders are difficult to convince or change their minds. The AI outputs 
finally empower the HR team by having an objective data point to refer to [in discus-
sions with managers]. We now see recruiters referring back to the scores and graphs 
even more in the interview briefings.  (Recruiter)

In the short run, the practice of  calibrating, therefore, enabled recruiters to lure manag-
ers into accepting and acting upon AI decisions, thereby strengthening their authority. Yet, 
by presenting their involvement as minimal and the explanations as products of  the tech-
nology alone, they missed out on opportunities to build recognition for their expertise in 
the long run. Although our fieldwork ended before such longer term consequences could 
unfold, our comparative analysis suggests that such practices may ultimately erode the sus-
tainability of  recruiters’ authority, as their expert contributions were being absorbed into 
outputs that appear neutral and self-sufficient. Enchanted by the promise of  objectivity, 
recruiters themselves appeared largely unaware of  these pitfalls, focusing instead on how 
‘visibility is automatically provided’ (recruiter). As another recruiter summarized: ‘Our 
dream is to plug in that extra visibility we created and let the tool speak for itself ’.

CROSS-CASE ANALYSIS

Our cross-case analysis reveals commonalities and differences among the cases we stud-
ied. In all cases, the use of  predictive AI tools for decision-making disrupted how experts 
traditionally enacted authority over clients. Instead of  relying on their expertise to gain 
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clients’ approval, experts found themselves confronted with a new technology that gen-
erated decisions and presented outputs that were at odds with experts’ judgment. Still, 
experts had to explain these AI decisions to their clients. To reconstruct their authority 
over clients, experts engaged in what we call explaining practices; activities aimed at mak-
ing clients understand and accept AI decisions. These practices were shaped by two 
relational conditions – whether clients recognize the expert’s knowledge as unique, and 
whether interactions with clients provide rich opportunities for experts to learn about 
clients’ evolving needs – with important consequences for whether expert authority was 
ultimately strengthened. Figure 1 presents our model of  how expert authority is enacted 
in light of  an AI disruption.

Our model starts by showing how experts enact different explaining practices depend-
ing on whether they benefit from expertise that is recognized as unique by their clients. 
Our analysis suggests that expert groups who traditionally earn clients’ approval through 
clients recognizing their unique expertise interpret AI as threatening their authority by 
undermining their judgment. These groups strive to defend their expertise as a source 
of  authority by masking AI outputs and relying on their prior experience and judgment 
when explaining AI decisions. In contrast, expert groups who struggle to gain clients’ ap-
proval through their expertise may interpret the technology as an opportunity by offering 
a ‘data-driven’ alternative to their judgment, which is typically questioned. We found 
that these experts explain AI decisions by actively showcasing AI outputs, rather than 
emphasizing their own expertise.

Our analysis highlights that while experts carefully consider how clients recognize 
their expertise, their explaining practices often fall short of  meeting clients’ evolving 
needs, as they tend to remain generic and decontextualized. This issue of  decontex-
tualization occurs as, on the one hand, experts continue to rely on traditional deci-
sion rules that have lost relevance with AI decision-making procedures. For instance, 
loan consultants explained loan rejections based on familiar expert criteria; yet, these 
criteria no longer reflected how individual decisions were actually made by the AI 
system. On the other hand, experts may overly rely on AI outputs that lack contextual 

Figure 1. A model of  how experts aim to enact authority over clients in light of  AI disruption
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grounding. For instance, recruiters presented the AI scores and graphs with minimal 
interpretation and translation in an attempt to appear ‘objective’, but offered little 
guidance to help managers understand how these numbers related to standards for 
roles relevant in concrete contexts.

Expert groups differ in their opportunities for learning about and addressing the 
issue of  decontextualization, resulting in some groups shifting their explaining prac-
tices while others stagnate. Specifically, experts who continuously and closely engaged 
with clients were directly confronted with the shortcomings of  generic, decontextual-
ized explanations and felt pressure to revise their practices. In contrast, experts who 
only sparsely interacted with clients, as in the case of  one-off  exchanges in bank-
ing, had fewer opportunities to learn about client needs and thus continued to rely 
on practices that failed to provide detailed and contextualized insights. Importantly, 
among those who revised their practices, clients’ recognition of  expertise still shaped 
how adaptations were made. When clients recognized the value of  domain-specific 
knowledge, experts responded by enhancing AI outputs with newly developed exper-
tise. Conversely, when clients disregarded their expertise, experts withdrew further 
from the explanatory process, opting instead to calibrate AI outputs so that explana-
tions were ‘automatically provided’.

The ability of  experts to learn about and act upon their decontextualized explanations 
had important implications for their authority over clients. We find that expert groups 
who managed to better tailor their explanations to clients’ needs lured clients into fol-
lowing issued decisions and advice, thereby strengthening their authority. For example, 
as clients sought detailed, context-specific explanations of  AI decisions, seed sorters in-
vestigated AI’s material properties, and this ongoing exchange led to the development of  
new expertise. As a result, supply chain managers increasingly relied on the sorters’ ex-
planations when acting on AI-generated decisions. In contrast, expert groups who lacked 
opportunities for learning about the need for contextualized explanations failed to meet 
clients’ interests. As a result, clients remained unconvinced by the explanations provided 
and were more likely to seek alternatives, as observed in the banking case. Overall, our 
cross-case analysis thus highlights that when experts lose decision-making control to AI, 
their authority is not simply diminished but reconfigured through the ways they craft 
explanations for their clients – shaped by relational conditions of  clients’ recognition of  
expertise and learning.

THEORETICAL IMPLICATIONS

The relational perspective on how expert authority is enacted in light of  AI decisions 
put forward in this study has important implications for the literature on professions and 
expert occupations, as well as a growing body of  research on AI in management.

First, our study contributes to the literature on professions and expert occupations 
by revealing alternative pathways through which experts enact authority when facing 
technological disruptions. Moving beyond studies that locate authority primarily in 
credentials (e.g., Greenwood et  al.,  2002; Scott,  2008) or abstract knowledge (e.g., 
Abbott, 1988; Freidson, 1985; Hughes, 1958), we offer a relational perspective that 
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foregrounds experts’ daily interactions with immediate clients as central in under-
standing how experts attempt to restore their authority in the face of  AI. Our findings 
show that formal roles and abstract knowledge do not shield experts from the chal-
lenges posed by AI; instead, they had to resort to alternative means to strengthen their 
authority. Our model identifies a set of  explaining practices through which experts 
sought to maintain their relevance, with the effectiveness of  these practices hinging 
on experts’ ability to relate and respond to the needs of  their clients. This study thus 
emphasizes that authority in the age of  AI cannot be evaluated solely through formal 
roles or expertise, but must also be understood in relation to the explanations experts 
craft for their audiences.

Second, we contribute to workplace studies on how experts navigate AI disruptions 
by shifting the focus from preserving expertise to reconfiguring it in response to client 
needs. Prior studies have largely highlighted that experts try to hold on to their exper-
tise when AI tools enter their work to emphasize the continued relevance of  their po-
sition. For example, experts may protect their positions by substituting AI predictions 
with their own expertise (e.g., Anthony,  2021; Lebovitz et  al.,  2022; Waardenburg 
et al., 2022) or by symbolically complying with AI outputs to maintain their tradi-
tional expert practices (e.g., Pachidi et al., 2021). Our comparative field study nuances 
this view by showing that experts leverage their expertise differently depending on 
whether clients recognize it as unique and valuable: while groups whose clients tra-
ditionally value their expertise mask or enhance AI outputs to signal the continued 
relevance of  their expert position, others move away from expert rules in favour of  
seemingly ‘objective’ data patterns to strengthen their claims. These practices carry 
real consequences for how expertise is demonstrated, performed, and developed amid 
technological change. This study thereby challenges the prevailing view that expertise 
is merely preserved in the face of  AI and instead highlights how it is mobilized differ-
ently through client–expert dynamics.

Third, our study also contributes to organizational and management research on 
how AI shapes the development of  new expertise. Prior studies have shown that do-
main experts can cultivate new forms of  expertise through close engagement with 
AI systems and their designers, including practices of  interrogating AI outputs in 
relation to their own knowledge claims (Lebovitz et al., 2022), engaging in mutual 
learning with AI developers (Van den Broek et al., 2021), and recreating boundar-
ies to integrate different expertise from developers (Faulconbridge et al., 2023). We 
extend this literature by highlighting an alternative pathway for expertise develop-
ment that centres on making AI outputs meaningful through sustained interactions 
with outside audiences. In our biotechnology case, experts learned through repeated 
feedback from clients who questioned their generic explanations. This prompted 
experts to explore new ways of  engaging with the system’s features and outputs to 
refine their interpretations and make outputs meaningful in client-specific contexts. 
We thus demonstrate that opportunities for developing new expertise arise not only 
through direct engagement with AI systems and their creators but also through the 
demands of  those who face and evaluate AI-generated decisions.

Finally, this study advances organizational studies on AI explainability by deep-
ening our understanding of  how experts approach the issue of  decontextualization 
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surrounding AI explanations. Nascent research has recognized that technical ap-
proaches – such as feature maps or simplified decision rules – often produce explana-
tions detached from the situated realities of  their audiences, highlighting the need to 
tailor explanations to particular groups (Hafermalz and Huysman, 2022; Pakarinen 
and Huising, 2023; Waardenburg et al., 2022). Our study extends this work by demon-
strating that decontextualization arises not only when experts lean too heavily on 
technical outputs (as in recruitment) but also when they continue to communicate tra-
ditional decision rules that have lost relevance under AI decision-making procedures 
(as in banking and biotechnology). Critically, our comparative analysis highlights that 
experts do not respond to this issue uniformly but rather diverge based on the kinds of  
relationships they hold with their clients. Experts embedded in ongoing exchanges are 
repeatedly confronted with the shortcomings of  generic explanations and pressured 
to contextualize AI outputs through practices of  enhancing or calibrating. By con-
trast, those with sparse interactions encounter fewer opportunities to learn about these 
shortcomings and remain locked into decontextualized practices. This study thereby 
demonstrates that different forms of  expert-client relationships shape not only the 
need for but also the ability to contextualize AI explanations in practice.

PRACTICAL IMPLICATIONS

Our findings yield practical insights for managers and practitioners who implement and 
use AI in decision-making. First, we emphasize that the pursuit of  ‘explainable AI’ (XAI) by 
developers and regulators (e.g., European Union, 2024; Gunning et al., 2019) risks reducing 
explanations to merely a technical property of  AI tools. This approach typically centres on 
algorithmic transparency and post-hoc interpretability tools, which are assumed to make AI 
decisions understandable and acceptable to end users. However, as these technical explana-
tions often fail to resonate with client needs unless embedded in socially meaningful inter-
actions, our findings emphasize the importance for managers, experts, and AI developers 
to refrain from viewing explainability as a static feature and instead treat it as a dynamic, 
relational process co-constructed with clients in practice. For instance, this can be achieved 
by encouraging open dialogue during client meetings, where explanations are continuously 
adapted based on clients’ questions, prior knowledge, and concerns.

Second, for experts tasked with presenting AI decisions, it is now more import-
ant than ever to invest efforts in understanding clients’ needs and actively tailoring 
explanations. This includes learning how clients use the information, asking what 
explanations they find most useful, and adjusting presentation styles accordingly by, 
for instance, visual checks to highlight relevant details, preparing simple summaries 
with familiar markers of  quality, or using terms clients already know. Such efforts help 
integrate AI decisions into existing workflows and maintain clients’ trust. Managers 
may play a crucial role in facilitating opportunities for rich interaction and feedback 
between experts and clients. For instance, managers may organize learning sessions 
where clients and experts can openly share challenges related to the provided ex-
planations or integrate designated feedback moments during expert-client encoun-
ters. These interactions are crucial to ensure that experts derive compelling and 
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informative explanations that connect to clients’ needs, while also articulating the po-
tential and pitfalls of  AI technologies. Recent examples, such as the Dutch tax scandal 
(Toh, 2020), serve as a cautionary tale regarding the ethical risks that arise when ex-
perts merely ‘hide’ behind the AI tool without taking responsibility. Therefore, man-
agers and experts responsible for implementing and using these technologies need to 
acknowledge the importance of  involving clients in learning about the potential risks 
of  AI tools as early as possible.

BOUNDARY CONDITIONS AND AVENUES FOR FUTURE RESEARCH

Our findings need to be considered in light of  certain boundary conditions that offer 
new directions for future research. First, our study particularly focuses on how orga-
nizations use AI to delegate high-stakes tasks. These tasks are central to expert work 
and often particularly sensitive to technological disruption as they pose a significant 
vulnerability for experts (e.g., Faulconbridge et al., 2023; Selenko et al., 2022). While 
this focus allows us to highlight the important role of  clients in shaping experts’ re-
sponses to AI tools, prior research leads us to expect that experts may respond differ-
ently depending on the task at stake or the expert’s role identity (e.g., Faulconbridge 
et al., 2023; Selenko et al., 2022). Thus, we encourage future research to explore how 
expert authority over clients is shaped in various contexts, for diverse tasks, and across 
different expert groups.

Second, our case focuses on a specific class of  AI: predictive AI based on supervised 
machine learning. As new forms of  AI, such as generative AI, enter organizations, new 
dynamics may emerge in the relationships we observed. Generative AI technologies may 
enable experts to tailor explanations more carefully to client needs and contexts through 
techniques like prompting (Mayer et al., 2025a, 2025b; Retkowsky et al., 2024). At the 
same time, these technologies may reduce opportunities for experts to play a role in this 
process by promising to ‘explain’ AI outputs directly to clients. For instance, advanced 
Large Language Models (LLMs) offer new means for clients as laypeople to interpret AI 
outputs themselves. Thus, an opportunity lies ahead for future research to explore how 
explaining practices evolve as both experts and clients interact with generative AI tools 
and with what consequences for expert authority.

Finally, while our study builds on longitudinal data, future research could further 
examine how explaining practices unfold over time and across different audiences. 
Specifically, our findings suggest that practices that strengthen expert authority in the 
short term may be less sustainable in the long run. In the recruitment case, for exam-
ple, recruiters increasingly led senior managers into accepting and acting upon AI 
decisions, yet largely concealed their own role in the process. Unlike seed sorters, who 
invested in developing and demonstrating new, complementary expertise, recruiters’ 
emphasis on ‘impartial’ explanations obscured their involvement. These experts may 
face a dilemma in the long run that warrants closer attention: on the one hand, experts 
may persuade clients to accept AI decisions, but at the same time, they lose the ability 
to signal and justify their involvement, potentially undermining their long-term au-
thority. Moreover, our banking case suggests that experts may face different audiences 
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over time that shape these dynamics. Groups like higher management, technical staff, 
or external consultants can also trigger experts to revisit their explaining practices, 
raising new pressures on how authority is negotiated. This calls for more longitudinal 
research on the durability of  different explaining practices and how varied audiences 
shape the evolution of  these practices.

CONCLUSION

In a world where AI tools are increasingly entering the workplace of  experts, our study 
uncovers the relational dynamics that surround expert authority over clients when they 
are confronted with AI decisions. Drawing on a comparative field study, we show that 
when experts lose decision-making control to AI, their authority is not simply diminished 
but reconfigured through the ways they craft explanations for their clients – shaped by 
the relational conditions of  clients’ recognition of  expertise and learning. This study 
thereby offers new insights into the complex interplay between expert–client relation-
ships, expert authority, and explaining practices.
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