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Abstract

Background The Chatbot Assessment Reporting Tool (CHART) is a reporting guideline developed to provide report-
ing recommendations for studies evaluating the performance of generative artificial intelligence (Al)-driven chatbots
when summarizing clinical evidence and providing health advice, referred to as Chatbot Health Advice (CHA) studies.

Methods CHART was developed in several phases after performing a comprehensive systematic review to identify
variation in the conduct, reporting, and methodology in CHA studies. Findings from the review were used to develop
a draft checklist that was revised through an international, multidisciplinary modified asynchronous Delphi consensus
process of 531 stakeholders, three synchronous panel consensus meetings of 48 stakeholders, and subsequent pilot
testing of the checklist.

Results CHART includes 12 items and 39 subitems to promote transparent and comprehensive reporting of CHA
studies. These include Title (subitem 1a), Abstract/Summary (subitem 1b), Background (subitems 2ab), Model Identi-
fiers (subitems 3ab), Model Details (subitems 4abc), Prompt Engineering (subitems 5ab), Query Strategy (subitems
6abcd), Performance Evaluation (subitems 7ab), Sample Size (subitem 8), Data Analysis (subitem 9a), Results (subitems
10abc), Discussion (subitems 11abc), Disclosures (subitem 12a), Funding (subitem 12b), Ethics (subitem 12c), Protocol
(subitem 12d), and Data Availability (subitem 12e).

Conclusion The CHART checklist and corresponding methodological diagram were designed to support key stake-
holders including clinicians, researchers, editors, peer reviewers, and readers in reporting, understanding, and inter-
preting the findings of CHA studies.
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Key messages
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CHART was developed by performing a systematic review, Delphi consensus of 531 international stakeholders,
and several consensus meetings among an expert panel comprised 48 members.
The CHART statement outlines 12 key reporting items for Chatbot Health Advice studies in the form of a checklist

and methodology diagram.

All stakeholders including clinicians, researchers, and journal editors should encourage the transparent reporting

of Chatbot Health Advice studies.

Keywords LLMs, Generative Al, Reporting standards

Background

Artificial intelligence (AI) has made great strides toward
clinical applications in healthcare, with deep learn-
ing algorithms performing comparably to current gold
standards in several areas in patient care [1, 2]. With
the introduction of large language models (LLMs) into
mainstream use, there has been an explosive rise in the
number of studies evaluating the performance of genera-
tive artificial intelligence (AI)-driven chatbots in summa-
rizing evidence and providing health advice [3], termed
Chatbot Health Advice (CHA) studies. Investigators
typically develop prompts to query generative AI models
through a chat-based interface for the purpose of sum-
marizing clinical evidence or obtaining health advice
including but not limited to health promotion, preven-
tion, screening, diagnosis, treatment, and/or general
health information. For example, physicians may query
generative Al-driven chatbots to identify whether their
patient should receive colorectal cancer screening [4].
Similarly, a patient may ask questions about their upcom-
ing surgery for gastroesophageal reflux disease [5]. The
intense interest in using generative Al-driven chatbots
for health advice has generated numerous CHA studies
in a short timeframe [6]. Investigators may include clini-
cians, scientists, or patients, bringing different technical
expertise and personal perspectives to study methodol-
ogy including prompt engineering and model response
evaluation.

These studies represent a growing genre of medical Al
research [7]. At least 137 CHA studies were published
less than a year after the release of ChatGPT in Novem-
ber 2022, but the completeness of reporting among these
studies has been highly variable [6]. For instance, few
articles elaborate on the development of their prompts,
while fewer than 40% of articles report key elements of
their query strategy including the date of their search,
the number of chat sessions used, or the number of
prompts [6]. Raw prompts and model output are infre-
quently reported, and most articles present an insuffi-
cient amount of information to identify the model and

chatbot under evaluation [6]. This problem is important
because inadequate reporting impairs the ability of read-
ers to interpret the validity and reliability of study find-
ings [8]. Flaws in the design, data collection, or conduct
of a study may lead to erroneous conclusions or raise the
risk of patient harm, particularly if generative Al-driven
models are used for health purposes [9]. Complete and
standardized reporting facilitates critical appraisal and
may help identify applications with genuine potential
to improve health care, building trust in the use of gen-
erative Al models in clinical practice among clinicians,
patients, and the general public [9].

In response to the growing need for reporting stand-
ards for evaluating CHA studies for clinical purposes
[10], we developed the Chatbot Assessment Reporting
Tool (CHART). This reporting standard is an interna-
tional, multidisciplinary initiative registered with the
Enhancing the QUAIlity and Transparency Of health
Research (EQUATOR) Network [11] and was announced
in December 2023 [3]. This article describes the method-
ology used to identify, evaluate, and gain consensus on
the checklist items and diagram that comprise CHART.
We aimed to develop robust guidance to promote high
methodological rigor and transparent reporting of CHA
studies evaluating the performance of generative AI-
driven chatbots when summarizing clinical evidence and
providing health advice. The terminology used in this
reporting guideline is listed in Table 1.

Methods

We formed a steering group responsible for oversee-
ing the development of CHART. We developed CHART
in alignment with the EQUATOR Network’s framework
according to the highest methodological standards for
reporting guideline development [8] and published the
protocol in May 2024 [7].

To inform the development of CHART, we conducted a
comprehensive systematic review to identify information
reported in CHA studies. The review protocol was pro-
spectively registered on the Open Sciences Framework:
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Table 1 Glossary
Term Definition

Artificial intelligence (Al)

performance
Base model A pre-existing generative Al model

Chat session
through text-based prompts

The science of developing computer systems that can perform complex tasks approximating human cognitive

An interface in a computing device through which communication takes place between a chatbot and its user

Chatbot Health Advice (CHA) study Any research study evaluating the performance of chatbots when summarizing health evidence and/or providing

clinical advice

Fine-tuned model

A base model that has been manipulated through various methods of algorithmic tuning to alter its performance

with specificity; methods include but are not limited to reinforcement learning or distillation

Generative Al-driven chatbot
prompts

Ground truth
Large language model (LLM)

A program that permits users to interact with an Al model (such as an LLM) that is designed to respond to user

The reference standard, or criteria, on which the model is evaluated to define successful performance
A type of Al model comprising large neural networks trained over large amounts of text usually to produce

an output of continuations of text from corresponding prompts known as next word prediction. LLMs are a subset

of generative Al models
Multimodal LLM
Natural language processing (NLP)
Parameter

LLMs with the capacity to integrate input from various data types including text speech and/or visual sources
A branch of information science that seeks to enable computers to interpret and manipulate human text
A variable that is tuned iteratively or automatically to optimize the intended outcome of the algorithm. Param-

eters may be at the model level to optimize tuning (hyperparameters) or “weights” within the model linking layer

to layer (parameters)
Post-implementation/deployment
Pre-implementation/deployment

Prompt
with the Al model

Prompt engineering
the development of study prompts

Query

Refers to alteration of the generative Al model following its release
Refers to alteration of the generative Al model prior to its release
The input provided by users when interfacing with a generative Al-driven chatbot, leading to input interaction

An iterative testing phase where various pieces of text are inputted into a chatbot to achieve an output informing

The act of communicating with a generative Al-driven chatbot by inputting a prompt into the chatbot which

might be a question, comment, or phrase to elicit specific desired outputs from the generative Al model

Response
Tuned model

The output of the generative Al-driven chatbot
A base model that has been altered to provide focused responses by means other than fine-tuning, includ-

ing but not limited to retrieval augmented generation, which seeks to alter performance rather than the model

Zero shot
tuning, or other optimization

A machine learning paradigm in which the task (such as classification) is performed without explicit training, fine-

https://osf.io/cxsk3. The systematic review was devised
according to methodological guidance from the Joanna
Briggs Institute [12]. A systematic literature search was
performed with the support of a health sciences librarian
using Medline via Ovid, Embase via Elsevier, and Web of
Science on October 27th, 2023. Full search syntax from
all database searches are provided in the supplementary
section of our systematic review [6]. We screened 7752
articles to identify 137 eligible articles of interest. Con-
siderable variation in methodology and reporting was
observed, and we identified 120 candidate checklist items
for CHART (Appendix 1). Full details on this process can
be found in our protocol [7]. To evaluate these candidate
checklist items for inclusion in the CHART checklist,
we invited an advisory committee to perform a modified
Delphi consensus process and formed an expert panel to
conduct synchronous consensus meetings. Full details on
this recruitment process can be found in the protocol [7].
We considered “experts” as individuals who have made

important contributions academically to their discipline,
with an emphasis on individuals that have participated in
reporting guideline development previously.

Modified delphi consensus survey

The steering group invited 1043 members globally to
form an advisory committee to participate in a Delphi
survey, comprising clinicians, epidemiologists, research
methodologists, generative Al researchers, journal edi-
tors, chatbot researchers, ethicists, regulatory experts,
policy experts, and patient partners. We identified
potential committee members using a multi-pronged
approach through co-authors published in the top medi-
cal journals, public and internal calls through affiliate
journals, as well as through snowballing via all mem-
bers of our expert panel. To identify the top 10 journals
across all specialties, we used the journal ranking fea-
ture in Scimago. Full details are listed in our protocol
[6]. Via convenience sampling, we included four editors
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from the top journals identified. We invited members
by email and provided project details as well as our cor-
respondence article and study protocol [3, 7]. Members
voluntarily registered to participate in our Delphi con-
sensus survey by providing basic demographic informa-
tion, as well as details of their prior research experience
and content expertise. We presented candidate checklist
items to the advisory committee using the online Delphi
consensus platform Welphi, Decision Eyes (www.welphi.
com). Members rated candidate checklist items as one of
the following: “include, maybe include, uncertain, maybe
exclude, or exclude” They also suggested additional
checklist items. After the first round of voting, advisory
committee members engaged in a second round of voting
via a modified Delphi consensus survey. Members were
able to view the results from the first round and review
comments supporting voting considerations. During the
second Delphi round, members voted on the same check-
list items as well as any additional checklist items from
the first round. Advisory committee members were also
able to suggest additional checKklist items during the sec-
ond round, generating a total of 28 additional candidate
checklist items across both Delphi rounds. A total of
531/1043 (50.9%) members participated in both Delphi
consensus rounds, rating a total of 140 candidate check-
list items for review by the expert panel (Appendix 1).

Expert panel consensus

The steering group assembled an international, multi-
disciplinary panel comprising a balanced representation
of 48 relevant stakeholders including clinicians, statis-
ticians, research methodologists, reporting guideline
developers, generative Al researchers, journal editors,
chatbot researchers, ethicists, regulatory experts, policy
experts, and four patient partners. The distribution of
stakeholders among the panel is presented in the sup-
plementary material. The steering group used a prespeci-
fied threshold of 80% agreement for inclusion to show
majority consensus based on prior work [7, 13]. We iden-
tified items with at least 80% consensus with the selec-
tion of either “include” and “maybe include” together, or
“exclude” and “maybe exclude” and posed to the panel
whether to include or exclude suggested items. Items not
meeting 80% consensus were posed to the panel for fur-
ther discussion. We also presented raw scores including
absolute and relative and frequencies to the expert panel
to support their interpretation and decision-making. We
held synchronous discussions over three separate panel
consensus meetings on Zoom spanning 12 twelve collec-
tive hours on June 30th, August 5th, and September 2nd,
2024. Items on which the expert panel disagreed with the
advisory committee, as well as items voted as “unsure”
by the advisory committee, were discussed among panel
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members until consensus was reached. Panel members
were able to suggest changes to the phrasing of checklist
items, as well as suggest additional checklist items. After
extensive discussion, the expert panel reached consen-
sus on 12 checklist items (Appendix 2) and 9 abstract
checklist items (Appendix 3). A fillable methodologi-
cal diagram can be found in Appendix 4. A list of panel
members can be found in Appendix 5. No items or subi-
tems required voting, as contentious items were dis-
cussed thoroughly until consensus was achieved.

Pilot testing

Following the panel consensus meetings, draft checklist
items were presented to authors of separate, prior CHA
studies via an iterative process for pilot testing. Groups
of five authors used the draft CHART checklist to evalu-
ate 10 published CHA studies and provide feedback in
each round until saturation was reached with respect to
no new comments or areas for improvement. Pilot testers
were provided with feedback from each round of testing
to inform their evaluations. Authors were physicians or
CHA study researchers and were not affiliated with the
articles under evaluation. We instructed pilot testers to
flag any item or subitem that they perceived as unclear,
or inappropriate for further assessment by the steering
group and re-evaluation by the panel if needed. How-
ever, we received positive feedback regarding the length,
content, and user experience with the checklist. No
items or subitems were flagged as inappropriate. Minor
changes were made to the checklist including the phras-
ing of items, the order of items, and the formatting of
the fillable document to optimize user experience with
the checklist. No additional items or subitems were sug-
gested. Saturation was reached after two rounds of pilot
testing. Full details regarding our methodology can be
found in our research protocol [7].

Deviations from the protocol

Based on feedback from the expert multidisciplinary
panel, we broadened the scope beyond LLMs to include
any applications using generative Al due to the dynami-
cally evolving nature of Al research in medicine. Moreo-
ver, two expert subgroups were assembled after the panel
reviewed the candidate checklist items after the first con-
sensus meeting. First, an expert generative Al subgroup
met to evaluate and revise the terminology and checklist
items used in this reporting guideline. Second, an expert
data analysis subgroup reviewed checklist items related to
statistical analysis. The results of both subgroups were pre-
sented to the expert panel and were reviewed for approval
and discussed at subsequent panel consensus meetings.
Finally, due to the complex nature of the conduct and
reporting of CHA studies, we developed the checklist
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items and accompanying diagram for CHART over three
separate synchronous, 4-h panel consensus meetings
rather than two, as initially planned in our protocol [7].
Further guidance and points of emphasis are detailed in
the CHART Explanation and Elaboration article [14].

Results

The CHART methodological diagram can be seen in
Fig. 1. The CHART checklist consists of 12 items com-
prising 39 subitems for the complete and transparent
reporting of CHA studies. Items relate to Title & Abstract
(item 1), Introduction (item 2), Methods (items 3-9),
Results (item 10), Discussion (item 11), and Open Sci-
ence (item 12). Table 2 lists the CHART checklist items.
Table 3 lists the CHART abstract checklist items.

The Delphi advisory committee and the expert panel
both emphasized the importance of several checklist items.
Specific examples are highlighted here, but the thorough
reporting of all items listed in Table 2 is recommended.
Delphi and panel members both voiced that authors must
adequately identify the generative AI model and chatbot
which they evaluated (items 3 and 4). This includes model
identifiers, whether it is an open-source or proprietary
model, and whether the model was novel or a base model
(Table 2). Our expert stakeholders further stressed that
authors must report the details involved during prompt
engineering as well as the query strategy applied by inves-
tigators (item 5 and 6). This includes the process used to
develop prompts, the members of the study team involved,
and the dates and locations of queries (Table 2). Our pan-
elists also underscored the necessity of explicitly defin-
ing a reference standard and describing the performance
evaluation process (item 7). Stakeholders emphasized the
importance of providing a sample size, which includes the
number of independent responses from one or more gen-
erative Al-driven chatbot(s). Panelists also identified that
the sample size of training data points may also be relevant
if authors evaluate a novel or tuned model. Additionally,
panelists stressed the importance of reporting the train-
ing data used, the ethical approval process undertaken,
measures to safeguard the privacy of patient data, the per-
mission or licensing obtained for the use of training data,
and whether the training data can be accessed (item 12)
(Table 3).

Discussion

CHART was developed in accordance with the highest
methodological standards through a comprehensive sys-
tematic review of CHA studies, a modified asynchronous
Delphi process conducted by an international, multidis-
ciplinary advisory committee, and three synchronous
international, multidisciplinary expert panel consensus
meetings [7]. Detailed rationale for each subitem are
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described in our Explanation and Elaboration article [14].
The CHART checklist outlines essential items for the
reporting of CHA studies which typically evaluate the
performance of generative Al-driven chatbots when sum-
marizing clinical evidence or providing health advice. At
the time of writing, substantial advancements are being
made in other forms of generative Al such as large mul-
timodal models (LMMs), to which our reporting check-
list—developed in the context of studies evaluating LLM
performance—may not fully apply [15]. Thus, due to the
rapidly evolving nature of these studies, a dynamic pro-
cess must be in place for the monitoring and updating of
this reporting guideline [16].

Applicability and scope

The CHART checklist applies to CHA studies where
generative Al-driven chatbots are queried and their
responses are reported and evaluated. The CHART
checklist does not apply to CHA studies applying rand-
omization techniques (randomized controlled trials), nor
studies that follow patients over time (prospective cohort
studies). Future CHART extensions of relevant checklists
for various study designs are planned, but in the interim
authors are encouraged to apply both the CHART check-
list and relevant reporting guidelines according to the
appropriate study design such as CONSORT or STROBE
[17, 18]. Authors using applications in the field of artifi-
cial intelligence more broadly (but not generative Al) are
encouraged to use more generic reporting guidelines [13,
19, 20]. Authors using generative Al models for medical
writing are encouraged to apply the CANGARU report-
ing guidelines, which are in development [21]. CHART
applies to the current landscape of CHA studies and will
evolve as a living reporting guideline.

How to use CHART

We suggest that authors use the CHART checklist early
in the writing of CHA studies to ensure all items in the
checklist have been reported somewhere in their manu-
script. Many of the recommendations in the CHART
checklist have a natural order and sequence in a CHA
study, but some may not. We do not prescribe a specific
format or dictate where each individual reporting recom-
mendation should appear in a CHA study, because this
order might also depend on journal formatting policies.
A downloadable and editable checklist can be found in
the supplementary material. Authors are recommended
to complete the checklist indicating the page number
where each subitem has been reported. The completed
checklist can then be submitted alongside the CHA study
manuscript. A detailed Explanation and Elaboration
paper accompanies the CHART checklist and explains
why the reporting of each item is recommended [14].
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CHART Methodological Diagram

Total generative Ai-driven chatbot(s) (n=)
Name(s) & version identifier(s):

Base model (n=)
Novel base model (n=)
Tuned model (n=)
Fine-tuned model (n=)

A4

Open-source (n=)
Closed-source/proprietary (n=)
Subscription (n=)
API (n=)
Other (n=)

Prompt Engineering

Prompt engineers (n=)
Investigator-derived (n=)
Clinician-derived (n=)
Patient-derived (n=)

Prompt sources (n=)
Total prompts (n=)
Follow-up prompts (n=)

Query

Date(s) of query (mm/dd/yyyy)
Chat sessions (n=)
Location(s)

Language(s)

v

Performance Evaluation

Evaluators (n=)
Patient/public (n=)
Automated (n=)

Model output/responses (n=)
Valid (n=)
Missing/invalid (n=)

Reproducibility

Repeat queries (n=)

Fig. 1 The CHART Methodological Diagram

Copyright protections and fair use doctrine

The accuracy of LLMs is significantly influenced by the
nature of the data on which they were trained [10, 22].

Date(s) of query (mm/dd/yyyy)
Location(s)
Discrepancies (n=)
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This principle is the first of four according to the fair use

doctrine, which are addressed throughout the CHART
checklist as they relate to CHA studies. The first
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Table 2 CHART Checklist

HEADING # CHART CHECKLIST ITEM Page #*
Title & Abstract
Title Ta State that the study is assessing one or more generative Al-driven chatbots for clinical evidence or health
advice.
Abstract/Summary b Apply a structured format, if applicable.
Introduction
Background 2a  State the scientific background, rationale, and healthcare context for evaluating the generative Al-driven
chatbot(s), referencing relevant literature when applicable.
2b  State the aims and research questions including the target audience, intervention, comparator(s),
and outcome(s).
Methods
Model Identifiers 3a State the name and version identifier(s) of the generative Al model(s) and chatbot(s) under evaluation,
as well as their date of release or last update.
3b  State whether the generative Al model(s) and chatbot(s) are open-source or closed-source/proprietary.
Model Details 4a State whether the generative Al model was a base model or a novel base model, tuned model, or fine-
tuned model.
4b If a base model is used, cite its development in sufficient detail to identify the model.
4c If a novel base model, tuned model, or fine-tuned model is used, describe the pre- and/or post-imple-
mentation/deployment data and parameters.
Prompt Engineering 5a  Describe the evolution of study prompt development.
5ai Describe the sources of prompts.
Saii  State the number and characteristics of the individual(s) involved in prompt engineering.
Saiii  Provide details of any patient and public involvement during prompt engineering.
5b  Provide study prompts.
Query Strategy 6a  State route of access to generative Al model.
6b  State the date(s) and location(s) of queries for the generative Al-driven chatbot(s) including the day,
month, and year as well as city and country.
6c  Describe whether prompts were input into separate chat session(s).
6d  Provide all generative Al-driven chatbot output/responses
Performance Evaluation 7a  Define the ground truth or reference standard used to define successful generative Al-driven chatbot
performance.
7b  Describe the process undertaken for generative Al-driven chatbot performance evaluation.
7bi  State the number and characteristics of team members involved in performance evaluation.
7bii Provide details of any patients and public involvement during the evaluation process.
7biii - State whether evaluators were blinded to the identity of the generative Al-driven chatbot(s) under assess-
ment.
Sample Size 8 Report how the sample size was determined.
Data Analysis 9a  Describe statistical analysis methods, including any evaluation of reproducibility of generative Al-driven
chatbot responses.
9ai Report the measures used for performance evaluation.
Results
10a  Report the performance evaluation undertaken including the alignment between generative Al-driven
chatbot output and ground truth or reference standard using quantitative or mixed methods approaches
as applicable.
10b  For responses deviating from the ground truth or reference standard, state the nature of the difference(s).
10c  Report the evaluation for potentially harmful, biased, or misleading responses.
Discussion
11a  Interpret study findings in the context of relevant evidence.
11b  Describe the strengths and limitations of the study.
11c  Describe the potential implications for practice, education, policy, regulation, and research.
Open Science
Disclosures 12a  Report any relevant conflicts of interest for all authors.
Funding 12b  Report sources of funding and their role in the conduct and reporting of the study.
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Table 2 (continued)
HEADING # CHART CHECKLIST ITEM Page #*
Ethics 12c  Describe the process undertaken for ethical approval.
12¢i Describe the measures taken to safeguard data privacy of patient health information, as applicable.
12cii - State whether permission/licensing was obtained for the use of original, copyrighted data.
Protocol 12d  Provide a study protocol.
Data availability 12e  State where study data, code repository, and model parameters can be accessed.
Table 3 The CHART Abstract Checklist
HEADING CHART  ITEM Page #
Checklist
#
Background 2a State the scientific background, rationale, and healthcare context for evaluating the generative Al-
driven chatbot(s), referencing relevant literature when applicable.
2b State the aims and research questions including the target audience, intervention, comparator(s),
and outcome(s).
Methods
Model Identifiers 3a State the name and version identifier(s) of the generative Al model(s) and chatbot(s) under evaluation,
as well as their date of release or last update.
3b State whether generative Al model(s) and chatbot(s) are open-source versus closed-source/propri-
etary.
Model Details 4a State whether the generative Al model was a base model or a novel base model, tuned model,
or fine-tuned model.
Prompt Engineering 5a Describe the evolution of study prompt development.
Sai Describe the sources of prompts.
Saii State the number and characteristics of the individual(s) involved in prompt engineering.
Saiii Provide details of any patient and public involvement during prompt engineering.
Query Strategy 6a State route of access to generative Al model.
6b State the date(s) and location(s) of queries for the generative Al-driven chatbot(s) including the day,

month, and year as well as city and country.

Performance Evaluation 7a
performance.

Define the ground truth or reference standard used to define successful generative Al-driven chatbot

7b Describe the process undertaken for the performance evaluation of the generative Al-driven

chatbot(s).
Sample Size 8

Data Analysis 9a
driven chatbot responses.

Results

Report how the sample size was determined.
Describe statistical analysis methods, including any evaluation of reproducibility of generative Al-

10a Report the alignment between generative Al-driven chatbot output and ground truth or reference
standard using quantitative or mixed methods approaches as applicable.

principle refers to the purpose and character of use of
the model [10]. The second principle is the nature of the
original training data [10, 23]. While many LLMs will
be trained on non-medical data, it is essential that fac-
tual, evidence-based information must be prioritized in
the healthcare setting [10]. The third principle pertains
to the amount and substantiality of original material
used to train the generative AI model [10], and clarity
regarding the origin of training data and permission or
license to use content or data protected by copyright is

recommended. Finally, the fourth principle relates to the
impact on original work, where generative AI models
may be trained with copyrighted data [10]. We address
these principles in the CHART checklist by encouraging
authors to state the purpose of the study, and whether
they are evaluating a pre-existing base model rather
than one that is a novel base model, a tuned model, or a
fine-tuned model (items 3 and 4). The CHART checklist
promotes open science practices and calls for authors
to share their code and training datasets to optimize



Huo et al. BMC Medicine (2025) 23:447

transparency and mitigate uncertainty over data prov-
enance (item 12e). The CHART checklist further uses
an evidence-based approach by encouraging authors to
state the source of their prompts, their definition of suc-
cessful model/bot performance, and the process behind
performance evaluation (item 5, item 7). The CHART
checklist recommends that authors state whether per-
mission or license was obtained by investigators for use
of the original work (item 12cii). Readers may also iden-
tify the presence of copyrighted data as authors share
their coding and training data (item 12e).

Bias and patient safety

In the setting of model development, the output of gen-
erative Al models such as LLMs are further impacted
by the presence of bias in their training datasets [10].
This introduces the risk of LLMs producing misleading
or harmful information when applied for the purposes
of patient care. These biases may pertain to many fac-
tors including, but not limited to race or ethnicity, sex or
gender, language, and culture [24, 25]. This risk further
highlights the importance of the Open Science checklist
item (item 12) in CHART because the risk of bias from
data used to develop LLM-driven chatbots may be identi-
fied and/or mitigated by open coding and training data
sharing [25]. Furthermore, data used to train generative
AI models may pose a threat to data security and patient
privacy. The use of identifiable patient data during model
training is of particular concern, as sensitive information
may be inadvertently disclosed in the absence of appro-
priate data security measures [10, 26]. The risk for data
breaches must be met accordingly with robust cyber-
security measures [10]. This concept underscores the
importance of the CHART checklist item related to steps
taken to ensure safeguarding of patient health informa-
tion (item 12ci). The push for clinically integrating gen-
erative Al models necessitates human oversight of the
ethical and safe inclusion of patients and their health
information to provide guidance for the safe conduct of
CHA studies [27, 28]. Although we recognize the impor-
tance of making advancements by including patients in
CHA studies to develop more patient-centered studies
(item 5biii, item 7bii), we encourage authors to report
whether ethics approval was obtained in these instances
for the responsible conduct of their study (item 12c).

Monitoring and updates

This reporting guideline will follow and adapt the tra-
ditional methodology for a living clinical practice
guideline [16]. The update interval for this reporting
guideline will apply to individual checklist items, rather
than the entire guideline [16]. Core members of the
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steering group will perform a systematic search of the
literature to continuously survey the literature per liv-
ing guideline best practices [16] and will meet to dis-
cuss any relevant developments in the generative Al
field every 6 months for the first 2 years (until 2026). If
important changes occur sooner, the group will meet ad
hoc as needed. The timing for monitoring and updating
the guideline will be reviewed and revised at the time
of the next reporting guideline update or by the end of
2026, whichever occurs sooner.

Furthermore, a living expert panel consisting of 14
expert panel members was selected following the third
expert panel consensus meeting in accordance with liv-
ing guideline best practices [16], and comprised panel
members committed to making themselves available to
meet virtually at very short notice [16]. Living expert
panel members represent backgrounds stemming from
medicine, epidemiology, data science, health research
methodology, reporting guideline methodology, and
statistics. If no changes to the reporting guideline are
warranted within a given year, the living expert panel
will be updated with the activities of the core steering
group and will be alerted to any relevant literature or
topics within generative Al to monitor and be aware of.
This update will occur at a minimum of once per year
at a meeting between the core members of the steering
group and the living expert panel. Finally, living peer
reviewers will be selected following the peer review
process for the CHART statement and Elaboration and
Explanation articles [16]. They will similarly be pro-
vided with an annual update, but will only be contacted
if checklist items must be updated. If new candidate
checklist items or revisions to existing items are iden-
tified by the core members of the steering group, the
living expert panel will be convened at its earliest con-
venience to review the relevant literature. In alignment
with living guideline best practices [16], the minimum
threshold will be set at 90% agreement among living
expert panel members for changing checklist items to
mitigate the risk of false positives inherent to frequent
updates, while avoiding an excessively high threshold
[16]. If applicable, the updated manuscript will be co-
published in relevant journals with interest.

Target users and implications for stakeholders

CHART applies to individuals performing and reviewing
CHA studies such as study investigators, peer review-
ers, and journal editors for academic purposes, as well
as the wider readership of CHA studies including clini-
cians, statisticians, generative Al researchers, regulatory
experts, ethicists, research methodologists, policy mak-
ers, hospital managers, funders, patients, and the wider
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public. To promote the transparent reporting of CHA
studies, we call for clinical journals to adopt CHART: a
comprehensive reporting standard developed with high
methodological rigor. The main barrier that we anticipate
to CHART uptake is the failure to reach the appropriate
audience. Therefore, this reporting guideline will be listed
on the EQUATOR Network website, and we will dissemi-
nate the publication of this reporting guideline widely.
CHART will also be presented at peer-reviewed meetings
across various medical specialties to optimize the dis-
semination and reach of the checklist and accompanying
diagram. Finally, we will develop a website to house fill-
able versions of the abstract checklist, the full checklist,
and the methodological diagram, which can be found
in supplementary Appendices 2—4 of this publication to
facilitate the application of CHART by CHA researchers.

Following the publication of previous reporting guide-
lines, it has been shown that the reporting quality of
applicable studies improve [29, 30]. As investigators and
journals apply CHART and the completeness of report-
ing of CHA studies improve, higher quality studies may be
produced. Researchers, ethicists, clinicians, and regulators
in the clinical generative AI community must then turn
toward the validation of generative Al-driven chatbots
for the purposes of providing health advice [10]. This may
include the prioritization of standardized quality valida-
tion metrics, clarifying the role of human involvement in
validation studies, validation methodology [31], and the
reporting of validation results using the CHART tool. Reg-
ulators must further look toward data sensitivity and pri-
vacy, ensuring that data security measures are put in place
by generative AI developers according to risk category
[10]. Funders must invest in the development of high-qual-
ity benchmarking and validation studies, as well as highly
rigorous CHA studies in the context of the healthcare set-
ting of interest. Funders may also encourage applicants
to include a research plan in alignment with the CHART
checklist. With studies exhibiting greater transparency and
improved methodological rigor, clinicians, patients, and
the public will develop progressively increased trust in the
clinical integration of generative Al-driven chatbots.

Finally, quality appraisal tools do not exist for CHA
studies and remains a future area of study. CHART is a
reporting guideline rather than a critical appraisal tool.
Still, we hope that attention to CHART’s core checklist
items will indirectly improve the methodologic rigor of
studies in this field [32]. As high-quality evidence builds,
the path forward for integrating generative Al into the
clinical practice environment will become clearer for
both hospital managers and policy makers.
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Conclusion

The transparent reporting of CHA studies is crucial for
their interpretation as we move toward the clinical inte-
gration of Al technologies. The CHART reporting guide-
line consists of a 12-item checklist and corresponding
methodological diagram to support key stakeholders
including clinicians, researchers, editors, peer reviewers,
and readers in reporting, understanding, and interpreting
the findings of CHA studies.
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