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Abstract

The Mussa (1986) puzzle is the observation of a sharp and simultaneous increase in
the volatility of both nominal and real exchange rates following the end of the Bretton
Woods System of pegged exchange rates in 1973. It is commonly viewed as a central
piece of evidence in favor of monetary non-neutrality because it is an instance in which
a change in the monetary regime caused a dramatic change in the equilibrium behavior
of a real variable — the real exchange rate — and is often further interpreted as direct
evidence in favor of models with nominal rigidities in price setting. This paper shows
that the data do not support this latter conclusion because there was no simultaneous
change in the properties of the other macro variables, nominal or real; an extended set
of Mussa facts falsifies both conventional flexible-price RBC models and sticky-price New
Keynesian models. We present a resolution to the broader Mussa puzzle based on a model
of segmented financial market, in which the bulk of the nominal exchange rate risk is
held by financial intermediaries and is not shared smoothly throughout the economy,
emphasizing the importance of monetary transmission via the risk premium channel.
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1 Introduction
Mussa (1986) famously observed that the end of the Bretton Woods System in the early 1970s
and the change in the monetary policy regime away from pegged towards floating exchange
rates naturally led to an increase in the volatility of nominal exchange rates (by an order of
magnitude), but also instantaneously increased the volatility of real exchange rates nearly by
the same factor (see Figure 1). This fact is commonly viewed by economists as a central piece
of evidence in favor of monetary non-neutrality, since a change in the monetary regime has
caused a dramatic change in the equilibrium behavior of a real variable — the real exchange
rate.1 Indeed, under the neutrality of money, properties of the real exchange rate should not be
affected by changes in the monetary rule absent other contemporaneous changes. However,
the Mussa fact is often further interpreted as direct evidence in favor of models with nominal

rigidities in price setting (sticky prices). We show that this latter conclusion is not supported
by the data, and propose an alternative explanation of the puzzle.

(a) Nominal exchange rate,∆et (b) Real exchange rate,∆qt

Figure 1: Nominal and real exchange rates (log changes)
Note: US vs RoW (defined as G7 countries except Canada plus Spain), monthly data from IFM IFS database.

We first document empirically that while there was a change in the properties of the real
exchange rate, there was no comparable change in the properties of other macro variables —
neither nominal like inflation, nor real like consumption and output (see Figure 2 which ex-
hibits no evident structural break). One could interpret this as an extreme form of neutrality,

1When Nakamura and Steinsson (2018, pp.69-70) surveyed “prominent macroeconomists [on what is the most
convincing evidence for monetary nonneutrality], the three most common answers were: the evidence presented
in Friedman and Schwartz (1963) regarding the role of monetary policy in the severity of the Great Depression;
the Volcker disinflation of the early 1980s and accompanying twin recession; and the sharp break in the volatility
of the US real exchange rate accompanying the breakdown of the Bretton Woods System of fixed exchange rates
in 1973.” See also a textbook treatment of the Mussa puzzle in Uribe and Schmitt-Grohé (2017, Chapter 9.12) from
the perspective of discriminating between flexible-price and sticky-price models.
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(a) Inflation rate, πt (b) Consumption growth,∆ct

Figure 2: Inflation and consumption growth
Note: average inflation rates (monthly) and consumption growth rates (quarterly) for G7 countries.

where a major shift in the monetary regime, which increased the volatility of the nominal ex-
change rate by an order of magnitude, does not affect the equilibrium properties of any macro
variables, apart from the real exchange rate. In fact, this is a considerably more puzzling part
of the larger set of “Mussa facts”. While the lack of change in the volatility of inflation is
inconsistent with models of monetary neutrality, the lack of change in the volatility of real
variables, like consumption and output, is inconsistent with standard sticky-price models.

To provide intuition for this logic, consider two equilibrium conditions. The first is simply
the definition of the real exchange rate (in logs):

qt = et + p∗t − pt, (1)

where pt and p∗t are consumer price levels at home and abroad, and et and qt are the nominal
and real exchange rates respectively. In models with monetary neutrality (e.g., international
RBC), a change to the monetary policy rule should not affect the process for the real exchange
rate qt, and therefore (1) implies that the volatility of relative inflation, πt − π∗

t ≡ ∆pt −∆p∗t ,
must change along with the volatility of the nominal exchange rate, ∆et. In the data, the
volatility of ∆qt and ∆et increased simultaneously, while the volatility of πt − π∗

t remained
stable and low (see Figure 3 below). This pattern may, however, be consistent with conven-
tional sticky-price models, which are at the core of the standard interpretation of the Mussa
puzzle. If so, this suggests that sticky price models dominate RBC models and that monetary
policy must have real effects due to nominal rigidities.2

2Note that the classical indeterminacy result of Kareken and Wallace (1981) applies only to the nominal ex-
change rate, but not to real variables, and cannot explain the increase in the volatility of the real exchange rate.
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This interpretation, however, misses the second half of the picture. Equilibrium dynamics
in a general class of models satisfy the following equilibrium relationship between relative
consumption (with the rest of the world, RoW) and the real exchange rate:

zt = σ(ct − c∗t )− qt, (2)

where σ > 0 and zt can be interpreted as the equilibrium departure from efficient international
risk sharing. Indeed, equation (2) with zt ≡ 0 corresponds to the seminal Backus and Smith
(1993) condition under separable utility with constant relative risk aversion σ. We show that
equation (2) with a structural term zt emerges as an equilibrium relationship in a general
class of models independent from the completeness of asset markets. Furthermore, in a large
class of conventional models — including both international RBC (IRBC) and New Keynesian
Open Economy (NKOE) models, but also standard models with time-varying risk premia —
the structural residual zt is independent of the monetary policy regime. Therefore, a shift in
the monetary policy regime that changes dramatically the volatility of∆qt, should necessarily
change the volatility of∆ct−∆c∗t . In the data, however, the volatility of relative consumption
growth, just like that of inflation, remained both stable and small (see Figure 3).3

We formalize this logic and suggest an empirical test based on a simple sufficient statistic zt,
which robustly separates models that are and are not consistent with the Mussa facts. Impor-
tantly, equilibrium relationship (2) emerges independently of trade openness of the economy,
and thus the argument here does not rely on muted transmission of exchange rate volatility
(i.e., incomplete pass-through) emphasized by Baxter and Stockman (1989). Indeed, a change
in equilibrium exchange rate volatility requires a change in monetary policy, which in con-
ventional models must be accompanied by changing properties of either inflation or output, or
both, even in the closed-economy limit with zero aggregate exchange rate pass-through. More
specifically, monetary policy that is subject to a trilemma constraint can absorb the floating
exchange rate volatility only by translating it into macroeconomic volatility under the peg
(cf. Flood and Rose 1995). In other words, in such models, monetary policy can respond to
shocks either by stabilizing inflation and output gap or by stabilizing the exchange rate, but
not both at the same time.

We propose an alternative framework where monetary non-neutrality arises in the finan-
cial market due to market segmentation and limits to arbitrage. This allows the model to be

3Thus, models with monetary neutrality are consistent with the observed lack of change in the volatility of
consumption, but for the wrong reason as they fail to predict the change in the volatility of the real exchange
rate. In contrast, models with nominal rigidities can explain the changing behavior of the real exchange rate, but
have the counterfactual implication for the missing change in the volatility of the real variables.
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consistent with the umbrella of Mussa facts. The model features financial shocks in interna-
tional asset markets, which our earlier work shows to be essential to explain the exchange
rate disconnect under a floating regime and resolve a variety of exchange rate puzzles, in-
cluding the Meese-Rogoff, PPP, Backus-Smith and UIP puzzles (Itskhoki and Mukhin 2021).
This, however, is not sufficient to explain the Mussa puzzle, which incorporates moments un-
der both floating and fixed exchange rate regimes, and requires a model with equilibrium UIP
deviations that are endogenous to monetary policy. Models with exogenous UIP shocks are
inconsistent with Mussa facts.

In the limits-to-arbitrage model, a change in the exchange rate regime, and the associated
change in the nominal exchange rate volatility, affects the quantity of risk faced by intermedi-
aries in the international financial market. Greater nominal exchange rate volatility discour-
ages intermediation, lowers the elasticity of currency supply and results in larger equilibrium
UIP deviations under the floating regime, consistent with the empirical evidence. Vice versa,
a lower nominal exchange rate volatility under the peg encourages intermediation, shielding
the real exchange rate from financial shocks. As a result, a change in the monetary regime has
real consequences via the financial market, even when prices are fully flexible, thus affecting
the volatility of both nominal and real exchange rates simultaneously.

In this model, the government’s commitment to a peg, when credible, leads to an endoge-
nous decline in equilibrium financial volatility, which goes a long way towards stabilizing
the exchange rate even without large monetary interventions along the equilibrium path.
Therefore, sustaining a peg requires only a modest change to the monetary policy rule (on
equilibrium), confronting the monetary authority with a mild tradeoff between exchange rate
and inflation stabilization — a relaxed trilemma constraint on policy. Equilibrium macroeco-
nomic outcomes are primarily shaped by fundamental macroeconomic forces (e.g., productiv-
ity shocks) and in turn are to a large extent insensitive to the volatility in the international
financial market under either exchange rate regime. This explains the missing shift in macroe-
conomic volatility with the breakdown of Bretton Woods.4

This is not to say that the exchange rate policy is irrelevant for macroeconomic outcomes.
We show that international relative prices becomemore volatile under a floating regime, which

4Noticeable changes can be detected, however, in macroeconomic and financial comovement including sign
reversals of the Fama regression coefficient and the Backus-Smith correlation, and a muted Balassa-Samuleson
effect under the floating regime. All of these empirical facts are in line with the predictions of the segmented
market model. Furthermore, we bring in additional evidence from the recent 2011-2015 Swiss peg episode that
favors the endogenous intermediation mechanism over the alternative explanations such as changing official FX
interventions or currency demand shocks across exchange rate regimes.
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then translates into trade balance dynamics, both in the model and in the data. While the
direct pass-through of exchange rate volatility into aggregate price levels, consumption and
output is dampened by the fact that economies were sufficiently closed to international trade
at the end of the Bretton Woods, the choice of the optimal exchange rate policy is much more
consequential for small and more open economies today (see Itskhoki and Mukhin 2023).5

The rest of the paper is organized as follows. After a brief literature review, Section 2
documents a set of empirical patterns of macroeconomic dynamics around the breakup of the
BrettonWoods systemwhich form the set of Mussa facts that allow us to discriminate between
different classes of models of monetary non-neutrality. Section 3 sets up a general modeling
framework used in our theoretical and quantitative analysis. Section 4 defines a class of con-
ventional international business cycle models and a simple sufficient statistic zt which allows
us to falsify all such models at once using data from the end of BrettonWoods. Section 5 intro-
duces an alternative model of monetary non-neutrality with segmented financial market and
limits to arbitrage, and shows that this model can simultaneously match a full set of Mussa
facts including the overidentifying moments on macroeconomic comovement. Section 6 con-
tains our quantitative analysis showing the robustness of the theoretical results of the earlier
sections in a context of a calibrated quantitative model. Finally, Section 7 concludes with a
discussion of alternative modeling approaches and normative implications.

Contribution to the literature This paper aims to contribute to three strands of literature.
First, we combine empirical evidence about the change in the dynamics of prices, quanti-
ties, and asset prices associated with the end of the Bretton Woods period and more broadly,
with the switch between a peg and a float, which together provide a set of moments that can
sharply discriminate between alternative models. The empirical part of the paper builds on
studies about the behavior of exchange rates by Mussa (1986), Stockman (1983, 1988), Berka,
Devereux, and Engel (2012, 2018) and Bergin, Glick, andWu (2014), the evidence aboutmacroe-
conomic variables from Baxter and Stockman (1989), Flood and Rose (1995), Broda (2004) and
Devereux and Hnatkovska (2020), and additional facts about interest rates and financial vari-
ables from Frenkel and Levich (1975), Colacito and Croce (2013) and Kalemli-Özcan (2019).
We complement the evidence on currency risk premium from Lustig and Verdelhan (2019),
Brandt, Cochrane, and Santa-Clara (2006), Backus, Foresi, and Telmer (2001) by studying its
properties across the two monetary regimes.

5In our quantitative analysis, we calibrate the model to the average openness of the U.S. in 1960-90 and show
the robustness of our results for the U.K. over the same period.
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Second, we derive a simple sufficient statistic that allows us to falsify a large class of con-
ventional models that are often used to study the effects of floating and pegged exchange rates.
This negative result echoes previous findings that sticky-price models, although successful at
explaining a higher real exchange rate volatility under the float, yield counterfactual predic-
tions about the behavior of other macroeconomic variables. The important advantage of our
approach relative to the previous literature that relies on calibrated models (see Dedola and
Leduc 2001, Chari, Kehoe, and McGrattan 2002, Duarte 2003, Monacelli 2004, Corsetti, Dedola,
and Leduc 2008) or wedge accounting (see Kollmann 2005, which is an important precursor to
our work) is that the sufficient statistic is essentially independent of the structural parameters
and can be directly measured in the data. This allows us to test a large class of models under
weaker assumptions.6

Finally, we provide an alternative model of monetary non-neutrality that relies on financial
rather than nominal frictions and is consistent with the full set of Mussa facts. Similarly to De
Long, Shleifer, Summers, and Waldmann (1990), Devereux and Engel (2002) and in particular
Gabaix andMaggiori (2015), our setup features segmented financial markets with noise traders
and limits to arbitrage, but in contrast to these models, generates asset prices and risk premia
that are endogenous to monetary policy, which we show is necessary to account for the Mussa
puzzle. This source of monetary non-neutrality is closely related to that of Jeanne and Rose
(2002), but theirs is a partial equilibrium model and cannot be directly applied to explain the
equilibrium properties of macroeconomic variables.7 Instead, we adopt the framework from
Itskhoki and Mukhin (2021), but in contrast to that paper, focus on the endogeneity of UIP de-
viations to the monetary policy regime. The transmission of monetary shocks via risk premia
also relates our paper to the model of endogenously segmented markets in Alvarez, Atkeson,
and Kehoe (2009), although our focus is on the effects of the exchange rate policy rather than
of monetary (inflation) shocks.

2 Empirical Facts
We focus our empirical analysis on the end of the Bretton Woods system in 1973, comparing
the dynamics of macroeconomic aggregates before and after the break. The break-up of the
BrettonWoods system is indeed a unique natural experiment with a number of essential char-
acteristics typically absent in other episodes of switching between a peg and a float. First, it

6See also Ayres, Hevia, and Nicolini (2022) and Ohanian, Restrepo-Echavarria, Van Patten, andWright (2020).
7See also related literature on target zones (Krugman 1991, Krugman and Miller 1993), endogenous financial

integration (Fornaro 2022), and partial equilibrium habitat models (Gourinchas, Ray, and Vayanos 2022).
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constituted a large discontinuous break in the monetary regime from a near-perfect system
of fixed exchange rates to a pure float between the U.S. dollar and other major currencies, in
contrast to a more common alternation of exchange rate arrangements between partial and
dirty pegs (see Ilzetzki, Reinhart, and Rogoff 2019). Second, the Bretton Woods system was
more credible and persistent than most alternative pegs, again making the experiment of a
switch cleaner. Lastly, the breakup of the Bretton Woods system featured two large regions
and multiple countries, as opposed to isolated small open economies typically entering and
exiting pegs as part of a broader domestic policy shift. We provide a further discussion of
identification assumptions in the end of this section.

Data We briefly describe the construction of our dataset and provide further details in Ap-
pendix A.2. All monthly data (for nominal exchange rates, consumer prices, interest rates and
stock prices) come from the IFM’s IFS database (IFS 2024), while all quarterly data (for GDP,
consumption, imports and exports) are from the OECD database (OECD 2024).8 Net exports
nxt are defined as the ratio of exports minus imports to the sum of exports and imports in
order to counter a mechanical increase in the volatility of the ratio of net exports to GDP due
to increased openness of economies in later periods. All data are annualized to make standard
deviations comparable across series. The rest of the world (RoW) for the U.S. is constructed as
an average of log changes in series across France, Germany, Italy, Japan, Spain and the U.K.,
using the countries’ average GDP over the sample period as weights.

Our sample starts from 1960 and does not include the “preconvertible phase” of the Bretton
Woods which featured limited capital mobility and a high volatility of exchange rates (see e.g.
Bordo 1993). There is some ambiguity over the exact end of the Bretton Woods System. While
all countries officially allowed their exchange rates to float after January 1973, most of them
were already adjusting their exchange rates since the “Nixon shock” inAugust 1971, which lim-
ited direct convertibility of the dollar to gold.9 Therefore, we label the period 1960:01-1971:07
as the peg and the period 1973:01-1989:12 as the float, as used in the tables and figures below,
excluding the intermediate period 1971:08–1972:12.10 The regression discontinuity graphs are
done for three alternative break points: 1973:01 in the main figures, and 1971:08 and 1980:01
as robustness in the Appendix Figure A1.

8All quantity variables (GDP, consumption, trade) are real and seasonally-adjusted, while prices are not. Ad-
ditionally, we use data from FRED (2024), SECO (2024), GFD (2024), CEIC (2024), as detailed in the data appendix.

9There were also isolated devaluations in the U.K. and Spain in November 1967, a devaluation in France and
an appreciation in Germany in August and October 1969, respectively.

10In Canada, the two exchange rate regimes occurred over different periods with free floating before 1962:06
and after 1970:05, and a peg in between. This is why we exclude Canada from the construction of ROW in figures.
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Macroeconomic volatility Figure 3 displays our main empirical results: standard devia-
tions of the variables using a rolling window that starts at 1973:01 and goes either forward
or backward. In line with the seminal Mussa (1986) evidence, the end of the Bretton Woods
system is associated with a dramatic change in the volatility of both nominal and real ex-
change rates, from around 2% to 10-12%. What makes this fact much more puzzling, however,
is the absence of any comparable change in the volatility of other macroeconomic variables —
either nominal like inflation or real like consumption and GDP. We emphasize the relative
magnitudes of volatility across different variables and regimes by keeping the same scale for
standard deviations of all variables in Figures 3a-3d. While under the peg the volatility of the
real exchange rate is of the same order of magnitude as for other macro variables, there is
a clear disconnect between the real exchange rate and macroeconomic fundamentals under
the float. Furthermore, even after zooming in on the volatility of inflation and consumption
in Figures 3e-3f, we find little evidence of a discontinuity in the behavior of macroeconomic
variables around 1973.11

Unpacking further the rest of the world into separate countries, Figure 4 and Appendix
Table A1 show the volatility ratios under the two regimes for each variable and country, on a
common scale for comparability andwith Newey-West (HAC) robust 90% confidence intervals.
We find that the increase in volatility of the nominal and real exchange rates was very large
(on average by 8 and 6 times, respectively) and highly significant, while changes in volatility of
other variables were small (typically within ±10%) and generally insignificant — a stark dif-
ference. A notable exception is the volatility of relative interest rates, which roughly doubled
after the end of Bretton Woods, consistent with the decoupling of monetary policy from that
of the U.S., but this change is still considerably smaller than that for the exchange rates.

Rather than emphasizing the lack of any change in macro variables, we emphasize the dif-
ference in the order of magnitudes relative to exchange rates, which constitute the main focus
of our analysis. Furthermore, most correlations of macroeconomic variables across countries
are typically not very strong or stable over time, and suggest only a weak pattern of change
across the two exchange rate regimes (see Appendix Table A2). We use a few notable excep-
tions, including the Backus-Smith correlation and the Fama regression coefficient (character-
izing the extent of UIP deviations), together with additional evidence on the behavior of trade
balance and financial variables as overidentification tests of our model in Sections 5 and 6.

11There is a slight increase in the volatility of inflation in the brief period after the break-up of Bretton Woods
(due to the two large oil price shocks), which quickly comes back down so that the average inflation volatility
before and after 1973 is about the same. There is also a slight increase in the volatility of consumption briefly
after 1973 due to the 1974 recession in Japan. Note that the same qualitative patterns hold both for relative
macroeconomic variables between the U.S. and the rest of the world and for individual country-level variables.
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(a) Exchange rates,∆et and ∆qt (b) Relative inflation, πt − π∗t

(c) Relative consumption,∆ct −∆c∗t (d) Relative GDP,∆gdpt −∆gdp∗t

(e) Inflation, πt (f) Consumption,∆ct

Figure 3: Macroeconomic volatility over time
Note: annualized standard deviations (in log points) for the RoW relative to the U.S. in panels a-d and for country-
level variables in the RoW in panels e-f, estimated as triangular moving averages with a window over 18 months
(panels a, b, e) or 10 quarters (panels c, d, f) before and after, treating 1973:01 as the end point for the two regimes;
the dashed lines correspond to the average standard deviations under the two regimes. See Appendix Figure A2
for GDP and net exports.
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(a) Real exchange rate,∆qt (b) Rel. inflation, πt − π∗t (c) Rel. consumption,∆ct −∆c∗t

Figure 4: Volatility ratio float/peg across countries
Note: the ratios of standard deviations under the float and the peg across individual countries with 90% confi-
dence intervals estimated using Newey-West (HAC) standard errors. See Appendix Figures A2 and A3 for GDP,
NX and financial variables. See Appendix Table A1 for detailed tabulations and additional variables.

Identification In line with the previous literature, we interpret the described changes in
macroeconomic moments in a causal way driven by changes in the monetary regime. The
following remarks address various threats to our identification approach.

Remark 1 Does endogeneity of the end of the Bretton Woods system invalidate identification?

As is standard in regression discontinuity design (RDD; see e.g. Lee and Lemieux 2010), iden-
tification does not rely on exogeneity of the switch in the monetary policy; instead, it only
requires that potential confounders evolve continuously around the end of the Bretton Woods
system. This implies that a common narrative that the break-up of Bretton Woods was due to
a gradual accumulation of monetary and fiscal imbalances (see e.g. Eichengreen 2007) is not
a threat to our identification.12 Our theoretical results in Section 4 further relax the identi-
fying assumptions by allowing for a discontinuous change in the dispersion of productivity,
monetary and fiscal shocks across the two regimes.

Remark 2 Was the discontinuity driven by a shift away from active FX interventions?

Another possibility is that pegs pre-1973 were implemented via active foreign exchange (FX)
interventions rather than a monetary peg. However, the data reveal no discontinuity — either
in levels or in volatility — of foreign reserves around 1973, as we show in Appendix Figure A6

12A similar argument, which involves a typically continuous build up of macroeconomic trends, rules out
many other changes in the equilibrium environment that occurred in the 1970s and 1980s. One such change is
the increase in the volatility of commodity prices (see e.g. Ayres, Hevia, and Nicolini 2022). In order for such
explanations to resolve the Mussa facts, it is essential not just that the macro trends have a discontinuity, but that
it perfectly coincides with the abrupt shift in the monetary regime and the change in the volatility of the real
exchange rate. Furthermore, structural VAR estimates from Bayoumi and Eichengreen (1992) and the subsequent
literature indicate little difference in the incidence of fundamental macroeconomic shocks before and after the
break up of the Bretton Woods system.
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(see also Section 5.3.2 and Flood and Rose 1995). In contrast, the volatility of relative interest
rates, it−i∗t , doubled after the switch to floating (see Appendix Table A1 and Figure A3), which
motivates our focus on the change in the monetary policy rule.

Remark 3 Is a change in capital mobility and capital controls a threat to identification?

While there were indeed significant changes in the intensity of capital controls and interna-
tional mobility of capital in 1970s (see Colacito and Croce 2013), a closer look shows that the
timing of these changes varies across countries and does not coincide with the switch to the
floating regime: restrictions on capital flows were maintained from 1961 to 1979 in the U.K.,
from 1970 to 1974 in Germany, and from 1966 to 1974 in the U.S. (Marston 2007). The evidence
in Gourinchas and Rey (2014) suggests an inflection point in 1980, after which there began a
fast build up of gross international asset positions. In Appendix Figure A1, we consider an
alternative break point in 1980 and show that there was almost no change in the behavior of
the nominal or real exchange rates, nor in other macroeconomic variables. This is consistent
with our view that it was the change in monetary policy rather than in capital controls that
resulted in the Mussa discontinuity in 1973.

3 Theoretical Framework

We describe here the general theoretical framework which we use in Sections 4–6, where
we consider its various special cases. We build on a standard New Keynesian open-economy
model (NKOE) featuring capital, intermediate inputs, pricing tomarket, productivity andmon-
etary shocks, wage and price stickiness — with border prices sticky in producer, destination
or dominant currency. The model features home bias in consumption with exogenous taste
shocks for foreign goods and shocks to international risk sharing. We allow for various degrees
of financial market (in)completeness including segmented financial markets.

There are two mostly symmetric countries — home (Europe) and foreign (US, denoted ∗).
Each country has its nominal unit of account in which the local prices are quoted: for example,
the homewage rate isWt euros and the foreignwage rate isW ∗

t dollars. The nominal exchange
rate Et is the price of dollars in terms of euros, hence an increase in Et signifies a nominal
devaluation of the home currency (euro). The monetary policy is conducted according to a
conventional Taylor rule targeting inflation and the nominal exchange rate, depending on the
monetary regime. In particular, the foreign country (US) always targets inflation, while the
home country (Europe) switches from an exchange rate peg to inflation targeting (‘float’).
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3.1 Model setup

Households A representative home household maximizes the discounted expected utility
over consumption and labor:

E0

∑∞

t=0
βt
( 1

1− σ
C1−σ
t − 1

1 + φ
L1+φ
t

)
, (3)

where σ is the relative risk aversion parameter and φ is the inverse Frisch elasticity of labor
supply. The flow budget constraint is given by:

PtCt +
∑

j∈Jt
Θj
tB

j
t+1 ≤ WtLt + e−ζt

∑
j∈Jt−1

Dj
tB

j
t +Πt + Tt, (4)

wherePt is the consumer price index,Wt is the nominal wage rate,Πt are profits of home firms,
Tt are lump-sum transfers from the government. Bj

t+1 is the quantity of asset j ∈ Jt purchased
at time t at price Θj

t with a state-contingent pay-out Dj
t+1 at t+ 1, taxed at a state-contingent

rate ζt+1 which we interpret in the spirit of Chari, Kehoe, and McGrattan (2007) wedges.
The foreign households are symmetric, having access to a set J∗

t of state-contingent assets
with dividends taxed at a country-specific tax rate ζ∗t+1. The assets j ∈ Jt ∩ J∗

t can be pur-
chased by households of both countries at a common price Θj

t in units of home currency, or
equivalentlyΘj

t/Et in units of foreign currency.13 When there are no such assets, i.e. Jt∩J∗
t is

empty, the households cannot trade assets directly across countries and the financial market
is segmented.

Expenditure and demand Domestic households allocate their within-period consumption
expenditure between home and foreign varieties of the goods, PtCt =

∫ 1

0

[
PHt(i)CHt(i) +

PFt(i)CFt(i)
]
di, to maximize the CES consumption aggregator:

Ct =

[∫ 1

0

(
(1− γ)

1
θ e−

γ
θ
ξtCHt(i)

θ−1
θ + γ

1
θ e

1−γ
θ
ξtCFt(i)

θ−1
θ

)
di

] θ
θ−1

, (5)

where γ ∈ [0, 1/2) captures the level of the home bias, which can be due to a combination of
home bias in preferences, trade costs and non-tradable goods (see Obstfeld and Rogoff 2001),
and ξt denotes the relative demand shock for the foreign good as a source of volatility in net

13For example, when a foreign-currency risk-free bondBf∗t+1 is available to both home and foreign households,
its foreign-currency price is Θf∗t = 1/R∗

t , where R∗
t is the foreign gross nominal interest rate, and its pay-out is

Df∗
t+1 ≡ 1 state-by-state in foreign currency. Correspondingly, the home households can buy it at price Et/R∗

t

and receive a pay-out of Et+1 in home currency, resulting in a nominal rate of return equal to Et+1R
∗
t /Et.
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exports (see Pavlova and Rigobon 2007, Boer, Lee, and Sun 2024). In the quantitative model
of Section 6, we extend the analysis from CES to Kimball (1995) demand system to allow for
variable markups and pricing to market. The solution to the optimal expenditure allocation
results in the conventional constant-elasticity demand schedules:

CHt(i) = (1− γ)e−γξt
(
PHt(i)

Pt

)−θ

Ct and CFt(j) = γe(1−γ)ξt
(
PFt(j)

Pt

)−θ

Ct, (6)

where Pt is the price index implied by the consumption aggregator in (5).
The expenditure allocation of foreign households is symmetrically given by:

C∗
Ht(i) = γe(1−γ)ξ

∗
t

(
P ∗
Ht(i)

P ∗
t

)−θ

C∗
t and C∗

Ft(j) = (1− γ)e−γξ
∗
t

(
P ∗
Ft(j)

P ∗
t

)−θ

C∗
t , (7)

where ξ∗t is the foreign demand shock for home goods, P ∗
Ht(i) and P ∗

Ft(j) are the foreign-
currency prices of the home and foreign goods in the foreign market, and P ∗

t is the foreign
price level. The real exchange rate is the relative consumer price level in the two countries:

Qt ≡
P ∗
t Et
Pt

, (8)

with an increase in Qt corresponding to a real depreciation, that is a decrease in the relative
price of the home consumption basket.

Production and profits Home output is produced by a given pool of identical firms (hence
we omit indicator i) according to a Cobb-Douglas technology in labor Lt, capital Kt and in-
termediate inputs Xt:

Yt =
(
eatKϑ

t L
1−ϑ
t

)1−ϕ
Xϕ
t , (9)

where at is the aggregate productivity shock, and ϑ and ϕ determine the input expendi-
ture shares. Intermediates, as well as investment goods, are the same bundle of home and
foreign varieties as the final consumption bundle (5). For simplicity, our exposition below
focuses on the case of ϕ = ϑ = 0, where labor is the only input of production, so that the
marginal cost is given byMCt = e−atWt. Appendix A.3 describes the general case, which we
use in our quantitative analysis in Section 6.

Firm i profits (in home currency) from serving both home and foreignmarkets are given by:

Πt(i) = (PHt(i)−MCt)CHt(i) + (EtP ∗
Ht(i)−MCt)C

∗
Ht(i), (10)

where PHt(i) and P ∗
Ht(i) are the home and foreign market prices charged by the firm, by con-
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vention expressed in respective local currencies, and CHt(i) and C∗
Ht(i) denote the domestic

and foreign absorption of the home good i, as characterized by (6) and (7). Goods market
clearing requires that firms produce Yt(i) = CHt(i) + C∗

Ht(i). Aggregate profits of domestic
firms, Πt =

∫ 1

0
Πt(i)di, are distributed to domestic households. We assume no entry or exit of

firms, focusing on the medium-run dynamics.

Wage and price setting In the neoclassical (RBC) version of the model, wages and prices
are flexible. In particular, the equilibrium wage rate clears the labor market by equalizing
the labor demand of profit-maximizing firms with the household labor supply. The prices are
set by monopolistically competitive firms as a markup over the marginal cost MCt. In the
New Keynesian version of the model, wages and prices are adjusted infrequently à la Calvo
with a constant per-period non-adjustment hazard rate λw and λp, respectively. We adopt the
conventional sticky wages and prices formulation, as described in e.g. Galí (2008). We allow
border prices to be sticky in any currency, including producer (PCP), destination (local, LCP)
and dominant (dollar, DCP) currency pricing, and thus the law of one price may or may not
be satisfied across specifications. Under wage and price stickiness, the quantities are demand-
determined: specifically, labor supply must satisfy labor demand given the preset wage rates,
as well as the supply of goodsmust satisfy the demand given prices. We describe the respective
equilibrium conditions in Appendix A.3.

Financial sector The financial sector features financial intermediaries and noise traders
who participate in currency carry trades by taking zero-capital positions in home and foreign
currency bonds. For concreteness, we assume their earned profits and losses are returned
to foreign (US) households along with foreign firm profits, Π∗

t . Whenever home and foreign
households can trade some assets directly, i.e. Jt ∩ J∗

t is non-empty, the presence of financial
intermediaries and noise traders does not materially affect macroeconomic allocations and
leaves risk-sharing conditions between home and foreign households unchanged. All assets j
are in zero net supply, and therefore for j ∈ Jt ∩ J∗

t market clearing requires:

Bj
t+1 +Bj∗

t+1 +Dj
t+1 +N j

t+1 = 0, (11)

whereDj
t+1 andN

j
t+1 are the positions taken by intermediaries and noise traders respectively.

When the financial market is segmented and the home households cannot trade assets directly
with the foreign households (Jt ∩ J∗

t is empty), the presence of noise traders and financial in-
termediaries has an important effect on international risk sharing, as we describe in Section 5.
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Government The fiscal authority is passive, collecting exogenous taxes ζt on financial po-
sitions of domestic households and returning the collected revenues to the households as a
lump sum:

Tt =
∑

j∈Jt−1

(
1− e−ζt

)
Dj
tB

j
t . (12)

Monetary policy is implemented by means of a generalized Taylor rule:

it = ρmit−1 + (1− ρm)
[
ϕππt + ϕe(et − ē)

]
+ σmε

m
t , (13)

where it = logRt is the log nominal interest rate, πt = ∆ logPt is the inflation rate, εmt ∼ iid(0, 1)

is the monetary policy shock with volatility parameter σm ≥ 0, and the parameter ρm char-
acterizes the persistence of the monetary policy rule. Coefficients ϕπ > 1 and ϕe ≥ 0 are the
Taylor rule parameters which weigh the two nominal objectives of monetary policy — infla-
tion and exchange rate stabilization. We assume that the foreign country (the US) has only the
inflation objective, so that ϕ∗

e = 0. The home country changes ϕe depending on the monetary
policy regime, with a pure float corresponding to ϕe = 0 and a partial peg featuring ϕe > 0,
which approaches a perfect peg as ϕe increases. We study the differential behavior of macro
variables across monetary regimes of the home country, leaving unchanged the stochastic
processes for all exogenous shocks.

Remark 4 Should the U.S. monetary policy be rather modeled as a gold standard before 1973?

The gold standard can be easily captured with an exogenous stochastic process for the U.S. in-
flation rate π∗

t , which reflects fluctuations in the market price of gold, while the other coun-
tries peg to the dollar. The results in Propositions 1, 2 and 3 below hold independently of this
change in assumptions, and thus our conclusions are robust to whether the U.S. follows a gold
standard or inflation targeting. Similarly, we can also allow for a higher inflation of 1970s by
introducing larger monetary shocks σm and less tight inflation targeting ϕπ in this period.

3.2 International equilibrium conditions

We emphasize two equilibrium relationships — the home country budget constraint and the
international risk-sharing condition. These conditions link together the real exchange rate
and relative consumption across countries. Changes to other parts of the equilibrium system,
including to monetary policy, do not affect these equilibrium relationships.

The home country budget constraint derives from substituting firm profits (10) and gov-
ernment transfers (12) into the household budget constraint (4):
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Bt+1 −RtBt = NXt = EtP ∗
HtC

∗
Ht − PFtCFt, (14)

where P ∗
Ht and PFt are the export and import price indexes andC∗

Ht andCFt are the aggregate
export and import quantities such that e.g. PFtCFt =

∫ 1

0
PFt(i)CFt(i)di. The left hand-side

of (14) is the evolution of home net foreign assets Bt+1 ≡
∑

j∈Jt Θ
j
tB

j
t+1 with the cumulative

pre-tax realized return defined byRtBt ≡
∑

j∈Jt−1
Dj
tB

j
t .

Using the expressions for import demand (6) and (7), we rewrite the expression for net
exports as a share of GDP:

NXt

GDP
= Λt ·

[
e−(1−γ)ξ̃tQθ

tSθ−1
t

C∗
t

Ct
− 1

]
, (15)

whereΛt ≡ PFtCFt/GDP is the import-to-GDP ratio, St ≡ PFt/(EtP ∗
Ht) is the terms of trade,

and ξ̃t ≡ ξt− ξ∗t is the relative taste shock for the foreign good (home imports). Equation (15)
shows the link between net exports, relative consumption levelsCt/C∗

t shaping relative import
demand, and international relative pricesQt and St governing expenditure switching between
home and foreign goods. In particular, under financial autarky, the country budget constraint
requires NXt ≡ 0, and therefore Ct/C∗

t is directly related toQθ
tSθ−1

t , conditional on the taste
(home bias) shock ξ̃t. Appendix A.3 provides derivations.

International risk-sharing conditions are given by:

Et

{[(
Ct+1

Ct

)−σ

−
(
C∗
t+1

C∗
t

)−σ Qt

Qt+1

eζ̃t+1

]
e−ζt+1Rj

t+1

}
= 0 for all j ∈ Jt ∩ J∗

t , (16)

where ζ̃t+1 ≡ ζt+1−ζ∗t+1 is the relative financial tax (wedge) across countries, andR
j
t+1 ≡

Dj
t+1/Θ

j
t

Pt+1/Pt

is the pre-tax real return on asset j at home. Condition (16) derives from combining the home
and foreign household Euler equations, reflecting that households trade mutually available
assets j ∈ Jt ∩ J∗

t until the home and foreign discount factors are aligned.
Under complete international asset markets, the set of tradable assets Jt∩J∗

t allows agents
to replicate a full set of Arrow securities for each state of the world, and (16) becomes simply:(

Ct+1/Ct
C∗
t+1/C

∗
t

)σ
=

Qt+1

Qt

· e−ζ̃t+1 . (17)

This is effectively a static relationship between the relative consumption growth and real de-
preciation, which generalizes the Backus and Smith (1993) condition by introducing state-
dependent risk-sharing wedges ζ̃t+1. More generally, conditions (14) and (16) together charac-
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terize the joint equilibrium dynamics of relative consumption and the real exchange rate under
a variety of asset market structures that range from financial autarky to complete international
asset markets, depending on the richness of the Jt ∩ J∗

t set.

4 Conventional Models

We now consider a class of conventional international DSGE models, including both standard
international real business cycle (IRBC) and New Keynesian open economy (NKOE) models.
We show that a particular equilibrium relationship between relative consumption and the real
exchange rate holds in such models independently of monetary policy and the exchange rate
regime. Furthermore, this relationship is robust to alternative structures of the supply side
of the economy, the presence and nature of price and wage stickiness, the completeness of
international asset markets, and the degree of openness of the economies. In contrast, the
data around the end of Bretton Woods suggest a sharp discontinuous change in the statistical
properties of this equilibrium relationship, and thus falsify the class of conventional models.
Our goal, however, is not to reject specific models, but to use our findings to establish the
nature of monetary non-neutrality and the channel of transmission that are consistent with
the Bretton Woods experiment.

Dynamic system We now combine the two equilibrium conditions derived in Section 3.2
to establish an equilibrium relationship between consumption and the real exchange rate. We
rewrite (16) and (14) in log-deviation terms from a symmetric non-stochastic equilibrium:

Et
{
σ(∆ct+1 −∆c∗t+1)−∆qt+1} = ψ̂t, (18)

βbt+1 − bt = γ
[
θ̂qt − (ct − c∗t )− (1− γ)ξ̂t

]
, (19)

where small letters generally denote log deviations of respective variables and bt ≡ R̄Bt/(P̄ Ȳ ).14

We view conditions (18)–(19) as exact equations with ψ̂t and ξ̂t defining the residual terms,
which include both exogenous shocks or wedges (Etζ̃t+1 and ξ̃t), as well as higher order terms
such as risk premium in (16). Since we do not impose any statistical properties on the co-
evolution of {ψ̂t, ξ̂t}t, this interpretation is without loss of generality.

14Parameter θ̂ is the log projection coefficient of Qθ
tSθ−1

t in NXt in (15) on qt ≡ logQt. Note that θ̂ = 1

when θ = 1, as in this case we simply have log(Qθ
tSθ−1

t ) = qt. More generally, θ̂ = θ + θ−1
1−2γ in models where

the law of one price is satisfied (e.g., under PCP). Models with variable markups and law of one price violations
exhibit the same qualitative property, with θ̂ additionally depending on the pass-through elasticity.
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Definition 1 We call conventional the models in which changes in monetary policy or ex-

change rate regime do not change the stochastic path of the residual terms {ψ̂t, ξ̂t}t in (18)–(19).

This definition is useful because it nests a large class of popular international business cycle
models. In particular, most linearized DSGE models, whether IRBC or NKOE, feature no risk
premium and fall into this category (e.g. Backus, Kehoe, and Kydland 1994, Galí and Monacelli
2005). Even when solved non-linearly, most standard international macro models have quan-
titatively negligible size and volatility of risk premia and are accurately approximated by this
definition. The class of conventional models extends further and nests many open-economy
models with time-varying risk premia — due to habits (Verdelhan 2010), long-run risk (Colac-
ito and Croce 2011), rare disasters (Farhi and Gabaix 2016), or convenience yield (Engel and
Wu 2023) — as in these models, ψ̂t does not depend on monetary policy.

The system (18)–(19) characterizes equilibrium dynamics of {bt+1, qt, ct−c∗t} conditional
on initial NFA position b0 and an exogenous path of wedges {ψ̂t, ξ̂t}. This system is, in general,
incomplete as it does not include any of the domestic equilibrium conditions. Nonetheless,
under certain circumstances, it is already sufficient to characterize the equilibrium dynamics
of a particular linear combination of relative consumption ct−c∗t and the real exchange rate qt.
Intuitively, while these international conditions are insufficient to determine consumption
levels, ct and c∗t , they characterize the equilibrium relationship between international relative
prices qt and relative quantities ct − c∗t . We prove in Appendix A.4:

Proposition 1 In conventionalmodels, under the Cole-Obstfeld parameter restrictionσ = θ = 1,

the statistical properties of zt ≡ σ(ct − c∗t ) − qt do not change with a change in the monetary

policy rule and exchange rate regime, in particular, the volatility of ∆zt remains unchanged.

The significance of this result is that it emphasizes an existence of a simple sufficient statistic,
zt = σ(ct − c∗t ) − qt, that is readily measurable in the data. The proposition predicts that its
statistical properties, and in particular the simple unconditional variance of∆zt, are indepen-
dent of the monetary regime, and should not change with a shift between a peg and a float.
As we show in Figure 5, this implication is strongly rejected by the data — which suggest a
dramatic increase in the volatility of zt after the end of Bretton Woods.

Importantly, this insight does not depend on most modeling details — including the pres-
ence and the nature of nominal rigidities, openness of the economy, monetary policy, and
the set and dynamic properties of shocks — and allows us to test a large class of models un-
der weaker assumptions relative to the previous literature that relies on calibrated models
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(a) Aggregate (b) Individual economies

Figure 5: Ratio of std(∆zt) after/during the Bretton Woods System
Note: std(∆zt), where zt ≡ σ(ct − c∗t ) − qt, is computed for 1960–72 and 1973–89 for the RoW vs the U.S. for
different values of σwith a 90% confidence interval. The dashed line at 1 illustrates the prediction of Proposition 1.
The red asterisk (and the simulated 90% conf. interval around it) correspond to the calibrated conventional model
from Section 6, which relaxes the Cole-Obstfeld parameter restriction (specifically, σ = 2, θ = 1.5; see Table 1).
The blue asterisk and conf. interval correspond to the calibrated segmented markets model (IRBC+ in Table 1).

or wedge accounting (see Kollmann 2005).15 Note that the stable statistical properties of the
cointegration relationship zt do not imply the same for the behavior of ct, c∗t and qt separately,
which could see considerable changes in their equilibrium properties with a shift in mone-
tary policy (see Appendix Figure A8). This emphasizes the role of our sufficient statistic zt, as
individual data series are generally insufficient to evaluate the class of conventional models.

What is the logic behind Proposition 1? It is easiest to see it starting from the limiting
case of complete markets. In this case, international risk sharing leads to (17) resulting in
∆zt+1 = −ζ̃t+1, which reduces to the Backus-Smith condition zt = σ(ct − c∗t ) − qt = 0 in
the absence of risk-sharing wedges. We show that this logic extends to a much larger class of
models that allow for incomplete markets and risk-sharing shocks. These models, instead of
forcing a perfect correlation between relative consumption and the real exchange rate, feature
a particular linear combination of the two, zt, that does not depend on the monetary regime
and a variety of other properties and parameters of the model.16

15In particular, even discontinuous shifts in properties of productivity shocks and othermacroeconomic shocks
(apart from ψ̂t and ξ̂t) do not result in a change in the statistical properties of zt.

16Formally, by iterating the risk-sharing condition (18), we have zt =
∑∞
j=0 Etψ̂t+j + z∞t , and {ψ̂t+j} de-

termines zt up to its long-run expectation z∞t ≡ limj→∞ Etzt+j . Under the Cole-Obstfeld restriction, the
country budget constraint (19) pins down z∞t irrespectively of the other equilibrium conditions, as in this
case nxt = −γ[zt − (1 − γ)ξ̂t], and the intertemporal budget constraint offers an integral condition on the
path of {zt+j} given b0 and {ξ̂t+j}. Thus, the path of {ψ̂t+j , ξ̂t+j} fully characterizes the path of {zt+j}. More
generally, one needs to also use a dynamic supply-side equilibrium condition to pin down the long-run expec-
tation z∞t . The role of this latter condition is vanishingly small as β → 1, or as prices and wages become fully
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How important is the Cole and Obstfeld (1991) parameter restriction? First, note that the
equilibrium in the Cole-Obstfeld case is not equivalent to the complete market allocation in
the presence of taste shocks ξ̂t and/or risk-sharing wedges ψ̂t (see e.g. Pavlova and Rigobon
2007). Second, while the Cole-Obstfeld restriction is necessary for the exact result in Proposi-
tion 1, quantitatively the prediction that∆zt+1 does not change its statistical properties holds
approximately in calibrated conventional models outside the Cole-Obstfeld case, as we illus-
trate in Figure 5 and show in Section 6. Furthermore, the result of Proposition 1 still holds
exactly in important limiting cases away from the Cole-Obstfeld parameter restriction. This
is trivially true in the case of complete markets and under financial autarky, and also holds
in the limits of flexible or fully sticky prices (wages). In light of its quantitative robustness
beyond the Cole-Obstfeld case, Proposition 1 suggests that the resolution of the Mussa puzzle
requires an unconventional approach to modeling the international financial market.

5 An Alternative Model of Non-neutrality

We now present our explanation to the broad set of Mussa facts documented in Section 2. The
negative result of Proposition 1 has a constructive nature, as it emphasizes the need to depart
from conventional business cycle models, and in particular introduce an endogenous change
in the properties of the financial wedge ψ̂t and/or the trade wedge ξ̂t with the exchange rate
regime. Although the proposition does not discriminate between the two wedges, we pursue
a model of an endogenous risk premium shock. First, given that financial shocks have been
shown to account for most of the exchange rate volatility under a floating regime (Itskhoki
and Mukhin 2021), explaining the Mussa puzzle requires that the volatility of ψ̂t goes down
under the peg. Second, our focus on the risk premium shock is also in line with the fact that
the UIP puzzle is more pronounced under the floating regime (see Section 5.3), while small
differences in the volatility of net exports across the exchange rate regimes leave less room for
alternative theories based on the ξ̂t shocks.

Towards this goal, we develop a model where monetary non-neutrality emerges due to
financial market segmentation, rather than as a result of goods-market nominal rigidities.
The data favor the segmented markets approach as the covariance of the exchange rate with
aggregate macro variables is generally negligible and did not feature any noticeable change
after the end of BrettonWoods (see Appendix Figure A7), suggesting that representative-agent
models of risk premia are unlikely to be successful at this task (see discussion in Section 7).

flexible or permanently sticky, and in these limits z∞t is again independent of this additional dynamic equation.
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We maintain the general modeling environment of Section 3, but to emphasize our point
assume away nominal rigidities altogether. The only new feature is the modeling of the in-
ternational financial market, as we describe next. We then present our main result on how
the model explains the array of Mussa facts, followed by the discussion of additional evidence
that supports the model’s mechanism.

5.1 Segmented financial market

Our model of the financial sector builds on Itskhoki and Mukhin (2021) and additionally em-
phasizes the endogenous behavioral responses to changes in monetary policy regimes. The fi-
nancial sector features three types of agents: households, noise traders and professional inter-
mediaries.17 Specifically, we assume that the home and foreign households can only trade their
respective local currency bonds, and thus cannot directly trade assets with each other, result-
ing in a segmented financial market. Formally, this corresponds to the case where Jt ∩ J∗

t = ∅
in the general notation of Section 3, with the home households holdingBt+1 units of the home
currency bond and the foreign households holding B∗

t+1 units of the foreign currency bond at
time t. Both Bt+1 and B∗

t+1 can take positive or negative values, depending on whether the
households save or borrow. The bonds pay out Dt+1 = 1 euro and D∗

t+1 = 1 dollar at period
t + 1, and hence their period t prices are Θt = 1/Rt euros and Θ∗

t = 1/R∗
t dollars, where

Rt and R∗
t are the respective nominal interest rates. We assume away exogenous risk-sharing

wedges in (4), ζt+1 ≡ 0, as they emerge endogenously in a segmented market equilibrium.
Both currency bonds are in zero net supply and therefore asset market clearing requires:

Bt+1 +Dt+1 +Nt+1 = 0 and B∗
t+1 +D∗

t+1 +N∗
t+1 = 0, (20)

instead of (11). In addition to the household fundamental demand for currency (bonds), the fi-
nancial market clearing conditions (20) features a liquidity currency demand from noise traders:

N∗
t+1

P ∗
t

= ψt,
Nt+1

Rt

= −
EtN∗

t+1

R∗
t

, where ψt = ρψψt−1 + σψε
ψ
t . (21)

Specifically, a unit mass of symmetric noise traders follow a zero-capital strategy by taking
17We follow Jeanne and Rose (2002) in modeling the financial intermediaries, who take limited asset positions

due to exposure to exchange rate risk rather than due to financial constraints as in Gabaix and Maggiori (2015).
In contrast, we follow Gabaix and Maggiori (2015) in modeling the segmented participation of the households.
Lastly, the exogenous liquidity needs of noise traders are akin to the exogenous ‘portfolio flows’ in Gabaix and
Maggiori (2015) but can equally emerge from biased expectations about the exchange rate, Ent Et+1 ̸= EtEt+1, as
in Jeanne and Rose (2002).
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a long position N∗
t+1/R

∗
t dollars in the foreign bond and shorting equal value Nt+1/Rt euros

in the home bond, or vice versa if they have excess demand for the home currency. The real
size of the liquidity position,N∗

t+1/P
∗
t , fluctuates exogenously and independently from the ex-

pected currency return and other macroeconomic fundamentals. We refer to this noise-trader
currency demand shock ψt as the financial shock, with ρψ ∈ [0, 1] and σψ ≥ 0 parametrizing
its persistence and volatility respectively.

Market clearing (20) implies that, in equilibrium, financial intermediaries must absorb the
demand for home and foreign currency bonds of both households and noise traders. Specifi-
cally, we assume that there exists a unit mass of risk-averse arbitrageurs, or market makers,
who adopt a zero-capital carry trade strategy by taking a long position of D∗

t+1/R
∗
t dollars

in the foreign currency bond and a short position equal value, Dt+1/Rt euros, in the home
currency bond, or vice versa. The return on the carry trade is given by R̃∗

t+1 = R∗
t − Rt

Et
Et+1

per dollar invested in the foreign currency bond and Et euros sold of the home currency bond
at time t. Finally, we assume that intermediaries choose their positions by maximizing the
CARA utility of the real return in units of the foreign good:

D∗
t+1 = argmax

D∗
t+1

Et

{
− 1

ω
exp

(
−ω

R̃∗
t+1

P ∗
t+1

D∗
t+1

R∗
t

)}
, with

Dt+1

Rt

= −
EtD∗

t+1

R∗
t

, (22)

where ω ≥ 0 is the risk aversion parameter.18 If intermediaries were risk neutral, ω = 0, they
would take any position without requiring a risk premium, resulting in the uncovered interest
parity (UIP), ormore precisely a zero expected real return on the carry trade,Et{R̃∗

t+1/P
∗
t+1} = 0.

Risk-averse intermediaries, however, require an appropriate compensation for taking currency
risk, which results in equilibrium deviations from UIP and risk-sharing wedges.

Lemma 1 The segmented financial market equilibrium is characterized by the international

risk-sharing condition, log-linearized around a symmetric steady state with a finite nonzero ωσ2
e :

Et
{
σ(∆ct+1 −∆c∗t+1)−∆qt+1} = ψ̂t, where ψ̂t ≡ χ1(σ

2
e) · ψt − χ2(σ

2
e) · bt+1, (23)

with bt ≡ R̄Bt/(P̄ Ȳ ), χ1(σ
2
e) ≡ ωσ2

e and χ2(σ
2
e) ≡ βȲ ωσ2

e , where σ
2
e ≡ vart(∆et+1) denotes

the volatility of the log nominal exchange rate, et ≡ log Et.

Equilibrium condition (23) generalizes the conventional international risk-sharing con-
dition (18) by endogenizing the risk-sharing wedge ψ̂t, which responds to both exogenous

18CARA utility provides tractability as it results in a portfolio choice that does not depend on the arbitrageurs’
wealth, thus avoiding the need to carry it as an additional state variable. The tradeoff of working with CARA
utility, however, is that arbitrageurs need to be short-lived, maximizing a one-period return on their investment.
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currency demand (liquidity) shocks ψt and endogeneous net foreign asset imbalances bt+1.
Importantly, the extent of transmission from these variables into the risk-sharing wedge is
endogenous to the monetary policy regime, as captured by the coefficients χ1 and χ2 that
increase with equilibrium exchange rate volatility σ2

e .
We provide a formal proof of Lemma 1 in Appendix A.5, and discuss here the main logical

steps. First, the solution to the portfolio problem (22) results in the following policy function:

D∗
t+1

P ∗
t

= −it − i∗t − Et∆et+1

ωσ2
e

, (24)

where it − i∗t = log(Rt/R
∗
t ) and ∆et+1 = log(Et+1/Et). In words, arbitrageurs short dollar

bonds and invest equal value into home currency bonds when dollar is the lower interest
rate currency, as captured by the linearized UIP deviation it − i∗t − Et∆et+1 > 0, and vice
versa. The intensity with which they do so is inversely proportional to exchange rate volatility
(i.e., currency risk) and their risk aversion ω, as is standard in portfolio choice theory.19

Second, in equilibrium, to clear the financialmarket (20), the positions of intermediaries (24)
must offset the combined positions of households and noise traders,D∗

t+1 = −(B∗
t+1 +N∗

t+1).
This results in a modified UIP condition:

it − i∗t − Et∆et+1 = χ1(σ
2
e) · ψt − χ2(σ

2
e) · bt+1, (25)

with coefficients χ1 and χ2 as defined in Lemma 1. In our model with imperfect financial
intermediation, condition (25) characterizes equilibrium UIP deviations ψ̂t. As the currency
risk decreases, σ2

e → 0, UIP deviations disappear in the limit; the same is true as the risk
aversion declines, ω → 0. When ωσ2

e > 0, UIP deviations remain first order and hence affect
first-order equilibrium dynamics. Note that both ψt > 0 and bt+1 < 0 in (25) correspond
to excess demand for the foreign currency (dollar) bond — by noise traders and households
respectively — resulting in a negative expected return on the dollar.

Finally, combining (25) with household asset demand results in the international risk-
sharing condition (23) in Lemma 1, where the risk-sharing wedge ψ̂t is equal to the equi-
librium UIP deviation.20 As both noise traders and intermediaries hold zero-capital positions,

19We follow the approximation method developed in Campbell and Viceira (2002), and modify it to feature
first order risk premium ωσ2

e when shocks are small. Formally, we take the limit of a small volatility of shocks
and a large risk aversion ω. As a result, it is only the exchange rate risk, vart(∆et+1), associated with carry trade
returns that remains in (24), while the inflation risk, covt(∆et+1, π

∗
t+1), vanishes in this limit (see Appendix A.5).

20The log-linearized home household Euler equation is it = Et{σ∆ct+1 +∆pt+1}, and similarly for foreign;
therefore, the UIP deviation equals the risk-sharing wedge: it−i∗t−Et∆et+1 = Et

{
σ(∆ct+1−∆c∗t+1)−∆qt+1},

where ∆qt = ∆et +∆p∗t −∆pt.
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financial market clearing (20) implies a balanced position for home and foreign households
combined, Bt+1

Rt
= −Et

B∗
t+1

R∗
t
. In other words, even though home and foreign households do not

trade any assets directly, the financial market acts to intermediate intertemporal borrowing
between them. However, this intermediation is frictional, as there is a wedge between interest
rates faced by the home and foreign households, namely the departures from UIP in (25). If
UIP held, the equilibrium would correspond to a conventional IRBC model with incomplete
markets, whereas the UIP wedge limits the extent of international risk sharing.

The unconventional feature of this model is that, despite fully flexible prices, monetary pol-
icy is not neutral and affects equilibrium risk premia and allocations in incomplete financial
markets, while market segmentation magnifies these effects. Indeed, for financial intermedi-
aries who earn carry trade returns, the relevant measure of risk is the volatility of the nominal

exchange rate, even though they maximize real returns on the carry trade in (22). Exchange
rate volatility σ2

e is, of course, determined endogenously in equiliubrium, as we show in the ap-
pendix. A policy shift to a peg stabilizes the nominal exchange rate and encourages financial
intermediation because arbitrageurs are willing to take larger positions (24), which reduces
the extent of equilibrium UIP deviations (25) and the risk-sharing wedge ψ̂t in (23).

Remark 5 How plausible is the assumption of segmented markets?

The segmented market model is admittedly stylized, yet it is broadly consistent with micro
evidence. In particular, surveys indicate that portfolio rebalancing of most households and
even mutual funds is infrequent and subject to adjustment costs (Bacchetta, Tièche, and van
Wincoop 2023). Despite low transaction costs, most agents do not participate in active trading,
presumably due to costs of collecting and processing information. As a result, the markets
are effectively segmented with a small subset of traders absorbing the bulk of shocks in the
short run. This is consistent with the recent micro-level estimates of asset demand elasticities,
which turn out to be very low relative to the frictionless benchmark (Koijen and Yogo 2020,
Gabaix and Koijen 2021). Finally, consistent with noise trader shocks, most of the foreign
exchange turnover is due to asset trades rather than goods trade, and is driven, for example,
by rebalancing shocks in response to changes in asset prices (Camanho, Hau, and Rey 2022).

5.2 The Mussa puzzle resolution

We now study the general equilibrium properties of the model with segmented financial mar-
kets under alternative exchange rate regimes. The goal is to offer a simple qualitative resolu-
tion to the set of Mussa facts documented in Section 2 in a tractable analytical environment,
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with a comprehensive quantitative analysis deferred to Section 6. We consider a monetary
policy rule which fully stabilize either consumer prices or the nominal exchange rate, depend-
ing on the policy regime. That is, the foreign country always chooses π∗

t ≡ 0, while the home
country adopts either a peg with ∆et ≡ 0 or a float with πt ≡ 0. As a result, under the peg
σ2
e = 0, and thus χ1 = χ2 = 0 in (23), while under the float σ2

e > 0 and χ1, χ2 > 0.
We allow for two types of shocks— financial (noise-trader) shocksψt introduced in (21) and

country-specific productivity shocks (at, a∗t ), which are possibly correlated and follow AR(1)
processes with persistence ρa and standard deviation of innovations σa. For simplicity, we
assume a common persistence parameter for all shocks equal to ρ ∈ [0, 1]. The equilibrium
system consists of two dynamic equations given by the risk-sharing condition (18) and the
intertemporal budget constraint (19), as in Section 4. The overall risk-sharing wedge ψ̂t in (18)
is now characterized by (23) in Lemma 1, andwe set the trade shock ξ̂t ≡ 0 in (19) for simplicity.
We do not restrict the values of the model parameters, including θ and σ. Given flexible prices,
the elasticity of net exports with respect to qt in (19) is given by θ̂ ≡ 2θ(1−γ)−1

1−2γ
.

The remaining equilibrium conditions derive from market clearing in labor and product
markets, and can be summarized by (see Appendix A.6):

ct − c∗t = κa(at − a∗t )− γκqqt, (26)

where κa ≡ 1+φ
σ+(1−2γ)φ

and κq ≡ 2
1−2γ

2θ(1−γ)φ+1
σ+(1−2γ)φ

. Relative home consumption increases with
relative home productivity, shaping the relative supply of the home good, and decreases with
a real depreciation (increase in qt), which shifts expenditure towards home goods globally.

The equilibrium system defined by (19), (23) and (26) determines the dynamics of the real
exchange rate qt, in each monetary regime respectively. The equilibrium nominal exchange
rate is given by et = qt under the float (as πt = π∗

t = 0), and is fully stabilized at et ≡ 0 under
the peg (and thus πt = −∆qt). Therefore, σ2

e = 0 under the peg and σ2
e = σ2

q ≡ vart(∆qt+1)

under the float, and the equilibrium process for qt takes full account of this fixed point between
the real exchange rate process and the nominal exchange rate volatility. Lastly, given the path
of qt, equilibrium relative consumption ct − c∗t is characterized by market clearing in (26), in-
dependently of the monetary regime. We now prove the main qualitative result of this section:

Proposition 2 Assume that σa, σψ > 0, financial shocks are sufficiently volatile (σψ/σa is large

enough) and the home bias is sufficiently strong (γ is small enough). Then a change in the mon-

etary regime from a peg to a float leads to (a) a large increase in the volatility of both nominal

and real exchange rates; and (b) a small change in the behavior of all other macro variables.
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This is an ‘order-of-magnitude’ result which shows that amodel with a segmented financial
market can be consistent with the broad set of Mussa facts documented in Section 2. As argued
by Itskhoki and Mukhin (2021), the assumptions about the composition of shocks and the
home bias are essential for a successful model of the exchange rate under a floating regime.
Proposition 2 additionally shows that the model with segmented markets can also explain
the dynamics of macroeconomic variables under the peg. A formal proof of Proposition 2 is
contained in Appendix A.6 and it provides a closed-form solution for the exchange rate process
and macroeconomic allocations under both policy regimes. In Section 6, we further show that
Proposition 2 offers a relevant point of approximation for a quantitative model that matches
business cycle properties of exchange rates and macroeconomic variables.

Part (a) of Proposition 2 focuses on the original Mussa (1986) fact about the discontinuity
in the volatility of exchange rates — both nominal and real — across a float and a peg, and
shows that a segmented financial market model can be consistent with this pattern even in
the absence of nominal rigidities. The intuition is that the real exchange rate can be decom-
posed as qt = qat + qψt , with the two components driven by productivity and financial shocks
respectively. Under the peg, the second component vanishes, qψt ≡ 0, due to an endogenous
increase in the currency supply elasticity. Specifically, financial intermediaries are willing to
take larger gross currency positions when σ2

e decreases, resulting in a smaller — and zero in the
limit — equilibrium risk-sharing wedge in (23).21 To the extent that financial shocks account
for the bulk of exchange rate volatility under the float, a switch to the peg that mutes such
shocks results in an arbitrarily less volatile real exchange rate. This endogenous change in the
relative contribution of shocks to the real exchange rate across policy regimes constitutes the
source of monetary non-neutrality that accounts for the Mussa facts.

Part (b) of Proposition 2 focuses on the complementary set of Mussa facts that we em-
phasized in Section 2, namely the lack of a noticeable change in the business cycle volatility
of macro variables associated with a change in the policy regime. With flexible prices, the
only channel through which monetary policy affects real variables is through its effect on in-
ternational risk sharing and the properties of the real exchange rate. This effect is, however,
proportional to the openness of the economy γ, and is vanishingly small in the autarky limit
as γ → 0, where movements in the real exchange rate are irrelevant for macroeconomic allo-

21This implies that the result is not driven by a discontinuity at a fully fixed nominal exchange rate with
σ2
e = 0, but also applies continuously as σ2

e (and hence χ1 and χ2) gradually declines towards zero. There is
also a general multiplicity of equilibria under the float; however, σ2

e = 0 is not an equilibrium when σ2
a > 0, and

Proposition 2 applies to all equilibria with σ2
e > 0, if more than one exists. Furthermore, a unique equilibrium

(with σ2
e > 0) remains when σ2

ψ is sufficiently large. See Appendix A.6.
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cations. This logic can be seen directly from the goods market clearing condition (26), which
displays the sources of equilibrium volatility in relative consumption. Small γ ensures that
macro variables are not responsive to the exchange rate volatility, and instead are driven by
macro-fundamental shocks under both the float and the peg, consistent with exchange rate
disconnect. As a result, a discontinuous drop in the real exchange rate volatility associated
with a switch to the peg has only minor effects on macroeconomic volatility.22

The interpretation above describes, however, only the partial equilibrium channel of trans-
mission based on low exchange rate pass-through into macroeconomic quantities when coun-
tries are sufficiently closed to international trade. A deeper question, however, is how a change
in monetary policy — from stabilizing inflation to stabilizing the highly volatile nominal ex-
change rate — can have no consequences for macroeconomic variables, nominal or real. In-
deed, even in the closed economy limit (γ ≈ 0), an attempt to use monetary policy to stabilize
a volatile nominal variable should translate into volatile inflation under flexible prices and ad-
ditionally volatile real variables in the presence of nominal rigidities. The lack of this general
equilibrium spillover from a change in monetary policy is perhaps the most surprising part of
Proposition 2.

Since our model in this section features no nominal rigidities, we focus on domestic infla-
tion πt as the macroeconomic aggregate that reflects shifts in monetary policy in general equi-
librium. Recall that under the float πt = 0 (inflation targeting) and under the peg πt = −∆qt,
as ∆et = π∗

t = 0. Further, under the peg qψt = 0, and therefore qt = qat , which accounts for a
vanishingly small portion of the overall real exchange rate volatility under the float (by part (a)
of Proposition 2). As a result, the change in the volatility of inflation can be arbitrarily small,
at least relative to floating exchange rate volatility. Importantly, this would not be possible
if ψ̂t did not change its properties with the monetary regime. In this case, the volatility of qt
would remain unchanged across policy regimes (violating part (a)), and it would translate into
a dramatic increase in the volatility of inflation πt = −∆qt under the peg (violating part (b)).
This is a pure general equilibrium effect of monetary policy, which operates independently of
the value of γ and other parameters; with nominal rigidities, this additionally translates into
an increased volatility of consumption and output under the peg (see Section 6).

To summarize, the endogenous change in the risk-sharing wedge ψ̂t in a segmented mar-
22This does not mean that pegs are inconsequential for macroeconomic allocations, as we discuss in Section 6.

In the quantitative model of Section 6, low trade openness is complemented by incomplete pass-through due to
variable markups and local-currency price stickiness, which reduce κq in (26), and allow the model to account
for the Mussa puzzle in more open economies.
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kets model results both in changing properties of the real exchange rate and in largely un-
changed properties of macro variables. An endogenous decline in the volatility of ψ̂t under
the peg permits the monetary authority to stabilize the nominal exchange rate without signif-
icantly compromising its ability to stabilize inflation, consumption and output.

5.3 Additional evidence

Wenow present additional evidence supporting the proposed segmentedmarkets model. First,
we consider additional macro and financial moments across floats and pegs. Second, we ex-
plore the recent 2011-2015 Swiss peg episode, validating the model with a currency supply
elasticity that changes endogenously with the exchange rate regime.

5.3.1 Additional overidentifying moments

Our analysis has so far focused on the volatility of exchange rates and macro variables across
the two monetary regimes. This choice of moments is driven mostly by robust discontinuities,
or the lack thereof, around the end of BrettonWoods in the data. As Appendix Table A2 makes
clear, the patterns are less obvious for other moments, namely the correlations. Nevertheless,
changes in empirical correlations are important overidentifying tests of the theoretical mecha-
nism, and as we argue next are consistent with the predictions of the segmentedmarket model.

A key property of our model is that financial shocks are central to exchange rate dynamics
under the floating regime, and become significantly less important under the peg. It follows
that themain drivers of the real exchange rate under the peg are ‘fundamental’ macroeconomic
conditions, such as domestic productivity and aggregate demand shocks. Given conventional
transmission of these shocks, the model predicts that most exchange rate puzzles that emerge
under a floating regime would be ameliorated under a peg. This is true in particular for the
forward premium puzzle (Fama 1984), the Backus-Smith puzzle (Backus and Smith 1993, Koll-
mann 1995), and the Balassa-Samuelson effect (Balassa 1964, Samuelson 1964):23

Proposition 3 A policy change from a peg to a float results in the emergence of (a) the forward
premium puzzle, (b) the Backus-Smith puzzle, and (c) a weaker Balassa-Samuelson effect.

Consider first the forward premium puzzle. This anomaly cannot emerge when risk pre-
mium is zero, and therefore one would expect smaller deviations from the UIP under the peg,

23Note that the Meese and Rogoff (1983) disconnect puzzle and the PPP puzzle (Rogoff 1996) do not exist under
the peg, as nominal exchange rate becomes stable, and thus nearly perfectly predictable, while the real exchange
rate satisfies∆qt = π∗

t − πt and shares the volatility and persistence properties of the relative inflation rates.
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(a) Fama coefficient, βF (b) Backus-Smith correlation

Figure 6: Fama coef. & Backus-Smith correlation before/after the end of the Bretton Woods
Note: The left panel displays Fama regression coef. βF , obtained from an OLS regression of ∆et+1 on (it − i∗t ),
using monthly data for 1960:01–1971:07 for Peg and 1973:01–1989:12 for Float. The right panel displays the
Backus-Smith correlation, corr(∆ct−∆ct+1,∆qt), using annual data for 1960–71 for Peg & 1973–1989 for Float.

as χ1, χ2 → 0 in the generalized UIP condition (25). The empirical evidence is consistent with
this prediction of the model. Using historical data for the U.K and the U.S., Colacito and Croce
(2013) show that the estimated UIP coefficient was close to one during most of the Bretton-
Woods period and became negative afterwards. Kollmann (2005) documents a discontinuous
increase in the UIP wedge following the break-up of Bretton Woods, consistent with the en-
dogenous mechanism in our model. We present the estimated Fama regression coefficients
during and after Bretton Woods in the left panel of Figure 6, showing that it turned from
mildly positive to pronouncedly negative for most countries in our sample (see also Kalemli-
Özcan and Varela 2021). In contrast to the changing pattern of UIP violations, Frenkel and
Levich (1975) and Marston (2007) documents that the covered interest parity (CIP) held equally
well across the two monetary regimes, in line with the predictions of our risk-based model.24

Remark 6 Can the removal of capital controls explain the Mussa puzzle?

We view the evidence on the patterns of UIP and CIP deviations as additionally suggestive that
capital controls were not responsible for the Mussa discontinuity. Assuming capital controls
were relaxed at the end of Bretton Woods, we would expect to observe smaller UIP deviations

24In the model, unlike UIP, CIP holds independently of the monetary regime, as CIP violations constitute risk-
free profit opportunities that arbitrageurs fully exploit irrespectively of the nominal exchange rate volatility.
In turn, expected carry trade profits are positive and increase under the float, compensating for the increased
currency risk, yet leaving the carry trade Sharpe ratio realistically modest. Finally, in line with our segmented
markets modeling approach, currency risk premium appears to be largely disconnected from other asset classes
such as equities and bonds, even under a floating regime (Hau and Rey 2006, Chernov and Creal 2023).
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post-1973 and, perhaps, evidence of CIP deviations prior to 1973. The logic here is that capital
controls during the Bretton Woods period should have been responsible for greater frictional
wedges in the financial market, contrary to what we observe.25

Similarly to the interest rate parity, the model predicts that the Backus-Smith condition
should hold, at least conditionally in expected terms, in the absence of currency risk pre-
mium shocks, which is the case under the peg as ψ̂t → 0 in (23). The right panel of Figure 6
shows that the annual Backus-Smith correlation between the real exchange rate and rela-
tive consumption is indeed higher under the peg for every country in our sample, and flips
sign from positive to negative under the float in all cases but two. This is one of the central
moments in our calibration in Section 6, which in particular ensures that the model repro-
duces exchange rate disconnect under the float. This pattern of a changing Backus-Smith
correlation and the emergence of the Backus-Smith puzzle is also consistent with the find-
ings of Colacito and Croce (2013) based on longer historical series for the U.S. and the U.K.
In addition, Devereux and Hnatkovska (2020) provide empirical evidence using an alterna-
tive quasi-experiment, namely the formation of the Eurozone. In particular, they show that
the Backus-Smith risk-sharing condition holds much better for the members of the currency
union than for the same countries before the formation of the Eurozone or for countries with
different currencies.

Finally, in a straightforward extension of the baselinemodelwith tradable and non-tradable
goods, the real exchange rate appreciates according to Balassa-Samuelson forces when a coun-
try’s productivity in the tradable sector increases relative to non-tradables (see Itskhoki 2021).
While true under both monetary regimes, this correlation is harder to identify under the float
because of the relatively small overall contribution of productivity shocks to the exchange
rate dynamics. The empirical evidence is again in line with this prediction: while the Balassa-
Samuelson effect has almost no explanatory power under the float (Rogoff 1996, Engel 1999),
recent literature has shown that this effect is notable in the Eurozone countries with a fixed
exchange rate (Berka, Devereux, and Engel 2012, 2018).

25An interesting observation is that UIP deviations did not diminish with globalization of financial markets
after 1980s. This suggests persistent segmentation of households from active trading in the FX market, with
deepening of the market matched by a rising liquidity demand. Within our model, this can be captured by
a proportional increase in the mass of both intermediaries and noise traders, e.g. due to endogenous entry of
traders, resulting in a stable UIP wedge and exchange rate volatility despite increasing FX turnover (cf. Atkeson,
Eisfeldt, and Weill 2015).
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5.3.2 Alternative transmission mechanisms: evidence from the Swiss peg

Our analysis emphasizes the mechanism where unconventional transmission of the exchange
rate regime is due to an endogenous elasticity of currency supply in the financialmarket, which
becomes less elastic under a float. Alternative mechanisms include a change in the volatility
of currency demand shocks and in the intensity of government foreign exchange interven-
tions (FXI) —with the former increasing under the float or the latter undoing shifts in currency
demand under the peg. All of these mechanisms are in line with an endogenous change in the
reduced-form risk-sharing wedge ψ̂t in (23) due to financial market segmentation, and thus
offer alternative ways to depart from a class of conventional models of Section 4.26

We now discuss direct and indirect evidence that favors the view of a changing currency
supply elasticity across floating and pegged regimes as opposed to changing FXI or currency
demand. Under these alternative scenarios we should expect greater volatility of FXI or smaller
overall FX turnover under the peg.27 As mentioned above in Remark 2, there is little empirical
evidence that the dynamics of foreign reserves changed discontinuously around 1973 (see Ap-
pendix Figure A6). Making further empirical progress requires detailed financial data on asset
transactions or positions, which is limited for the period of the break-up of Bretton-Woods
in 1970s. We therefore bring in the evidence from the recent episode of a credible peg of the
Swiss franc to the euro between the end of 2011 and the beginning of 2015.

Figure 7a summarizes the Swiss experience between 2000 and 2020. The red dashed line
plots the log euro-franc real exchange rate showing an appreciation of the euro up until the
global financial crises (GFC) in 2008, followed by a sharp appreciation of the franc as the
European debt crisis unfolded and up until the peg was introduced in the end of 2011. The
exchange rate remained stable during the next three years close to the official ceiling of 1.2
francs per euro until the Swiss National Bank (SNB) unexpectedly scrapped the peg in early
2015 leading to a sharp 15% appreciation of the franc. Similarly to the end of Bretton Woods,
this shift in the exchange rate regime provides a rare suitable laboratory for our analysis.28

We feed the time series on Swiss consumption, output, net exports, FXI and the exchange rate
into the model to back out macro and trade shocks at and ξt, as well as the currency demand

26Note that neither noise trader demand shocks, nor FXI have significant macroeconomic consequence for
exchange rates and international risk sharing in conventional models with no household segmentation or fric-
tionless intermediation, in line with the prediction of Proposition 1 (see Wallace 1981).

27For example, a peg may anchor expectations and eliminate the source of currency demand due to disagree-
ment between traders (see Gourinchas and Tornell 2004, Bacchetta and van Wincoop 2006). This, in turn, should
reduce both equilibrium UIP deviations and turnover in international asset markets under the peg.

28See our discussion in Section 2. Evidence from the end of the Swiss peg has already been used in a number
of studies, see e.g. Auer, Burstein, and Lein (2021) and Amador, Bianchi, Bocola, and Perri (2020).
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(a) Exchange rate and FX reserves (b) Currency demand shocks

Figure 7: Swiss peg of 2011-2015
Note: The left panel plots SNB’s foreign exchange reserves as a fraction of Swiss annual GDP, ft, as well as the
log real exchange rate for Swiss franc against the euro, qt (on the right scale, in log points). The right panel plots
the inferred wedge ψ̂t in the risk-sharing condition (23), as well as the corresponding noise trader shock ψt, both
in units of fractions of Swiss annual GDP like ft in the left panel.

shocks ψt and the implied risk-sharing wedges ψ̂t in (23), as we detail in Appendix A.7. We
then evaluate the possible mechanisms driving the sharp appreciation of the franc in 2015.

Consider first the role of FXI. The black solid line in Figure 7a shows that the SNB for-
eign reserves were initially low and stable and took off around 2008 ultimately approaching
100% of GDP. Interestingly, reserve accumulation stopped as soon as a credible peg was es-
tablished in early 2012, and then official reserves remained stable through the end of the peg.
This evidence contradicts the mechanism where the peg is sustained due to active FX inter-
ventions. Even more importantly for our argument, the large appreciation of the franc in 2015
can hardly be attributed to a change in the FX reserve policy. In contrast, if anything, reserve
accumulation picked up pace again after the end of the peg. Consistent with our mechanism,
FXI are not needed in a credible peg regime, but become necessary to accommodate capital
inflows and curb appreciation in a floating regime with less elastic currency market.

Alternatively, one may conjecture that the exit from the peg and a dramatic appreciation
of the franc in early 2015 was driven by a sudden increase in the currency demand. The dashed
blue line in Figure 7b shows the model-inferred series of the risk-sharing wedge ψ̂t that ra-
tionalizes the path of the exchange rate given the observed path of FXI and the other shocks
informed by macroeconomic data.29 To be consistent with the data, the risk-sharing wedge

29Figure 7b plots ψt and ψ̂t in units of shares of GDP, analogous to foreign reserves ft, as we explain in Ap-
pendix A.7. The risk sharing wedge ψ̂t can be scaled by a constant and converted into the units of UIP deviations.
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ψ̂t needs to be relatively stable during the period of the peg and jump dramatically upon the
exit from the peg, mirroring the sudden appreciation. In a model with a constant elasticity
of currency supply, this translates into a large jump-increase in the demand for the franc —
by nearly a 100% of Swiss annual GDP, comparable to the total stock of SNB’s foreign re-
serves. This is in sharp contrast to what is observed in the currency market in the data. Using
transaction-level data that covers about a half of the market of Swiss franc derivatives, Cielin-
ska, Joseph, Shreyas, Tanner, and Vasios (2017) establish that the daily volume of trade barely
changed after the end of the peg and, if anything, the average daily turnover in franc options
and forwards was 20-30% higher during the period of the peg (see their Figures 3 and 25).30

This evidence suggests that the most plausible explanation of the data is the model with an
endogenous reduction in the currency supply elasticity with a switch to a float. We calibrate
the change in the pass-through coefficients χ1, χ2 in the risk-sharing condition (23) to reflect
a threefold increase in the standard deviation of the exchange rate under the float relative to
the peg. In turn, this implies a sequence of currency demand shocks ψt shown with a solid red
line in Figure 7b. These currency demand shocks evolve smoothly without jumps or significant
changes in volatility in 2015 consistent with the evidence on the currency turnover. In contrast,
the risk-sharing wedges still follow the path of ψ̂t depicted in the figure, and exhibit a sharp
jump upon exit from the peg as the currency supply of arbitrageurs becomes less elastic. On
balance, we view the evidence described in this section to favor themechanismwith a currency
supply elasticity that endogenously changes with the exchange rate regime.31

6 Quantitative Exploration

This section shows that both the positive results in Propositions 2 and 3 and the negative result
in Propositions 1 are robust in a quantitative version of the model. We compare three classes of
models —without financial shocks, with exogenous financial shocks, andwith financial shocks
endogenous to the monetary policy regime (as in the segmented market model of Section 5).
We show that only the latter class of models is consistent with the umbrella of Mussa facts
documented in Section 2. At the same time, whether models feature nominal rigidities or have
flexible prices, andwhether the fundamentalmacro shocks are due to productivity ormonetary

30In the model, the equilibrium volatility of net exports and net foreign assets B∗
t changes with the volatility

of the real exchange rate. However, to the extent that variation in liquidity demand N∗
t dominates all financial

trades, changes in B∗
t have only a modest effect on the overall turnover.

31While estimating this elasticity directly in the data goes beyond the scope of this paper, recent literature that
aims to identify the effects of exogenous currency demand shifts provides evidence of a lower currency supply
elasticity under floats relative to pegs, in line with our model’s mechanism (see He and Beltran 2024).
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policy does not qualitatively change the ability of the model within each class to match the
empirical patterns. The quantitative modeling framework augments the baseline model from
Section 3 with intermediate inputs, capital and investment with adjustment costs, variable
markups and pricing-to-market due to Kimball demand, and Calvo sticky wages and local-
currency sticky prices (LCP), as we describe in Appendix A.3. Monetary policy is conducted
according to a Taylor rule (13), where the shift in a policy regime corresponds to a change in
the weight ϕe that the monetary authority puts on the nominal exchange rate.

6.1 Calibration

For most parameters we use conventional values in the literature, as summarized in Appendix
Tables A3 and A4. In particular, we set the relative risk aversion σ = 2, the Frisch elasticity
of labor supply 1/φ = 1, the quarterly discount factor β = 0.99, the intermediate input share
ϕ = 0.5, the capital share ϑ = 0.3, and the quarterly capital depreciation rate δ = 0.02. For
each specification of the model, we calibrate the capital adjustment cost parameter κ to match
the volatility of investment equal 2.5 times that of GDP.

Given the intermediate share ϕ, we set the openness of the economy to γ = 0.035 to match
the average import-to-GDP ratio of 7% for the U.S. for the period from 1960 to 1990, andwe also
consider an alternative calibration for the U.K. with amuch higher import-to-GDP ratio of 20%.
We set the elasticity of variable markups at 0.67 resulting in a 60% pass-through rate following
the estimates of Amiti, Itskhoki, and Konings (2019). The elasticity of substitution θ = 1.5 is
set based on the evidence from Feenstra, Luck, Obstfeld, and Russ (2018) and the original
calibrations in Backus, Kehoe, and Kydland (1994) and Chari, Kehoe, and McGrattan (2002).

We consider three versions in each model class: a flexible-price version with productivity
shocks (IRBC), and a sticky price and wage versions with productivity shocks (IRBC+) and
with monetary shocks (NKOE). In the versions of the model with nominal rigidities, we as-
sume that prices adjust on average once a year, and thus set λp = 0.75, while wages adjust on
average every six quarters, λw = 0.85, following standard calibrations in the literature (see
e.g. Galí 2008). We set the Taylor-rule parameter ϕπ = 2.15 and the interest-rate smoothness
parameter ρm = 0.95 following the estimates in Clarida, Galí, and Gertler (2000). The weight
of the nominal exchange rate in the Taylor rule ϕe of foreign country is always zero, while
for home country it is zero under the float and is calibrated to match an eight-fold reduction
in annualized std(∆et), from 10% to 1.25%, under the peg. We keep all other parameters con-
stant across policy regimes. In the class of models with endogenous financial shocks, we scale
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coefficients χ1 and χ2 in the UIP and risk-sharing conditions (25) and (23) in proportion with
the change in σ2

e across the two monetary regimes, as required by Lemma 1.32

The model features three types of shocks — country-specific productivity or monetary
shocks, (at, a∗t ) or (εmt , εm∗

t ), a relative taste shock for home versus foreign goods, ξ̃t = ξt−ξ∗t ,
and a financial shock, ψt. We assume that all types of shocks are orthogonal to each other
and follow AR(1) processes with the same autoregressive coefficient ρ = 0.97, which is con-
sistent with the observed persistence of both macroeconomic variables, such as GDP and
interest rates, as well as risk premia in international financial markets (namely, ψ̂t = it −
i∗t − Et∆et+1). The other elements of the covariance matrix of shocks are identified using
the following empirical moments under the float: (i) the variance of shocks is calibrated to
match the annualized volatility of the nominal exchange rate, std(∆et) = 10%; (ii) the rela-
tive volatility of productivity (monetary) shocks is set to match the Backus-Smith correlation,
corr (∆qt,∆ct −∆c∗t ) = −0.2; and (iii) the cross-country correlation of productivity (mone-
tary) shocks is set tomatch corr (∆gdpt,∆gdp∗t ) = 0.3. For simplicity, we keep the volatility of
the taste shock constant across simulations, std(ξ̃t) = 0.12, which makes the model consistent
with the observed volatility of net exports under the peg.

6.2 Results
Our quantitative results are summarized in Table 1, which displays the volatilities of exchange
rates and macro variables under the two monetary regimes for alternative versions of the
model, contrasting them with empirical counterparts in the first row of the table.

No financial shocks We consider first the class of models without the financial shock,
namely with ψ̂t ≡ 0 in (18). Calibrated to match the volatility of the nominal exchange rate,
all three specifications reproduce a high volatility in the real exchange rate under the float-
ing regime. The flexible-price IRBC model, however, fails to generate differential behavior of
the real exchange rate across the two monetary regimes, and thus is expectedly inconsistent
with the original Mussa (1986) observation. In contrast, the two specifications with nominal
rigidities capture well the large drop in the volatility of the real exchange rate under the peg,
which is why such models were often viewed as promising for explaining the Mussa puzzle

32Since our calibration procedure matches σ2
e , we do not need to solve the fixed point problem. Instead, we

find the value of χ1σψ that is consistent with σ2
e under the float, and scale it down 82 times under the peg as

χ1 = ωσ2
e . We then increase ϕe in the Taylor rule until it is consistent with the value of σ2

e under the peg. We
do not need to calibrate the value of ω as it is not separately identified from σψ . We set χ2 = 0.001 under the
float, making the model consistent with high persistence (0.95) of the current account,∆bt+1; a small positive χ2

renders the model long-run stationary without changing its quantitative properties in the short and medium run.
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(see Dedola and Leduc 2001, Duarte 2003, Monacelli 2004). Furthermore, and perhaps less ex-
pectedly, these models are also consistent with only minor changes in the extent of volatility
of the other macro variables.

Nonetheless, all three specifications in this class — irrespectively of the presence or absence
of nominal rigidities — are inconsistent with the basic disconnect properties of exchange rates
under the floating regime and imply counterfactually large volatility of macro variables under
both monetary regimes.33 Indeed, in the absence of financial shocks, the model requires very
large productivity (monetary) shocks to explain the volatile exchange rate under the float, and
as a result the implied volatility of consumption and GDP is roughly 5 times larger than in
the data. Furthermore, such models imply that the correlation between relative consumption
ct − c∗t and the real exchange rate qt is close to one, even when asset markets are incomplete,
which is at odds with the mildly negative correlation measured in the data (the Backus-Smith
puzzle; see Appendix Table A5).

To summarize, neither model in this class can explain a broader set of exchange rate facts,
and in particular this class of models is uniformly falsified by the properties of the sufficient
statistic zt = σ(ct − c∗t ) − qt, as we emphasized in Proposition 1. Despite a substantial de-
parture of our calibration from the Cole-Obstfeld parameter restriction, the falsification result
of Proposition 1 applies quantitatively, and thus proves to be useful in realistically-calibrated
quantitative models. As displayed in the last column of Table 1, the volatility of the sufficient
statistic zt barely changes with the monetary regime in each of the models in this class, in
sharp contrast with the observed empirical discontinuity.

Exogenousfinancial shocks The next class ofmodels allows for exogenous financial shocks
ψ̂t in (18) with the same volatility under the twomonetary regimes. Table 1 shows that all three
specifications in this class are successful in addressing the disconnect puzzle under the floating
regime, as the volatility of exchange rates is an order of magnitude higher than the volatility
of consumption, GDP and inflation. Nonetheless, these models struggle to match the broad set
of Mussa facts. Expectedly, the flexible-price IRBC model produces no change in the behavior
of the real exchange rate, which remains equally volatile under the peg. Furthermore, the shift
in the monetary policy rule to stabilize the nominal exchange rate results in a counterfactu-
ally volatile inflation rate under the peg — an equally important observation that falsifies this
version of the model, as we discussed in Section 5.

33Conversely, an alternative calibration that targets the level of volatility of macro variables, understates the
extent of the exchange rate volatility by an order of magnitude.
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Specifications with sticky prices in this class, on the other hand, perform much better in
matching the drop in the real exchange rate volatility and more stable inflation rates under the
peg. However, these specifications have counterfactual predictions for real macro variables —
consumption and GDP — which feature roughly a five-fold increase in volatility under the
peg. This is again the general equilibrium implication of a shift in the monetary policy rule
which stabilizes the nominal exchange rate, and thus shifts volatility to real variables in the
presence of nominal rigidities (see Appendix Figure A9). As with the previous class of models,
the insight from Proposition 1 holds quantitatively in this class as well, and the sufficient
statistic zt remains stable across monetary regimes in all three specifications, at odds with the
discontinuity in the data. Note the variety of ways in which different model specifications
in these two classes fail, and the robustness of our simple sufficient statistic zt to identify all
such failures.

Segmented financial market We finally turn to the three specifications that feature an
endogenous financial shock in (23) and (25) due to the segmented financial market introduced
in Section 5. Under the float, this class of models is isomorphic to the one with exogenous
financial shocks discussed above. Therefore, these models are consistent with the empirical
patterns of exchange rate disconnect, including a large gap in volatility between exchange
rates and macro variables, a weak negative Backus-Smith correlation, and a negative Fama
regression coefficient, as summarized in Table 1 and Appendix Table A5.34

However, in contrast with previous specifications with exogenous financial shocks, this
class of models also matches the data under the peg — the volatility of the real exchange rate
drops discontinuously along with that of the nominal exchange rate, while the volatility of
other macro variables changes only modestly by about 10%. In addition, these models are also
consistent with a two-fold increase in the volatility of the interest rate differential, it − i∗t ,
under the float relative to the peg, reflecting a noticeable, yet mild, change in the monetary
policy rule associated with a shift to the float when financial shocks are endogenous to the
monetary regime. We note that nothing in our calibration aimed to target this moment.35

Furthermore, in this class of models, the sufficient statistic zt from Proposition 1 exhibits
a sharp increase in its volatility from a shift to the float, in line with the empirical patterns.

34The model also reproduces other business cycle moments under the float (see Itskhoki and Mukhin 2021).
35Contrast this with the case of exogenous financial shocks, where the volatility of it − i∗t = Et∆et+1 + ψ̂t

counterfactually increases under the peg (with ∆et+1 = 0) as monetary policy stabilizes the nominal exchange
rate in face of volatile UIP shocks ψ̂t. With a segmented financial market, UIP deviations ψ̂t endogenously di-
minish under the peg, eliminating the need for an increased equilibrium volatility of it (see Appendix Figure A9).
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In fact, the model implied increase in the volatility of zt is statistically indistinguishable from
that observed in the data, as we illustrate in Figure 5. This again confirms the potency of our
sufficient statistic to distinguish between models in their ability to match a broad set of Mussa
facts. Notably, the results are similar across model specifications in this third class, and do not
qualitatively change with the type of the macro shock (productivity vs monetary) or the pres-
ence of nominal rigidities. This is the sense in which nominal rigidities are neither necessary,
nor sufficient to explain the Mussa puzzle, and it is the segmented financial market that gives
rise to the essential monetary non-neutrality. Sticky prices do improve the quantitative fit of
the model, and overall our preferred specification is IRBC+ featuring sticky prices and wages
and productivity shocks.36

We can gain intuition for these results by studying the contribution of various shocks that
drive equilibrium consumption and the real exchange rate under the two policy regimes. Ap-
pendix Table A6 provides a corresponding variance decomposition. Under the float, over 80%
of the real exchange rate volatility is driven by financial shocks. A switch to the peg removes
endogenously most of the carry trade risk and almost fully eliminates financial volatility, re-
sulting in a sharp fall in the volatility of the real exchange rate. As a result, only a minor
change in monetary policy is necessary along the equilibrium path to eliminate the remain-
ing nominal exchange rate volatility. By consequence, the dynamics of other macro variables
do not change very much, as they end up being largely driven by macro shocks that do not
change with the exchange rate regime.37

Remark 7 Is the peg irrelevant for real allocations?

Importantly, the model does not imply that exchange rate policy is irrelevant for macroeco-
nomic allocations. A change in monetary policy per se can significantly change the behavior
of inflation (under flexible prices) and real variables (under sticky prices), as we saw was the
case with exogenous financial shocks. Monetary policy needs to change little, however, when
the volatility of financial shocks decreases endogenously with the peg. In other words, the
government’s commitment to a peg, when credible, goes a long way towards stabilizing the
exchange rate even without large monetary interventions along the equilibrium path, thus
confronting the monetary authority only with a mild tradeoff between exchange rate and in-

36Table 1 also reveals one main limitation of the model in fitting macro variables: the price level is counterfac-
tually stable in the model, possibly because in practice inflation targeting was not as effective in 1960–80s and
there were larger Phillips-curve shocks (relative to the period of the Great Moderation post 1995).

37Due to low openness of the economies and limited exchange rate pass-through, currency demand (financial)
shocks account for only a modest share of macro volatility even under the float. See Appendix Figure A9 for
impulse responses.

39



flation stabilization — a relaxed trilemma constraint (see Itskhoki and Mukhin 2023). This
result should, however, be extrapolated with caution to modern pegs in smaller more open
economies, which are often less credible and sustained using a mix of policy instruments.38

Beyondmacro variables, our model predicts an increase in the volatility of net exports with
a switch to a floating exchange rate (see Table 1). Such an increase is also observed in the data,
albeit by a smaller magnitude, likely reflecting a mechanism for a slow adjustment in trade
quantities (the J-curve). Our model, however, is quantitatively consistent with the positive
low-frequency comovement between the real exchange rate and trade balance emphasized by
Alessandria and Choi (2021) andMacMullen andWoo (2023), as we illustrate in Appendix Fig-
ure A5. While the sample period is too short to formally test for differences across the regimes,
both the data and the model suggest that this relationship is less strong and perhaps even flips
the sign under the peg (see Appendix Table A5). The impact of the exchange rate regime on
the trade balance relationship underscores a key allocative channel of policy transmission,
which becomes increasingly more consequential with greater trade openness.

6.3 Robustness

The lower panel of Table 1 complements the analysis with three alternative versions of our
preferred IRBC+ model with a segmented financial market. First, we relax the assumption
that the perceived carry trade risk under the peg, which shapes the policy function of the
intermediaries (24), is proportional to the ex post observed volatility of the nominal exchange
rate. Instead, we assume that intermediaries expect a break up in the Bretton Woods system
of fixed exchange rates with a positive probability, and hence consider the carry trade risky
even in the absence of any observed exchange rate volatility. Specifically, we calibrate the
proportional reduction in χ1 and χ2 under the peg to match the threefold change in std(∆zt)

for the sufficient statistic zt = σ(ct − c∗t ) − qt across the two policy regimes. A back-of-the-
envelope calculation suggests that the implied probability of a switch from the peg to a float
must equal 5.7% at the quarterly horizon to rationalize this calibration. Table 1 shows that the
simulated moments remain largely unchanged, except for a slightly higher volatility of GDP
under the peg.

Second, motivated by recent evidence that most international prices are set in dollars (see
38A greater openness increases the pass-through of exchange rates into aggregate prices and quantities

changing the allocative consequences of pegs versus floats. Lower credibility translates into a larger perceived
σ2
e = vart(∆et+1), opening the door to financial volatility even under the peg. Finally, unlike with a monetary

peg, financial market interventions may allow to peg the real exchange rate away from its long-run equilibrium
value with an additional layer of allocative costs. See discussion in Section 7.
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Gopinath et al. 2020), we replace the conventional LCP assumption with an alternative as-
sumption that all international trade prices are sticky in the foreign currency, namely the
dollar (DCP). The quantitative results barely change, with just a slightly increased volatility of
net exports, GDP and inflation. Low openness of countries in the period around the break up of
Bretton Woods limits the importance of border price stickiness for macroeconomic outcomes.

Lastly, while our baseline calibration targets the openness of the U.S. against the rest of the
world, the empirical evidence of Section 2 demonstrates the robustness of theMussa puzzle for
economies of different sizes and trade openness. In order to address this, we relax the assump-
tion of symmetric home and foreign, and calibrate the model to the U.K. with the global share
of GDP of 5% and the import-to-GDP ratio of 20%, a three-fold difference relative to the U.S. For
transparency of the comparison, all other parameters are kept unchanged and the covariance
matrix of shocks is calibrated to match the same moments as before. The last row of Table 1
shows that a lower home bias of the economy results in a higher pass-through of exchange
rate volatility into domestic macro variables. These effects are quantitatively small and con-
sistent with empirical evidence (see Itskhoki and Mukhin 2021), while the relative volatilities
across the monetary regimes remain almost the same as in the main specification, confirming
the model’s ability to reproduce the broad set of Mussa facts for smaller open economies.

7 Discussion

In conclusion, we discuss alternative modeling approaches and the policy implications of our
results. Our theoretical analysis establishes that, on the one hand, the Mussa puzzle rejects
conventional IRBC and NKOE models, and on the other hand, is consistent with a model of
segmented financial markets. This naturally raises the question whether the same facts can be
explained with alternative models that do not belong to either of the two classes. Our results
provide guidance on the possible alternative mechanisms, as we briefly discuss next.

Beyond conventional DSGE models, Proposition 1 implies that the Mussa facts are in-
consistent with models of currency risk premia which are exogenous to the monetary policy
regime. This includes flexible-price models of bonds in the utility, convenience yield and liq-
uidity premium (e.g. Valchev 2020, Jiang, Krishnamurthy, and Lustig 2021, Bianchi, Bigio, and
Engel 2023), as well as models with complete asset markets where risk premia are amplified
by means of high risk aversion (e.g. Lustig and Verdelhan 2011), habits (e.g. Verdelhan 2010),
long-run risk (e.g. Colacito and Croce 2011) or rare disasters (e.g. Farhi and Gabaix 2016).
While not suitable when taken as they are, these models can potentially generate risk premia
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that are endogenous to monetary policy if augmented with nominal rigidities (e.g. Caballero,
Farhi, and Gourinchas 2021). Given a strong aggregate demand channel in the goods market,
it is however unlikely that a switch from a peg to a float in such models would change only
the forward premium without affecting other macro and financial variables.39 Perhaps a more
promising avenue for future research is to extend these models of risk premia to environments
with incomplete and segmented financial markets (see Chernov, Haddad, and Itskhoki 2024).

Frameworks with financial frictions as in Gabaix and Maggiori (2015) and Bruno and Shin
(2015) are closer to our model of non-neutrality. Instead of relying on risk-averse arbitrageurs,
these models emphasize balance sheet constraints as the source of limits to arbitrage, but have
similar predictions for currency risk premia under a floating regime. When augmented with
financial constraints that are endogenous to monetary policy, e.g. due to a higher value-at-
risk of the carry trade under a volatile exchange rate, such models can potentially explain the
Mussa puzzle as well. Also promising are models with endogenously segmented markets (see
e.g. Jeanne and Rose 2002, Alvarez, Atkeson, and Kehoe 2009), where a switch in the monetary
policy regime affects the identity of the marginal trader and via this channel can generate large
fluctuations in risk premia without a substantial change in macroeconomic volatility.

In this paper, we consider a major policy shift from a fixed to a floating exchange rate
regime, emphasizing the transmission via the financial market. It is intriguing to study, both
theoretically and empirically, such transmissionmechanism formore ubiquitous types ofmon-
etary shocks (see e.g. Alvarez, Atkeson, and Kehoe 2007, Gourinchas, Ray, and Vayanos 2022,
Greenwood, Hanson, Stein, and Sunderam 2023, Drechsler, Savov, and Schnabl 2018, Caballero
and Simsek 2022). Ourmodel emphasizes an important tradeoff formonetary policy associated
with the two transmission channels — one conventional via demand in the product market and
the other unconventional via risk premia in the financial market (see also recent evidence in
Fukui, Nakamura, and Steinsson 2023). A floating exchange rate regime improves allocations
in an open economy in response to conventional productivity shocks (Friedman 1953), yet it
possibly results in excessive exchange rate volatility in response to financial shocks, interfer-
ing with effective risk sharing. At the same time, our findings suggest that monetary policy
in an open economy is not subject to a strict trilemma constraint, and can aim to stabilize (at
least partially) the exchange rate without compromising the goal of inflation stability. As a
result, the optimal policy in an open economy with segmented markets might be qualitatively
different from the standard prescriptions as we explore in Itskhoki and Mukhin (2023).

39Note that statistical properties of financial variables, just like those of macro variables, do not exhibit dis-
continuity around 1973, as we illustrate in Figure A3 for the relative stock market returns across countries.
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Online Appendix
Itskhoki and Mukhin (2024): “Mussa Puzzle Redux,” Econometrica.

A.1 Additional Figures and Tables
Table A1: Macroeconomic volatility across policy regimes in the data

∆et ∆qt πt − π∗t ∆ct −∆c∗t
peg float ratio peg float ratio peg float ratio peg float ratio

Canada 0.8 4.5 6.0* 1.5 4.8 3.1* 1.3 1.4 1.1 1.7 2.1 1.3
France 3.5 11.8 3.4* 3.8 11.8 3.1* 1.2 1.3 1.1 2.5 1.8 0.7*
Germany 2.4 12.3 5.1* 2.7 12.4 4.7* 1.4 1.3 0.9 2.6 2.5 1.0
Italy 0.6 10.4 18.8* 1.5 10.3 7.1* 1.4 1.9 1.4* 2.1 2.1 1.0
Japan 0.8 11.6 14.2* 2.7 11.8 4.4* 2.7 2.8 1.0 2.3 2.7 1.2
Spain 4.4 10.8 2.4* 4.8 10.8 2.3* 2.7 2.6 1.0 2.4 2.0 0.8
U.K. 4.2 11.2 2.7* 4.5 11.7 2.6* 1.7 2.5 1.5* 2.7 2.9 1.1

RoW 1.3 9.8 7.8* 1.8 9.9 5.6* 1.2 1.4 1.1 1.7 1.7 1.0

πt ∆ct ∆gdpt it − i∗t
peg float ratio peg float ratio peg float ratio peg float ratio

Canada 1.3 1.4 1.1 1.7 1.9 1.1 1.7 1.8 1.0 0.8 1.6 2.1*
France 1.0 1.3 1.3* 1.7 1.5 0.9 1.8 1.1 0.6 0.9 1.8 1.9*
Germany 1.2 1.1 0.9 2.0 2.1 1.0 3.0 2.0 0.7 1.3 1.9 1.5*
Italy 1.0 2.1 2.1* 1.3 1.6 1.2 2.5 1.9 0.8 0.9 3.2 3.6*
Japan 2.6 2.9 1.1 2.0 2.6 1.3 2.3 2.1 0.9 1.4 2.5 1.8*
Spain 2.5 2.5 1.0 1.9 1.4 0.7 2.8 1.4 0.5* 0.7 5.5 7.4*
U.K. 1.6 2.6 1.6* 2.3 2.8 1.2 2.1 2.5 1.2 0.8 2.2 2.9*
U.S. 0.8 1.3 1.5* 1.4 1.6 1.1 1.8 2.0 1.1 —

RoW 1.6 2.1 1.3 1.9 2.1 1.1 2.4 1.9 0.8 0.6 1.3 2.1*

Note: annualized standard deviations in log points; the peg corresponds to the period from 1960:01 to 1971:07
(except for Canadawhere it is from 1962:04 to 1970:01); the float is from 1973:08 to 1989:12; * indicates significance
of the difference (ratio) of standard deviations under the float and the peg at the 5% level (robvar test in Stata).
RoW for differences aggregates all non-U.S. countries into RoWand subtracts the U.S. before calculatingmoments;
RoW for levels is a weighted average of the respective moment across non-U.S. countries.

Table A2: Empirical moments: correlations
∆qt,∆et ∆qt,∆ct−∆c∗t ∆qt,∆nxt ∆gdpt,∆gdp

∗
t ∆ct,∆c

∗
t ∆ct,∆gdpt

peg float peg float peg float peg float peg float peg float
Canada 0.91 0.96 0.05 −0.05 −0.03 0.13 0.32 0.46 0.40 0.25 0.28 0.58
France 0.96 0.99 0.03 −0.03 0.26 0.13 0.09 0.27 −0.24 0.33 0.51 0.57
Germany 0.82 0.99 0.01 −0.18 −0.02 −0.01 −0.01 0.28 −0.11 0.11 0.57 0.58
Italy 0.18 0.98 0.00 −0.11 0.01 0.00 0.04 0.17 −0.18 0.13 0.64 0.45
Japan 0.25 0.98 0.19 0.01 0.01 0.22 −0.08 0.24 0.11 0.23 0.70 0.71
Spain 0.83 0.97 −0.09 −0.18 −0.06 0.17 0.05 0.09 −0.06 0.05 0.56 0.63
U.K. 0.94 0.97 0.11 −0.11 −0.37 −0.16 −0.10 0.30 −0.02 0.22 0.58 0.70

RoW 0.67 0.99 0.02 −0.18 −0.23 0.19 −0.03 0.39 −0.12 0.31 0.63 0.73

Note: see notes to Table A1; cross-country correlation are with the U.S. as the foreign counterpart (indicated w/∗).
Moving average correlations between exchange rates and relative inflation rates are plotted in App. Figure A4.
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Table A3: Calibrated parametrers

β discount factor 0.99

σ inverse of the IES 2

γ openness of economy 0.035

φ inverse Frisch elasticity 1

ϕ intermediate share in production 0.5

ϑ capital share 0.3

δ capital depreciation rate 0.02

θ elasticity of substitution between H and F goods 1.5

ϵ elasticity of substitution between different types of labor 4

λw Calvo parameter for wages 0.85

λp Calvo parameter for prices 0.75

ρ autocorrelation of shocks 0.97

ρm Taylor rule: persistence of interest rates 0.95

ϕπ Taylor rule: reaction to inflation 2.15

Table A4: Estimated parameters

σψ̂ σξ̃ σa σm ϱa,a∗ ϱm,m∗ κ ϕe

No financial shocks, ψ̂t ≡ 0 in (18)
IRBC — 12 7.7 — 0.27 — 11 13.5
IRBC+ — 12 6.4 — 0.21 — 7 2.2
NKOE — 12 — 0.63 — 0.30 22 5

Exogenous financial shocks, ψ̂t in (18)
IRBC 0.49 12 1.46 — 0.29 — 13 14
IRBC+ 0.48 12 1.24 — 0.39 — 7 3.5
NKOE 0.47 12 — 0.18 — 0.48 20 3.5

Segmented financial markets, ψ̂t given by (23)†

IRBC 0.49 12 1.46 — 0.29 — 13 0.85
IRBC+ 0.48 12 1.24 — 0.39 — 7 0.18
NKOE 0.47 12 — 0.18 — 0.48 20 0.35

Robustness
Alt. χ1(σ

2
e) 0.48 12 1.24 — 0.39 — 7 0.38

DCP 0.49 12 1.52 — 0.35 — 9 0.25
UK openness 0.56 12 1.56 — 0.26 — 6 0.23

Note: In all calibrations, shocks are normalized to obtain σe,float = std(∆et) = 10% under the float; parameter ϕe
in the Taylor rule is calibrated to generate eightfold reduction in std(∆et) under the peg, to σe,peg = 1.25%.
Relative volatility of productivity (monetary) shocks is calibrated to match corr(∆qt,∆ct−∆c∗t ) = −0.2 under
the float; cross-country correlation ϱa,a∗ (ϱm,m∗ ) matches corr(∆gdpt,∆gdp∗t ) = 0.3 under the float. Capital
adjustment parameter κ ensures that std(∆invt)

std(∆gdpt)
= 2.5 under the float. The moments are calculated by simulating

the model for T = 100,000 quarters.
†In segmented market models: σψ̂ = χ1σψ = ωσ2

eσψ under the float. Note that ω and σψ are not separately
identified, and ωσψ = σψ̂/σ

2
e,float, where σe,float = 0.1. Parameter χ2 = 0.001 under the float. Both σψ̂ and χ2

are reduced σ2
e,float/σ

2
e,peg = 82 times under the peg. See footnote 32 in the paper.
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Table A6: Variance decomposition (%)

peg float

ψ ξ̃ a orm ψ ξ̃ a orm

Real exchange rate, var(∆qt)
IRBC 0 48 52 82 11 7
IRBC+ 0 40 60 90 7 4
NKOE 0 40 60 88 7 5

Consumption, var(∆ct)
IRBC 0 1 99 10 1 89
IRBC+ 0 16 84 4 0 95
NKOE 0 30 70 6 0 94

Note: This table shows a variance decomposition of the real exchange rate and consumption into contribution
shares (in %) of various shocks in three model specifications with endogenous financial shocks under the
two exchange rate regimes (see Table 1 in the text). IRBC and IRBC+ specifications feature productivity
shocks (at, a∗t ) and NKOE specification features monetary shocks (εmt , εm∗

t ).
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Figure A1: Macroeconomic volatility: alternative breakpoints at 1971:08 and 1980:01

(a) Exchange rates, ∆et and∆qt (b) Relative inflation, πt − π∗
t

(c) Relative consumption, ∆ct −∆c∗t (d) Relative GDP,∆gdpt −∆gdp∗t

Note: as in Figure 3, annualized standard deviations for the U.S. against the RoW, estimated as triangular moving
averages with a window over 18 months (panels a, b) or 10 quarters (panels c, d) before and after, treating 1971:08
and 1980:01 as the end points for the three regimes; the dashed lines correspond to average standard deviations
within each interval.
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Figure A2: Macroeconomic volatility over time: GDP and net exports

(a) GDP, ∆gdpt (b) Net exports,∆nxt

(c) Relative GDP,∆gdpt −∆gdp∗t (d) Net exports, ∆nxt

Note: see notes to Figure 3 for upper panels (moving average standard deviations, in log points) and notes to
Figure 4 for lower panels (ratio of standard deviations float/peg).

Figure A3: Volatility ratio float/peg for financial variables

(a) Relative interest rates, it − i∗t (b) Relative stock market returns, rst − rs∗t

Note: see notes to Figure 4.
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Figure A4: Correlations of exchange rates and prices over time

(a) corr(∆qt,∆et) (b) corr(•,∆πt −∆π∗
t ) for ∆et and∆qt

Note: triangular moving average correlations estimated with a window over 18 months before and after, treating
1973:01 as the end point for the two regimes; the dashed lines in the left panel correspond to average values
under the two regimes.

Figure A5: The real exchange rate and the trade balance

(a) Data

(b) Model: peg (c) Model: float

Note: panel (a) extends the figure from Alessandria and Choi (2021) using annual data for the U.S., while panels
(b) and (c) show the series simulated from the IRBC+ version of the model with endogenous financial shocks
under the two exchange rate regimes. See Table 1 and Appendix Table A5 for the moments of nxt and qt.
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Figure A6: Volatility of official foreign reserves-to-GDP ratio
(a) Aggregate moving average (b) Individual countries, post/pre-1973 ratio

Note: std
(
∆ FXt

GDPt

)
, using quarterly data on official foreign reserves from IMF IFS database, constructed as in

Figures 3 and 4.

Figure A7: Covariance of the nominal exchange rate

Note: Triangular moving average covariances of the nominal exchange rate changes with itself (i.e., the variance)
and with the representative-agent stochastic discount factor (σ∆ct+∆pt for σ = 2), treating 1973:01 as the end
point for the two regimes; quarterly data.
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Figure A8: Impulse response functions

quarters
Note: Impulse responses of qt, ct−c∗t and zt = σ(ct−c∗t )−qt (columns) to shocks ãt = at−a∗t , ξ̃t = ξt−ξ∗t and
exogenous ψ̂t (rows) under (1) flexible prices (independent of monetary regime), (2) peg (independently of PCP
or LCP), (3) PCP-float and (4) LPC-float, in ‘conventional’ models under the Cole-Obstfeld parameter restriction.
Note that the impulse responses of qt and ct−c∗t change with both the supply side (flex prices vs PCP vs LCP) and
the monetary policy regime (peg vs float), however, the IRF of zt does not depend on these details of equilibrium
environment, and hence the unconditional statistical properties of zt also do not depend on the monetary regime,
illustrating Proposition 1. We use a simplified version of the calibrated model (as described in Tables A3 and A4
for the IRBC+ model with exogenous financial shocks), with σ = θ = 1 and ϕ = ϑ = λw = 0.
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Figure A9: Impulse responses: float vs. peg

(a) IRF of et to ψt (b) IRF of et to at − a∗t

(c) IRF of ct − c∗t to ψt (d) IRF of ct − c∗t to at − a∗t

(e) IRF of it − i∗t to ψt (f) IRF of it − i∗t to at − a∗t

Note: The figure shows the impulse responses of nominal exchange rate, relative consumption, and relative nom-
inal interest rates to a one standard deviation noise-trader currency demand shock ψt and relative productivity
shock at−a∗t under the two exchange rate regimes in the IRBC+ quantitativemodel with segmented assetmarkets
and with exogenous financial shocks (see Table 1). The impulse responses are the same in the two models under
the floating regime (see Section 6), but differ markedly under the peg: financial shocks ψt are transmitted into
the interest rate and consumption by monetary rule that stabilizes the nominal exchange rate in the conventional
model with exogenous UIP shocks, which in turn are endogenously muted in themodel with segmentedmarkets.
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A.2 Data
Quarterly data for FX reserves andmonthly data for nominal exchange rates, consumer prices, discount
interest rates and stock market returns come from the IFM IFS database (IFS 2024), while monthly data
for stock market prices and quarterly data for GDP, consumption, imports and exports are from the
OECD database (OECD 2024). Additional data on interest rates is from GFD (2024) and CEIC (2024).
See further details about the data in the README supplement. Our analysis focuses on the “convertible
phase” of the Bretton Woods period from 1960 to 1973 and the period of floating from 1973 to 1990,
where the end date is chosen to keep the length of the two periods comparable and to exclude the Great
Moderation of the 1990s. Before estimating empirical moments, we use extrapolation to replace missing
data in the raw series and the following two outliers: (1) civil unrests in France inMay-June 1968, which
led to over a 20% fall in production and (2) missing values of GDP, imports and exports for Canada in
1960. The outliers in stock returns and changes in interest rates are eliminated using winsorization. We
compute first differences of net exports normalized by total trade and log first differences of all other
variables, and annualize the log changes by multiplying the quarterly series by

√
4 and the monthly

series by
√
12. The series for France, Germany, Italy, Japan, Spain and the U.K. are aggregated into the

RoW variables using the average PPP-adjusted GDP shares in 1960–1990 as weights.

A.3 Full Quantitative Model
This section provides a complete description of the general modeling framework. For simplicity, we
focus on home households and firms with the understanding that the problems of foreign agents are
symmetric.

Households A representative home household maximizes the expected utility:

E0

∞∑
t=0

βt
(

1

1− σ
C1−σ
t − 1

1 + 1/ν
L
1+1/ν
t

)
, (A1)

where ν ≡ 1/φ is the Frisch elasticity, subject to the flow budget constraint:

PtCt + PtIt +
Bt+1

Rt
≤WtLt +RKt Kt +Bt +Πt, (A2)

where RKt is the nominal rental rate of capital and It is the gross investment into the domestic capital
stock Kt, which accumulates according to a standard rule with depreciation δ and quadratic capital
adjustment costs:

Kt+1 = (1− δ)Kt +
[
It −

κ

2

(∆Kt+1)
2

Kt

]
. (A3)

The domestic households allocate theirwithin-period consumption expenditurePtCt between home
and foreign varieties of the goods

PtCt = PHtCHt + PFtCFt =

∫ 1

0

[
PHt(i)CHt(i) + PFt(i)CFt(i)

]
di (A4)

to minimize expenditure on aggregate consumption, defined implicitly by a Kimball (1995) aggregator:∫ 1

0

[
(1− γ)e−γξtg

(
CHt(i)

(1− γ)e−γξtCt

)
+ γe(1−γ)ξtg

(
CFt(i)

γe(1−γ)ξtCt

)]
di = 1, (A5)

where the aggregator function g(·) in (A5) satisfies: g′(·) > 0, g′′(·) < 0 and −g′′(1) ∈ (0, 1), and two
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normalizations: g(1) = g′(1) = 1. The solution to the optimal expenditure allocation results in the
following homothetic demand schedules:

CHt(i) = (1− γ)e−γξth

(
PHt(i)

Pt

)
Ct and CFt(j) = γe(1−γ)ξth

(
PFt(j)

Pt

)
Ct, (A6)

where h(·) = g′−1(·) > 0 and satisfies h(1) = 1 and h′(·) < 0. The function h(·) controls the curvature
of the demand schedule, and we denote its point elasticity with θ ≡ −∂ log h(x)

∂ log x

∣∣
x=1

= −h′(1) > 1. The
consumer price level Pt and the auxiliary variable Pt in (A6) are two alternative measures of average
prices in the home market (different by a second-order term in cross-sectional price dispersion), which
are defined implicitly by (A4) and (A5) after substituting in the demand schedules (A6). The taste shock
ξt in (A5) is defined such that it has no first-order effects on the consumer prices level Pt.

The CES demand is nested as a special case of the Kimball aggregator (A5) with g(z) = 1 +
θ
θ−1

(
z1−1/θ − 1

)
, resulting in the demand schedule h(x) = x−θ and price index:

Pt = Pt =
[∫ 1

0

(
(1− γ)e−γξtPHt(i)

1−θ + γe(1−γ)ξtPFt(i)
1−θ
)
di

]1/(1−θ)
.

The import price index is defined conventionally as PFt =
( ∫ 1

0 PFt(i)
1−θdi

)1/(1−θ), and aggregate
imports are given by PFtCFt =

∫ 1
0 PFt(i)CFt(i)di = γe(1−γ)ξt(PFt/Pt)

1−θPtCt, with a correspond-
ing generalization under the Kimball aggregate. With a symmetric expression for aggregate exports,
P ∗
HtC

∗
Ht = γe(1−γ)ξ

∗
t (P ∗

Ht/P
∗
t )

1−θP ∗
t C

∗
t , we can express net exports as:

NXt = EtP ∗
HtC

∗
Ht − PFtCFt = PFtCFt

[
e−(1−γ)ξ̃t Et(P

∗
Ht)

1−θ(P ∗
t )
θ

P 1−θ
F t P θt

C∗
t

Ct
− 1

]
,

where ξ̃t ≡ ξt − ξ∗t . Using the definition of Qt and St, we obtain (15) in the text.

International risk-sharing condition Home Euler equations for (A1)–(A3) are given by:

βRtEt

{(
Ct+1

Ct

)−σ Pt
Pt+1

}
= 1,

1 + κ
∆Kt+1

Kt
= βEt

{(
Ct+1

Ct

)−σ
[
RKt+1 + (1− δ) + κ

∆Kt+2

Kt+1
+
κ

2

(
∆Kt+2

Kt+1

)2
]}

.

In the more general setup of (3)–(4) in the text, the Euler equations are given by:

βEt

{(
Ct+1

Ct

)−σ Pt
Pt+1

e−ζt+1Dj
t+1

Θj
t

}
= 1 ∀j ∈ Jt,

where ζjt+1 is the tax, and we denote by Rj
t+1 =

Dj
t+1/Θ

j
t

Pt+1/Pt
the pre-tax real return on asset j. Then the

foreign Euler equations can be written as:

βEt

{(
C∗
t+1

C∗
t

)−σ P ∗
t

P ∗
t+1

e−ζ
∗
t+1Dj

t+1/Et+1

Θj
t/Et

}
= 1 ∀j ∈ J∗

t ,
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and we denote with Rj∗
t+1 = Rj

t+1
Qt

Qt+1
=

Dj
t+1/Et+1

Θj
t/Et

1
P ∗
t+1/P

∗
t
the pre-tax foreign real return on asset j.

Using the expression forRj
t+1 and subtracting the home Euler equation from the foreign one for assets

j ∈ Jt ∩ J∗
t results in the risk-sharing condition (16).

Production Home output is produced according to a Cobb-Douglas technology in labor Lt, capital
Kt and intermediate inputs Xt:

Yt =
(
eatKϑ

t L
1−ϑ
t

)1−ϕ
Xϕ
t , (A7)

where ϑ is the elasticity of the value added with respect to capital and ϕ is the elasticity of output with
respect to intermediates. Intermediates (as well as investment goods) are the same bundle of home and
foreign varieties as the final consumption bundle (A5). The marginal cost of production is thus:

MCt =
1
ϖ

[
e−at(RKt )ϑW 1−ϑ

t

]1−ϕ
P ϕt , where ϖ ≡ ϕϕ

[
(1− ϕ)ϑϑ(1− ϑ)1−ϑ

]1−ϕ
, (A8)

where RKt = (1− ϕ)ϑYt/Kt is the marginal product of capital andWt is the wage rate that clears the
labor market (see below). The aggregate value-added productivity follows an AR(1) process in logs:

at = ρaat−1 + σaε
a
t , εat ∼ iid(0, 1), (A9)

where ρa ∈ [0, 1] is the persistence parameter and σa ≥ 0 is the volatility of the innovation.

Profits and price setting The firm maximizes profits from serving the home and foreign markets:

E0

∑∞

t=0
MtΠt(i), where Πt(i) = (PHt(i)−MCt)YHt(i) + (P ∗

Ht(i)Et −MCt)Y
∗
Ht(i), (A10)

where Mt ≡ βt
C−σ

t
Pt

is the nominal present-value stochastic discount factor. In the absence of nomi-
nal frictions, profit maximization results in the markup pricing rules, with a common price across all
domestic firms i ∈ [0, 1] in a given destination market and expressed in the destination currency:

PHt(i) = PHt = µ

(
PHt
Pt

)
·MCt and P ∗

Ht(i) = P ∗
Ht = µ

(
P ∗
Ht

P∗
t

)
· MCt

Et
, (A11)

where µ(x) ≡ θ̃(x)

θ̃(x)−1
is the markup function (with µ′(·) ≤ 0) and θ̃(x) = −∂ log h(x)

∂ log x is the elasticity
schedule for the demand curve in (A6).

Nominal rigidities We introduce Calvo sticky prices and wages in a conventional way (see e.g. Galí
2008). Denote with ϵ the elasticity of substitution between varieties of labor, and let λp and λw be
the Calvo probability of price and wage non-adjustment. Then the resulting New Keynesian Phillips
Curves (NKPC) for nominal-wage and domestic-prices inflation can be written respectively as:

πwt = kw

[
σct +

1

ν
ℓt + pt − wt

]
+ βEtπwt+1, where kw =

(1− βλw) (1− λw)

λw (1 + ϵ/ν)
,

πHt = kp

[
(1− α)mct + αpt − pHt

]
+ βEtπHt+1, where kp =

(1− βλp) (1− λp)

λp
,

where α ∈ [0, 1) is the strategic complementarity elasticity defined by α = −µ′(x)
1−µ′(x)

∣∣∣
x=1

, and (1−α) =
1

1−µ′(x)

∣∣∣
x=1

is the cost pass-through elasticity (under flexible prices), and µ′(·) is the elasticity of the
markup function in (A11). The NKPC for export prices depends on the currency of invoicing and is
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given by:

π∗Ht = kp

[
(1− α)(mct − et) + αp∗t − p∗Ht

]
+ βEtπ∗Ht+1, under LCP,

(π∗Ht +∆et) = kp

[
(1− α)mct + α(p∗t + et)− (p∗Ht + et)

]
+ βEt

(
π∗Ht+1 +∆et+1

)
, under PCP.

Note that the DCP case with all international trade invoiced in foreign currency can be expressed as a
mix of the two other regimes — home exporters use LCP and foreign exporters use PCP.

Good and factormarket clearing The labor market clearing requires thatLt equals simultaneously
the labor supply of the households and the labor demand of the firms, and equivalently forL∗

t in foreign.
Similarly, equilibrium in the capital market requires thatKt (andK∗

t ) equals simultaneously the capital
supply of the households and the capital demand of the local firms. Goods market clearing requires
that the total production by the home firms is split between supply to the home and foreign markets
respectively, Yt = YHt + Y ∗

Ht, and satisfies the local demand in each market for the final, intermediate
and capital goods:

YHt = CHt +XHt + IHt = (1− γ)h

(
PHt
Pt

)[
Ct +Xt + It

]
, (A12)

Y ∗
Ht = C∗

Ht +X∗
Ht + I∗Ht = γh

(
P ∗
Ht

P∗
t

)[
C∗
t +X∗

t + I∗t
]
. (A13)

Lastly, we combine the household budget constraint (A2) with profits (A10), aggregated across all home
firms, as well as the market clearing conditions above to obtain the home country budget constraint:

Bt+1

Rt
−Bt = NXt with NXt = EtP ∗

HtY
∗
Ht − PFtYFt, (A14)

where NXt denotes net exports expressed in units of the home currency.

A.4 Proof of Proposition 1
This proposition follows from the dynamic system (18)–(19), which transforms the risk-sharing con-
dition (16) and the flow budget constraint (14)–(15) by defining the residual terms ψ̂t and ξ̂t. Define
zt ≡ σ(ct − ct) − qt. The Cole-Obstfeld parameter restriction σ = θ = 1 implies θ̂ = θ = 1.40 In this
case, (14)–(15) result in βbt+1 − bt = γ

[
− zt − (1 − γ)ξ̂t

]
with ξ̂t = ξ̃t up to higher order terms,

which is a special case of (19). Iterating this condition forward and using the no-bubble condition
limj→∞ βjbt+j = 0, we obtain

γ

∞∑
j=0

βjzt+j = bt − γ(1− γ)

∞∑
j=0

βj ξ̂t+j .

Condition (18), in turn, results in a martingale property Et∆zt+1 = ψ̂t, or equivalently

Etzt+j = zt +

j−1∑
ℓ=0

Etψ̂t+ℓ for any j > 0.

40Note that a weaker parameter restriction σθ̂ = 1 is a sufficient requirement for Proposition 1.
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Combining the two expressions, we obtain:

zt =
1− β

γ
bt −

∞∑
j=0

βjEt
{
βψ̂t+j + (1− β)(1− γ)ξ̂t+j

}
.

Substituting into (19), we solve for∆bt+1 and∆zt+1, yielding:

β

γ
∆bt+1 = (1− γ)ξ̂t +

∞∑
j=0

βjEt
{
βψ̂t+j + (1− β)(1− γ)ξ̂t+j

}
, (A15)

∆zt+1 =
1− β

β

[
(1− γ)ξ̂t +

∞∑
j=0

βjEt
{
βψ̂t+j + (1− β)(1− γ)ξ̂t+j

}]
(A16)

−
∞∑
j=0

βj(Et+1 − Et)
{
βψ̂t+1+j + (1− β)(1− γ)ξ̂t+1+j

}
which only depends on the path of {ψ̂t, ξ̂t}t. Therefore, in conventional models according to Defini-
tion 1, the properties of∆zt do not depend on the monetary policy or exchange rate regime.

The cases of complete markets and financial autarky need to be considered separately. In the case of
completemarkets, we have from (17) that∆zt = −ζ̃t+1, where ζ̃t+1 is a component of ψ̂t corresponding
to the relative exogenous risk-sharing wedges. In the case of financial autarky, we have nxt = 0, which
from derivation above implies zt = −(1 − γ)ξ̂t. Therefore, the result of Proposition 1 applies as well
in these two limiting cases. ■

A.5 Segmented Financial Market: Proof of Lemma 1
The structure of the financial markets is as described in Section 5, and we generalize it to allow for
mass m of intermediaries and mass n of noise traders, instead of unit masses. Specifically, we now
have N∗

t+1 = nψt in (21) and D∗
t+1 = md∗t+1, where d∗t+1 denotes the position of a representative

arbitrageur which solves (22).
The proof of Lemma 1 follows two steps. First, it characterizes the solution to the portfolio prob-

lem (22) of the arbitrageurs to derive their policy function (24). Second, it combines this solution with
the financial market clearing (20) to derive the equilibrium condition (25).

(a) Portfolio choice: The solution to the portfolio choice problem (22) when the time periods are short
is given by:

d∗t+1

P ∗
t

= −
it − i∗t − Et∆et+1 +

1
2σ

2
e + σeπ∗

ωσ2e
, (A17)

where it − i∗t ≡ log(Rt/R
∗
t ), σ

2
e ≡ vart(∆et+1) and σeπ∗ = covt(∆et+1,∆p

∗
t+1).

Proof: The proof follows Campbell and Viceira (2002, Chapter 3 and Appendix 2.1.1). Consider
the objective of the arbitrageur’s problem (22) and rewrite it as:

max
d∗t+1

Et
{
− 1

ω
exp

(
−ω
(
1− ex

∗
t+1
)
e−π

∗
t+1

d∗t+1

P ∗
t

)}
, (A18)
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where we used the definition of R̃∗
t+1 = R∗

t −Rt
Et

Et+1
and the following algebraic manipulation:

R̃∗
t+1

P ∗
t+1

d∗t+1

R∗
t

=
R̃∗
t+1/R

∗
t

P ∗
t+1/P

∗
t

d∗t+1

P ∗
t

=
1− Rt

R∗
t

Et
Et+1

eπ
∗
t+1

d∗t+1

P ∗
t

=
(
1− ex

∗
t+1

)
e−π

∗
t+1

d∗t+1

P ∗
t

and defined the log Carry trade return and foreign inflation rate as

x∗t+1 ≡ it − i∗t −∆et+1 = log(Rt/R
∗
t )−∆ log Et+1 and π∗t+1 ≡ ∆ logP ∗

t+1.

When time periods are short, (x∗t+1, π
∗
t+1) correspond to the increments of a vector normal dif-

fusion process (dX ∗
t , dP∗

t ) with time-varying drift µt and time-invariant conditional variance
matrix σ: (

dX ∗
t

dP∗
t

)
= µtdt+ σdWt, (A19)

where Wt is a standard two-dimensional Brownian motion. Indeed, as we show below, in equi-
librium x∗t+1 and π∗t+1 follow stationary linear stochastic processes (ARMAs) with correlated
innovations, and therefore

(x∗t+1, π
∗
t+1)

∣∣ It ∼ N (µt,σ
2),

where It is the information set at time t, and the drift and variance matrixes are given by:

µt = Et
(
x∗t+1

π∗t+1

)
=

(
it − i∗t − Et∆et+1

Etπ∗t+1

)
and σ2 = vart

(
x∗t+1

π∗t+1

)
=

(
σ2e −σeπ∗

−σeπ∗ σ2π∗

)
,

where σ2e ≡ vart(∆et+1), σ2π∗ ≡ vart(∆p
∗
t+1) and σeπ∗ ≡ covt(∆et+1,∆p

∗
t+1) are time-

invariant (annualized) conditional second moments. Following Campbell and Viceira (2002), we
treat (x∗t+1, π

∗
t+1) as discrete-interval differences of the continuous process, (X ∗

t+1 −X ∗
t ,P∗

t+1 − P∗
t ).

With short time periods, the solution to (A18) is equivalent to

max
d∗

Et
{
− 1

ω
exp

(
−ω
(
1− edX

∗
t
)
e−dP∗

t
d∗

P ∗
t

)}
, (A20)

where (dX ∗
t , dP∗

t ) follow (A19). Using Ito’s Lemma, we rewrite the objective as:

Et
{
− 1

ω
exp

(
−ω
(
− dX ∗

t − 1
2(dX

∗
t )

2
)(

1− dP∗
t +

1
2(dP

∗
t )

2
) d∗
P ∗
t

)}
= Et

{
− 1

ω
exp

(
−ω
(
− dX ∗

t − 1
2(dX

∗
t )

2 + dX ∗
t dP∗

t

) d∗
P ∗
t

)}
= − 1

ω
exp

([
ω
(
µ1,t +

1
2σ

2
e + σeπ∗

) d∗
P ∗
t

+
ω2σ2e
2

(
d∗

P ∗
t

)2
]
dt

)
,

where the last line uses the facts that (dX ∗
t )

2 = σ2edt and dX ∗
t dP∗

t = −σeπ∗dt, as well as the
property of the expectation of an exponent of a normally distributed random variable; µ1,t de-
notes the first component of the drift vector µt. Therefore, maximization in (A20) is equiva-
lent to:

max
d∗

{
−ω
(
µ1,t +

1
2σ

2
e + σeπ∗

) d∗
P ∗
t

− 1
2ω

2σ2e

(
d∗

P ∗
t

)2
}

w/solution
d∗

P ∗
t

= −
µ1,t +

1
2σ

2
e + σeπ∗

ωσ2e
.
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This is the portfolio choice equation (A17), which obtains under CARA utility in the limit of short
time periods, but note it is also equivalent to the exact solution under mean-variance preferences.
The extra terms in the numerator correspond to Jensen’s Inequality corrections to the expected
real log return on the carry trade. Assuming σ → 0, yet ω → ∞ such that ωσ2e stays bounded
away from zero, this solution converges to the policy function in (24), as we discuss below ■

(b) Equilibrium condition: To derive the modified UIP condition (25), we combine the portfo-
lio choice solution (A17) with the market clearing condition (20) and the noise-trader currency
demand N∗

t+1 = nψt to obtain:

B∗
t+1 + P ∗

t nψt −mP ∗
t

it − i∗t − Et∆et+1 +
1
2σ

2
e + σeπ∗

ωσ2e
= 0. (A21)

The market clearing conditions in (20) together with the fact that both intermediaries and noise
traders take zero capital positions, that is Dt+1+Nt+1

Rt
= −Et

D∗
t+1+N

∗
t+1

R∗
t

. This results in the equi-

librium balance between home and foreign household asset positions, Bt+1

Rt
= −Et

B∗
t+1

R∗
t
. There-

fore, we can rewrite (A21) as:

it − i∗t − Et∆et+1 +
1
2σ

2
e + σeπ∗

ωσ2e/m
= nψt −

R∗
t

Rt

Yt
Qt

Bt+1

PtYt
,

where we normalized net foreign assets by nominal output PtYt and used the definition of the
real exchange rateQt in (8). We next log-linearize this equilibrium condition around a symmetric
equilibrium with R̄ = R̄∗ = 1/β, B̄ = B̄∗ = 0, Q = 1, and some Ȳ and P̄ = P̄ ∗. As shocks
become small, the (co)variances σ2e and σeπ∗ become second order and drop out from the log-
linearization. We adopt the asymptotics in which as σ2e shrinks, ω/m increases proportionally
leaving the risk premium term ωσ2e/m constant, finite and separated from zero in the limit.41 As
a result, the log-linearized equilibrium condition is:

1

ωσ2e/m

(
it − i∗t − Et∆et+1

)
= nψt − βȲ bt+1, (A22)

where bt+1 = R̄
P̄ Ȳ

Bt+1 = − R̄∗

P̄ Ȳ
B∗
t+1. After rearranging, this yields the modified UIP condi-

tion (25), completing the proof of the lemma. ■

Income and losses in the financial market Consider the income and losses of the non-household
participants in the financial market — the intermediaries and the noise traders:

D∗
t+1 +N∗

t+1

R∗
t

R̃∗
t+1 =

(
md∗t+1 + nψt

) (
1− ext+1

)
,

41Note that σ2
e/m is the quantity of risk per intermediary and ω is their aversion to risk; alternatively, ω/m

can be viewed as the effective risk aversion of the whole sector of intermediaries who jointly hold all exchange
rate risk. Our approach follows Hansen and Sargent (2011) and Hansen and Miao (2018), who consider the
continuous-time limit in the models with ambiguity aversion. The economic rationale of this asymptotics is not
that second moments are zero and effective risk aversion ω/m is infinite, but rather that risk premia terms, which
are proportional to ωσ2

e/m, are finite and nonzero. Indeed, the first-order dynamics of the equilibrium system
result in well-defined second moments of the variables, including σ2

e , as in Devereux and Sutherland (2011) and
Tille and van Wincoop (2010). An important difference of our solution concept is that it allows for a non-zero
first-order component of the return differential, namely a non-zero expected Carry trade return. We characterize
the equilibrium σ2

e below in Appendix A.6.
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where we used the definition of R̃∗
t+1 and the log Carry trade return xt+1 ≡ it − i∗t − Et∆et+1 =

log(Rt/R
∗
t ) −∆ log Et+1. Using the same steps as in the proof of Lemma 1, we can approximate this

income as: (
−mEtxt+1

ωσ2e
+ nψt

)(
− xt+1

)
= −βȲ bt+1xt+1,

where the equality uses (A22). Therefore, while the UIP deviations (realized xt+1 and expected Etxt+1)
are first order, the income and losses in the financialmarkets are only second order, as bt+1 = Bt+1/(βP̄ Ȳ )
is first order around B̄ = 0. Intuitively, the income and losses in the financial market are equal to the
realized UIP deviation times the gross portfolio position — while both are first order, their product is
second order, and hence negligible from the point of view of the country budget constraint.

A.6 Derivations and Proofs for Section 5
In order to prove Propositions 2 and 3, we first derive the equilibrium system and solve for the equi-
librium exchange rate process. A lot of the derivations build on Itskhoki and Mukhin (2021) and we
refer the reader to that paper for a more detailed description of the equilibrium conditions and log-
linearization of the equilibrium system around a symmetric steady state.

Market clearing First, we derive (26). We combine together the linearized goods market clearing,
yt = (1 − γ)cHt + γc∗Ht, with home and foreign demand for the home good in (6)–(7), which in the
absence of taste shocks (ξt, ξ∗t ) can be written as:

cHt = −θ(pHt − pt) + ct and c∗Ht = −θ(p∗Ht − p∗t ) + c∗t .

From the definitions of the price index, we obtain pt = (1−γ)pHt+γpFt and p∗t = (1−γ)p∗Ft+γp∗Ht,
and therefore:

pHt − pt = γ(pHt − pFt) = −γst and p∗Ht − p∗t = (1− γ)(p∗Ht − p∗Ft) = −(1− γ)st,

where, due to the law of one price (pHt = p∗Ht + et and pFt = p∗Ft + et), the terms of trade are:

st = pFt − p∗Ht − et = (p∗t + et − pt)/(1− 2γ) = qt/(1− 2γ).

Substituting these expressions into the market clearing results in:

yt =
2θγ(1− γ)

1− 2γ
qt + (1− γ)ct + γc∗t ,

which equalizes aggregate supply and aggregate demand for the home good. Combining it together
with the foreign counterpart, we have:

yt − y∗t =
2γ

1− 2γ
2θ(1− γ)qt + (1− 2γ)(ct − c∗t ), (A23)

where the term with the real exchange rate is the expenditure switching term. Equations (A23) char-
acterizes the locus of (relative) output and consumption combinations which clear the product market
(for home and foreign goods).

The second step is to use the labor market clearing condition to solve out aggregate output. Labor
market clears when ℓt satisfies simultaneously the household labor supply, σct + 1

ν ℓt = wt − pt, and
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the firm labor demand given by the production function, yt = at + ℓt, which together result in:

yt + σνct = ν(wt − pt) + at.

Combining this with its foreign counterpart, we have:

(yt − y∗t ) + σν(ct − c∗t ) = ν(qt − qWt ) + (at − a∗t ) = − 2γν

1− 2γ
qt + (1 + ν)(at − a∗t ), (A24)

where qWt = w∗
t + et −wt is the wage-based real exchange rate and we used the relationship between

qt = (1 − 2γ)[qWt + (at − a∗t )].42 Equation (A24) characterizes the locus of output and consumption
combinations which clear the labor market. Combined together with (A23), the two conditions char-
acterize the general labor and product market clearing, which we rewrite in the relative consumption
and real exchange rate space as:

(1− 2γ + σν)(ct − c∗t ) = − 2γ

1− 2γ
[2θ(1− γ) + ν] qt + (1 + ν)(at − a∗t ),

which is equivalent to (26) in the text after noting that φ = 1/ν is the inverse Frisch elasticity.

Equilibrium exchange rate process We next use (26) to solve out relative consumption, ct − c∗t ,
from the dynamic system (19) and (23), which results in two equations in (qt, bt):43

−(1 + γσκq)Et∆qt+1 = −σκaEt∆ãt+1 + χ1ψt − χ2bt+1,

βbt+1 − bt = γ[(θ̂ + γκq)qt − κaãt],

where ãt ≡ at − a∗t and Et∆ãt+1 = −(1− ρ)ãt as (at, a∗t ) follow AR(1)s with persistence ρ.
We next rewrite this dynamic system in matrix form:(

1 −χ̂2

0 1

)(
Etqt+1

b̂t+1

)
=

(
1 0
1 1/β

)(
qt
b̂t

)
−
(
χ̂1 (1− ρ)k
0 1

)(
ψt
ât

)
,

where for brevity we make the following substitution of variables:

b̂t ≡
β

γ(θ̂ + γκq)
bt, ât ≡

κa

θ̂ + γκq
ãt, (A25)

χ̂1 ≡
χ1

1 + γσκq
, χ̂2 ≡

γ(θ̂ + γκq)

β(1 + γσκq)
χ2, k ≡ σ(θ̂ + γκq)

1 + γσκq
.

42Under constant-markup pricing, the linearized pricing equations are pHt = wt−at and pFt = w∗
t +et−a∗t ,

so that pt = (1 − γ)(wt − at) + γ(w∗
t + et − a∗t ). Together with the foreign counterpart, it results in the

relationship between qt and qWt in the text. See Itskhoki and Mukhin (2021) and Itskhoki (2021) for derivations
of these relationships in a more general model with variable markups, pricing to market and Balassa-Samuelson
terms.

43Recall that NXt

GDP = γ[θqt + (θ − 1)st − (ct − c∗t )] in the absence of taste shocks, ξt = ξ∗t = 0, and since
st = qt/(1−2γ) as derived above, we have NXt

GDP = γ[θ̂qt− (ct− c∗t )]with θ̂ = θ+ θ−1
1−2γ = 2θ(1−γ)−1

1−2γ , as stated
in the text.
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Diagonalizing the dynamic system, we have:

Etxt+1 = Bxt − C

(
ψt
ât

)
, where B ≡

(
1 + χ̂2 χ̂2/β

1 1/β

)
, C ≡

(
χ̂1 (1− ρ)k + χ̂2

0 1

)
,

and we denoted xt ≡ (qt, b̂t)
′. The eigenvalues of B are:

µ1,2 =
(1 + χ̂2 + 1/β)∓

√
(1 + χ̂2 + 1/β)2 − 4/β

2/β
such that 0 < µ1 ≤ 1 <

1

β
≤ µ2,

and µ1 + µ2 = 1 + χ̂2 + 1/β and µ1 · µ2 = 1/β. Note that when χ2 = 0, and hence χ̂2 = 0, the two
roots are simply µ1 = 1 and µ2 = 1/β.

The left eigenvalue associated with µ2 > 1 is v = (1, 1/β − µ1), such that vB = µ2v. Therefore,
we can pre-multiply the dynamic system by v and rearrange to obtain:

vxt =
1

µ2
Et{vxt+1}+

1

µ2
χ̂1ψt +

[
(1− ρ)k + χ̂2

µ2
+

1/β − µ1
µ2

]
ât.

Using the facts that χ̂2+1/β−µ1 = µ2−1 and 1/µ2 = βµ1, we solve this dynamic equation forward
to obtain the equilibrium cointegration relationship:

vxt = qt + (1/β − µ1)b̂t =
βµ1χ̂1

1− βρµ1
ψt +

1− βµ1 + β(1− ρ)kµ1
1− βρµ1

ât. (A26)

Combining this with the second dynamic equation for b̂t+1, we solve for:

b̂t+1 − µ1b̂t =

=vxt︷ ︸︸ ︷
qt +

(
1
β − µ1

)
b̂t−ât =

βµ1χ̂1

1− βρµ1
ψt +

β(1− ρ)(k − 1)µ1
1− βρµ1

ât, (A27)

Note that b̂t+1 in (A27) follows a stationary AR(2) with roots ρ and µ1.
Finally, we apply the lag operator (1− µ1L) to (A26) and use (A27) to solve for:

(1− µ1L)qt = (1− β−1L)

[
βµ1χ̂1

1− βρµ1
ψt +

β(1− ρ)(k − 1)µ1
1− βρµ1

ât

]
+ (1− µ1L)ât

= (1− β−1L)

[
βµ1χ̂1

1− βρµ1
ψt +

β(1− ρ)µ1
1− βρµ1

kât

]
+

1− βµ1
1− βρµ1

(1− ρµ1L)ât, (A28)

where L is the lag operator such that Lqt = qt−1. Therefore, equilibrium RER qt follows a stationary
ARMA(2,1) with autoregressive roots δ = µ1 and ρ. In the limit χ2 → 0, which implies µ1 → 1, this
process for qt becomes an ARIMA(1,1,1), which nonetheless has impulse responses that are arbitrarily
close to a stationary ARMA(2,1) with a large µ1 ≲ 1.

Furthermore, one can partition the components of qt in (A28) driven by ψt and ãt into two subpro-
cesses qψt and qat such that qt = qψt + qat :

(1− µ1L)q
ψ
t = (1− β−1L)

βµ1χ̂1

1− βρµ1
ψt, (A29)

(1− µ1L)q
a
t =

[
(1− β−1L)

β(1− ρ)µ1
1− βρµ1

k +
1− βµ1
1− βρµ1

(1− ρµ1L)

]
ât. (A30)

Note that:
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(i) as χ1 → 0 (and hence χ̂1 → 0), qψt → 0 and qt = qat ;

(ii) the two components in qat correspond to the effects of productivity shocks on the Euler equation
and the budget constraint respectively, with the former component disappearing in the limit
of persistent shocks ρ → 1, such that the productivity component of the real exchange rate is
simply qat = ât =

κa
θ̂+γκq

ãt, a random walk that does not depend on χ1 or χ2. As a result, in this
case, χ1 → 0 implies qt = qat = ât.

Equilibrium variance of the exchange rate Solution (A28) characterizes the behavior of qt for
given values of χ1 and χ2 (and hence µ1, µ2), which from (25) themselves depend on σ2e = vart(∆et+1).
Under the peg, σ2e = 0 and hence χ1 = χ2 = 0. Under the float, monetary policy stabilizes inflation,
ensuring et = qt, and hence we have σ2e = vart(∆qt+1). We now solve for the equilibrium value of σ2e ,
and thus of (χ1, χ2, µ1, µ2).

Using (A28), we calculate σ2e = vart(∆qt+1) for given χ1 and χ2:

σ2e = vart(∆qt+1) =

(
βµ1χ̂1

1− βρµ1

)2

σ2ψ +

(
β(1−ρ)µ1k+(1−βµ1)

1− βρµ1

)2

σ2a =
χ̂2
1σ

2
ψ +

(
(1−ρ)k+(µ2−1)

)2
σ2a

(µ2 − ρ)2
,

where the second line used the fact that βµ1 = 1/µ2. In addition, recall that:

χ̂1 =
n

1 + γσκq

ωσ2e
m

, χ̂2 ≡
θ̂ + γκq
1 + γσκq

γȲ
ωσ2e
m

and µ2 =
(1 + βχ̂2 + β) +

√
(1 + βχ̂2 + β)2 − 4β

2β
.

We therefore can rewrite the fixed point equation for σ2e > 0 as follows:

F (x, ω̃) =
(
µ2(ω̃x)− ρ

)2
x− b(ω̃x)2 − c = 0, (A31)

where we used the following notation:

x ≡ σ2e ≥ 0, ω̃ =
ω

m
, b ≡

(
n

1 + γσκq

)2

σ2ψ, c ≡
(
(1− ρ)k + (µ2 − 1)

)2
σ2a ≥ 0,

and µ2(·) is a function which gives the equilibrium values of µ2 defined above as a function of ω̃σ2e for
given values of the model parameters. Note that for any given ω̃ > 0:

lim
x→0

F (x, ω̃) = −c ≤ 0,

lim
x→∞

F (x, ω̃)

x3
= lim

x→∞

(
µ2(ω̃x)

x

)2

=

(
βχ̂2

2

σ2e

)
=

(
θ̂ + γκq
1 + γσκq

γȲ ω̃

)2

> 0.

Therefore, by continuity at least one fixed-point F (σ2e , ω̃) = 0 with σ2e ≥ 0 exists, and all such that
σ2e > 0 whenever c > 0 (that is, when σa > 0). One can further show that for large enough σa and
σψ/(1− βρ), the high volatility σ2e > 0 equilibrium is unique (see Figure A10 for illustration).44

Finally, we consider the limit of log-linearization in Lemma 1, where (σa, σψ) =
√
ϵ · (σ̄a, σ̄ψ) =

O(
√
ϵ) as ϵ → 0, where (σ̄a, σ̄ψ) are some fixed numbers. Then in (A31), (b, c) = O(ϵ), as (b, c) are

linear in (σ2a, σ
2
ψ). This implies that for any given fixed point (σ̄2e , ω̄), with F (σ̄2e , ω̄; σ̄2a, σ̄2ψ) = 0, there

44For small σa > 0, there typically exist three equilibria with σ2
e > 0. When σa = 0, there always exists an

equilibrium with σ2
e = χ1,2 = 0 and one or two additional equilibria with σe > 0, provided σψ > 0.
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Figure A10: Equilibrium volatility of the exchange rate, σ2e
Note: the figure plots the implied conditional exchange rate volatility σ2

e = vart(∆et+1) for the corresponding
values of χ̂1(σ

2
e) and χ̂2(σ

2
e) as a function of σ2

e on the x-axis. The intersections with the diagonal 45◦ line
A,B,C are the equilibrium fixed point values of σ2

e . The red dashed line corresponds to the case of no macro
fundamental shocks, σa = 0, featuring an equilibrium with σ2

e = 0, while the other two lines correspond to
σa > 0, and thus feature either three equilibria with σ2

e > 0 (when σa and σψ are small) or a unique high
volatility equilibrium with σ2

e ≫ 0 (when σa and σψ are larger).

exists a sequence of fixed points F (ϵσ̄2e , ω̄/ϵ; ϵσ̄2a, ϵσ̄2ψ) = 0 as ϵ → 0, for which σ2e = ϵσ̄2e = O(ϵ),
ω̃ = ω̄/ϵ = O(1/ϵ) and ω̃σ2e = ω̄σ̄2e = const. To verify this, one can simply divide (A31) by ϵ and note
that, for a given ω̃x, F (x, ω̃) is linear in (x, b, c), which means that the fixed point x scales with (b, c)
provided that ω̃x stays constant. This confirms the conjecture used in the proof of Lemma 1. ■

Proof of Proposition 2 The proof follows directly from results above. First, the existence of equilib-
ria under both the float and the peg follows from the equilibrium exchange rate process (A28) together
with the fixed point argument for σ2e established above. Part (a) of the proposition follows from the
decomposition of qt = qψt + qat in (A29)–(A30), which implies:

var(∆qt) = cov(∆qψt ,∆qt) + cov(∆qat ,∆qt),

with cov(∆qψt ,∆qt) = 0 under the peg as qψt ≡ 0. Thus, it is sufficient to require that cov(∆qψt ,∆qt) ≫
cov(∆qat ,∆qt) under the float, which is the case for a sufficiently large σψ/σa, and thus can be always
guaranteed.

Part (b) of the proposition follows from (26): as γ → 0, ct−c∗t →
1+φ
σ+φ(at−a

∗
t ), independently of the

process for qt and the exchange rate regime. The same applies for output, with yt−y∗t →
1+φ
σ+φ(at−a

∗
t ).

Finally, inflationπt−π∗t ≡ 0 under the float, and under the pegπt−π∗t = −∆qt = −∆qat , with volatility
arbitrary close to zero relative to the volatility of∆qt under the float, as follows from part (a). ■

A.7 Model of a Swiss Peg of 2011–2015
Model We adopt a simple quantitative version of the model in Section 5 to analyze the dynamics
of the Swiss franc during 2000–2020, which features a peg from the end of 2011 till the beginning of
2015. The world consists of two asymmetric economies: Home (Switzerland) is a small economy that
accounts for infinitesimal share of Foreign (Euro Area, EA) consumption and output. There are three
shocks: to output yt− y∗t , preferences ξt− ξ∗t , and currency demand ψt; and two policy instruments —
FXI ft and interest rate it — determine the volatility of the nominal exchange rate σ2e .
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To introduce FXI, we generalize the financial market clearing conditions (20) to additionally fea-
ture official home-currency and FX reserves Ft+1 and F ∗

t+1, respectively. In particular, Ft+1 < 0
corresponds to the home-currency (franc) liabilities issued by the government in exchange for foreign-
currency assets F ∗

t+1 > 0. Following the same steps as in the proof of Lemma 1 in Appendix A.5, we
obtain the following international risk-sharing condition:

Et
{
σ(∆ct+1 −∆c∗t+1)−∆qt+1} = χ(σ2e) · (ψt + ft − ιbt+1). (A32)

The country budget constraint is still given by:

βbt+1 − bt = γ
[
θ̂qt − (ct − c∗t )− (ξt − ξ∗t )

]
≡ 2γ · nxt, (A33)

and the goods market clearing condition is:

ct − c∗t = κy(yt − y∗t )− κqqt + κξ(ξt − ξ∗t ), (A34)

where c∗t = y∗t , θ̂ = θ(2−γ)−1
1−γ , and κy ≡ 1

1−γ , κξ ≡ γ
1−γ and κq ≡ γ(2−γ)θ

(1−γ)2 .45 We normalize ψt, ft, bt
by home GDP and hence χ(σ2e) = Ȳ ωσ2e/m. As before, γ is the home openness and net exports are
normalized by total trade nxt ≡ EXt−IMt

EXt+IMt
.

Data We use quarterly data for Switzerland and the EA from 2000–2020. The periods from 2000:Q1-
2011:Q3 and from 2015:Q1-2019:Q3 correspond to a float and the period from 2011:Q4-2014:Q4 is a peg.
We normalized log-deviations to zero in the first period: b0 = f0 = q0 = y0−y∗0 = c0−c∗0 = 0. The real
exchange rate refers to the bilateral CHF-EUR rate. The relative consumption ct−c∗t corresponds to the
difference in log seasonally-adjusted real consumption in each country. Since we exclude investment
and government spendings and Y = C in the steady state, we compute nominal net exports as 2γnxt
times nominal consumption and add it up with nominal consumption to get Home real output. Foreign
real output coincides with real consumption. FX reserves and noise trader shocks are normalized by
nominal consumption to solve themodel, while the estimates in all figures are re-normalized by nominal
GDP for presentation purposes. The data comes from IFS (2024), FRED (2024) and SECO (2024).

Calibration We use the standard values of β = 0.995 and σ = 2. For simplicity, we adopt an
approximation with ι = 0 to reflect the fact that bt+1 is a persistent slowmovingmacro variable relative
to volatile jump variables such as gross capital flows (affecting currency demand ψt) and offsetting FX
interventions ft. We calibrate the value of χ(σ2e) in the floating regime to match a 1% depreciation
of the real exchange rate from a purchase of foreign reserves equal to 10% of GDP. This elasticity
endogenously declines nine-fold under the peg reflecting the change in the volatility of the nominal
exchange rate σ2e in the data. The shocks are assumed to follow AR(1) processes with persistence
parameters (ρy, ρξ, ρf , ρψ) = (0.9, 0.9, 1, 1) consistent with the estimated autocorrelations for the
shocks recovered from the data.

We calibrate the openness of Switzerland to γ = 0.5 motivated by trade-to-GDP ratio (imports +
exports) for Switzerland between 90–130% over this period.46 The value of γ is sufficient to estimate
κy and κξ . In contrast, we calibrate coefficients κq and θ̂ leveraging the pass-through estimates for
Switzerland from Auer, Burstein, and Lein (2021). From the reported elasticity of market shares of
−0.8 and the share of foreign goods of 0.25, we get that θ = 0.2 at the retail level and therefore,

45Notice a slight difference in notation relative to baseline: κy and κξ now include γ and ξt−ξ∗t includes 1−γ.
46Focusing on trade flows against the EA and replacing GDP with the sum of consumption and net exports to

the EA results in a similar trade-to-output ratio of 110–140%.
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(a) Contribution of shocks to ∆qt (b) Covariance decomposition of std(∆qt)

Figure A11: Decomposition of the Swiss exchange rate
Note: The left panel shows the decomposition of the Swiss real exchange rate into four shocks: relative output,
trade shocks, financial shocks and FXI. The right panel shows the (covariance) decomposition of the standard
deviation of the Swiss real exchange rate for the periods of the float (2000-11 and 2015-20) and the peg (2011-15).

κq = 0.6. At the same time, the exchange rate pass-through (ERPT) of 0.5 and 0.3 into import and
export prices (at the border level) implies that st = 0.2qt consistent also with estimates from Obstfeld
and Rogoff (2000) and Gopinath, Boz, Casas, Díez, Gourinchas, and Plagborg-Møller (2020). Combining
the expenditure switching effect with the terms-of-trade effect, we arrive at θ̂ = 0.4.

The paths of FX reserves ft and output shocks yt − y∗t are estimated directly from the data. Given
parameter values and the observed paths of ct − c∗t , qt and nxt, we then back out taste shocks ξt − ξ∗t .
Finally, we use the model’s full solution, which differs between periods of floats and peg, to recover ψt.
The procedure relies on updating recursively the values of bt matching the path of net exports.

Decomposition Figure A11 shows the contribution of the four shocks to the real exchange rate. The
left panel decomposes the dynamics of the Swiss real exchange rate into four components driven by
output, taste, financial and FXI shocks:

∆qt = ∆qyt +∆qξt +∆qψt +∆qft ,

using the linear structure of the model. The right panel presents the covariance decomposition of
changes in the real exchange rate:

var(∆qt) = cov(∆qt,∆q
y
t ) + cov(∆qt,∆q

ξ
t ) + cov(∆qt,∆q

ψ
t ) + cov(∆qt,∆q

f
t ),

separately for the periodswith a floating and pegged regimes, and plotting in units of standard deviation
std(∆qt). Consistent with the main point of the paper, financial shocks dominate under a floating
regime, but play much smaller role under the peg. Furthermore, the noise trader shocks under the
float are largely offset by FXI resulting in much smaller net effects of currency demand shocks on the
exchange rate. The contribution of shocks collapses during the peg because of a more elastic arbitrage
by intermediaries and therefore, a lower pass-through of currency demand shocks into the equilibrium
exchange rate, eliminating the need for FXI. Throughout the period, the combination of macro and
trade shocks puts an appreciation pressure on the franc, rationalizing the observed trade surpluses.
Financial shocks generate a depreciation pressure pre-2008, which turns into an appreciation pressure
thereafter, despite active FXI to counteract the appreciation during the periods of the float.
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