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Abstract

Uncertainty is a fact of political life but not a fact of political communication. Elites are prone
to make confident predictions and downplay uncertainty about future outcomes, presumably
fearing that the acknowledgement of uncertainty would undermine public confidence in their
predictions and the evidence they are based on. But this calculation might both exaggerate the
costs and downplay the potential benefits of reporting uncertainty. On costs, the evidence from
previous studies is mixed; on benefits, previous research has neglected the possibility that, by
acknowledging that outcomes may be worse than expected, those communicating uncertainty
will dampen public reactions to the bad news. Here, based on a two-stage online survey
experiment (N=2165) from December 2020 about COVID-19 vaccines, we find results
suggesting that governments are well advised to communicate uncertainty. The costs at Stage
1 were low: reporting a confidence interval around the safety and effectiveness of a
hypothetical COVID-19 vaccine did not undermine belief in the statistics or intentions to take
the vaccine. And there were indeed benefits at Stage 2: when outcomes turned out to be worse
than expected but within that confidence interval, confidence in the vaccine was partly

insulated from negative effects.



When governments introduce policies based on uncertain scientific evidence, how open should
they be about that uncertainty? Five decades after Donald Campbell pointed out that the
difficulties in communicating uncertainty meant that policy reforms “are typically advocated
as though they were certain to be successful” (1969, 409), Jakob Jensen and colleagues were
still lamenting that “public communication of science is generally devoid of caveats,
limitations, or other forms of...uncertainty” (2017, 40). There is a stark contrast between the
growing calls in the scientific community for “radical transparency” (Nature 2020, Manski
2019) and the general instinct of political and media elites to conceal rather than to

communicate uncertainty (Peters and Dunwoody 2016).

That instinct is hard to justify on normative or democratic grounds but it is understandable
given the assumptions that politicians are likely to make about public opinion. First, they may
suppose that the language of uncertainty — probabilities, margins of error, and so on — adds too
much complexity to what may already be hard to communicate to the general public. Second,
they may be concerned that admissions of uncertainty will erode public trust in both the
information and the policies based on it (Post and Maier, 2016). “Why should we follow rules
based on predictions that might be wrong?” is the mass reasoning that elites have grounds to

fear.

There are two lines of counter-argument, however. One is that the public does not react
uniformly negatively to the reporting of uncertainty. Reviews of the literature (van der Bles et
al. 2019; Gustafson and Rice 2020) point to much more mixed and contingent findings,
indicating that the costs of reporting uncertainty are lower than supposed and may in some
cases be absent altogether. The other counterargument emphasizes the potential down-the-line
benefits of reporting uncertainty. The very definition of that uncertainty is that outcomes may
end up being worse than first envisaged. The more clearly this uncertainty was communicated
to the public in the past, the less jolted they are likely to be by the bad news in the present, and
the more faith they are likely to retain in subsequent communications and predictions. That

logic, yet to be tested in the literature summarised above, is central to this article.

Our empirical purpose is therefore to estimate both the costs and the potential benefits of
reporting uncertainty — and thereby to test whether elite reluctance to do so is misplaced. We
do so via a two-stage survey experiment on a sample of 2,165 British adults in December 2020,
and based around that country’s emerging COVID-19 vaccination programme. Given the

urgent calls for transparency in communication about these vaccines (e.g. Mahase, 2020), this



is an obvious and useful test of both the costs and the benefits of reporting uncertainty. As the
first vaccines emerged, politicians across the world had to persuade people to take them based
on limited information about the safety and effectiveness of those vaccines. They might
reasonably have feared that acknowledging any sort of uncertainty, especially around
potentially lethal side effects, would aggravate public suspicions that the vaccines were
untested or risky — with potentially disastrous consequences for vaccine roll-outs. On the other
hand, those communicators were shooting at a moving target. If their initial estimates proved
over-optimistic and they had failed to acknowledge that possibility, this risked further

scepticism or distrust down the road.

Our treatments manipulate the information available about the effectiveness or safety of a
hypothetical vaccine. The dependent variables are respondents’ evaluations of that
effectiveness and safety and their willingness to get the vaccine. (While reporting uncertainty
may also indirectly shape other important outcomes such as trust in the communicators or in
science more broadly, our concern here is more directly with trust in the information
communicated and willingness to act on it.) At Stage 1, we investigate the cost side, i.e.,
whether communicating uncertainty around the effectiveness and safety projections
undermines vaccine intentions — and, if so, whether that effect could be mitigated by explaining
why such uncertainty was inevitable. At Stage 2, we investigate the benefits side by providing
respondents with an update based on new vaccine data. The updated data are worse than the
initial point estimates but just within the confidence intervals around them, with the idea that

the reporting of uncertainty had prepared respondents for the negative news.

We report two encouraging results. First, reporting uncertainty around estimates of the
effectiveness and safety of a COVID-19 vaccine does not significantly dent confidence in those
initial reports or vaccine intentions. Second, people provided with uncertainty information react
less negatively — in terms of perceptions of the vaccine as well as intentions to have it — than
people who only saw the over-optimistic point estimate. Both findings provide some

instrumental back-up to the normative arguments for communicating uncertainty to the public.

Public reactions to the communication of uncertainty

We draw a clear distinction here between the immediate costs of reporting uncertainty and the
down-the-line benefits of doing so. There is now plenty of empirical research into the potential

costs of communicating uncertainty in terms of negative public reactions, and our task is to



highlight where our study fits into and adds to that literature. By contrast, our hypothesis about
the potential benefits of having reported uncertainty when outcomes prove worse than expected
has not been empirically tested, and so there we lay out the theoretical arguments underpinning

that hypothesis.
The avoidable costs

For some time now, researchers have assessed the impact of communicating uncertainty on
public attitudes and behaviour. The field has been strongly empirically driven, especially since
the rush of studies triggered by the pandemic (Ratcliff et al., 2022), and it can be hard to pick
out consistent results amid a flurry of mixed and null findings. However, two recent reviews
(van der Bles et al., 2019; Gustafson and Rice, 2020) highlight three key variables that can
account for much of this inconsistency. The first of these is the #ype of uncertainty or, related,
the reason for it. Typologies and terminology vary across studies but the same broad
distinctions recur and prove relevant for public reactions. First, reactions are most negative
when uncertainty is due to disagreement among experts (Gustafson and Rice 2020; Paek and
Hove 2020). By contrast, there is often no cost of reporting the other main types of uncertainty:
aleatory or scientific, where some fundamental randomness in the world means that the future
cannot be predicted with any certainty; deficient, where the future might be predicted but there
is as yet too little data; and technical or epistemic, where some limits on existing data —
statistical assumptions, methodological choices, sampling bias or variance, measurement error
and so on — mean that predictions come with a degree of uncertainty (Spiegelhalter 2017; van
der Bles et al. 2019). These types can overlap, as in the case of the early COVID vaccines,
where a shortage of data meant heavy reliance on the limited testing done so far. What they
have in common is that they are the result of limitations in the data rather than expert
disagreement about it. For the purposes of our study, the key points are these: that uncertainty
about vaccines was primarily a case of technical uncertainty; and this is the type to which the

public is /east likely to react negatively (Gustafson and Rice 2020).

The second key variable is the method of conveying uncertainty. Amid a range of possibilities
here, the key distinction is between numerical ranges and verbal descriptions, with the latter
carrying a heavier cost in terms of public reactions. Examining the effect of reporting
uncertainty in news stories about topics like global warming or immigration, van der Bles et
al. (2020) find that using words to describe uncertainty reduces trust in both the statistics and

their source. In contrast, numbers, reporting a numerical range rather than a point estimate have



no such negative effect. From a review of uncertainty communication, Dhami and Mandel
conclude that: “The benefits of precise numeric expressions of uncertainty, coupled with
receivers’ preference for numeric information when it really matters, suggests that senders
ought to embrace numeric precision over vague words if they wish to communicate uncertainty

clearly" (2022, 514).

It is probably no coincidence that the reporting of technical uncertainty and of numerical ranges
both cost less in terms of public reactions. For one thing, there is a clear connection between
the two: numerical ranges are the calculable expression of the uncertainty generated by the
limitations in the data available. The other point is more psychological. Both imply a degree of
control over uncertainty. The public need not know the term ‘confidence interval’ to have a
sense that those communicating a specific range of possibilities are more confident about an
uncertain future than those simply asserting its uncertainty. The qualitative analyses of
reactions to uncertainty reported by Markon et al. (2013) and Maxim and Mansier (2013) both

highlight the role of a sense of communicator control in reassuring the public.

The third key factor that explains the inconsistency of research findings is the different outcome
variables. Researchers have investigated the effect of reporting uncertainty on four types of
public reactions: trust in the source, trust in science more generally, belief in the specific
statistics or claims being reported, and intention to act based on them. There is more work on
the first two and here the evidence is broadly optimistic. Plenty of studies find that reporting
of uncertainty has no effect on trust in the messenger (e.g. van der Bles et al. 2020; Wiedemann
et al. 2021; Janssen et al. 2021); some others find that it actually boosts such trust (e.g. Jensen
2008; Johnson and Slovic 1995). These broader dimensions of trust are important, but they are
in a sense less immediate than the latter two outcomes. In many contexts, of which COVID-19
vaccines are a vivid example, we are most directly interested in whether uncertainty
undermines belief in the claims made and affects behaviour based on those claims. That is the

focus of our study.

Here there has been less research (see Gustafson and Rice 2020, Table 2). In their review, van
der Bles et al. (2019, 26) explicitly highlight behaviour and compliance as an area needing
more systematic research. What research there is paints a mixed picture. Morton et al. (2011)
find people less willing to take environmental action if the probability of extreme weather
conditions due to climate change is presented as a range rather than as a point estimate, whereas

Joslyn & LeClerc (2012) find that transparency about uncertainty in weather forecasts increases



appropriate precautionary action (while deterring unnecessary action). Then there are null
findings: Gustafson and Rice (2019) find no effect of uncertainty frames on either belief in
scientific claims or behavioural intentions in the areas of climate change, genetically-modified
foods and machinery hazards. Daoust and Bastien (2021) find no effect of graphically depicted
confidence intervals around COVID-19 death projections on either trust in the statistics or

support for preventive public health measures.

To recap: there is clearly potential to reduce the costs of reporting uncertainty by emphasising
its technical inevitability and expressing it as a numerical range, but we still have only limited
evidence of the effectiveness of this approach when it comes to behavioural compliance. Our
study thus makes its first contribution by estimating the costs of reporting uncertainty in the
crucial case of public beliefs about and willingness to take a COVID-19 vaccine. It goes beyond
two similar experimental studies in this area. Petersen et al. (2021) vary the level of
transparency in descriptions of a hypothetical vaccine (which is the standard approach given
the obvious ethical concerns with manipulating details about a real vaccine). The authors find
that transparently communicating even negative features of the COVID-19 vaccines (e.g that
it was less effective, or safe than a flu vaccine) was barely more damaging to vaccine
willingness than was vaguely reassuring information (e.g. stating it was ‘sufficiently effective’,
or had ‘acceptable’ side effects). However, since their manipulation was of transparency rather
than uncertainty, these relatively upbeat results may not generalise to our case. There is a more
explicit focus on uncertainty in a similar study by Kelp et al. (2022). However, their more
downbeat conclusion — that a high-uncertainty condition erodes vaccine acceptance, especially
among the initially reluctant — could reflect confounds between uncertainty and vagueness or
positivity. While their low-uncertainty condition reported specific and extremely high
effectiveness rates (‘100% effective’ for severe cases), the high-uncertainty condition reported
no numbers and generally resembled the vagueness condition that Petersen et al. (2021) also
found to be unpopular (e.g. stating that *'most' vaccinated individuals did not get infected).
What is needed — and we provide — is a study in which only uncertainty is manipulated: that is,
the same specific point estimates are reported but, in the treatment group, accompanied by

measures of uncertainty.
The potential benefits

The second and more innovative contribution of this study is its exploration of the potential

down-the-line benefits of reporting uncertainty. The idea here is that reporting not only shapes



the public’s immediate assessments of messages and their messengers; it can also shape the
way in which they react to what happens next. Our basic argument is that having acknowledged
uncertainty at T can serve as an insurance policy against criticism at T if initial estimates turn
out to have been too optimistic. This is an important point: after all, scientific forecasts and the

uncertainty around them are about a future that wi/l emerge — and often in the public glare.

The driver of our argument is that, when people react to incoming information, their
expectations matter. That premise can be derived from evolutionary psychology and the
distinction between disposition and surveillance systems (e.g. Armony and Ledoux 1997;
Ranganath and Rainer 2003; Reisenzein et al. 2019). If incoming reports are within the bounds
of our expectations, we can continue to rely on our predispositions. If they are unexpected and
potentially threatening, the surveillance system generates anxiety, which in turn prompts
cognitive processing and potentially belief change (MacKuen et al. 2010). It is also central to
many models of Bayesian reasoning, where unexpected or surprising updates — information
that falls a long way from priors —generate particular attention (Baldi and Itti 2010) and have a
disproportionate impact on belief change and behaviour (e.g. Lorini and Castelfranchi 2007;
Choi and Hui 2014). If the goal of a communicator or policymaker is to deter overreaction to
a negative update, then making that update less surprising is a theoretically proven route to

doing so.

This argument has been applied to communication research, notably by Lamberson and Soroka
(2018) who develop a model of ‘attentiveness to outlying news’. Their contribution is
noteworthy here for two reasons. First, they define ‘outlyingness’ in terms of ‘deviation from
expectations’ and emphasise the extent of this deviation as the key driver of public opinion —
that is, of change in beliefs about the state of the world. Second, the choice of the term
‘outlying’ implies that expectations form a range or interval rather than a point estimate.
Incoming information is outlying if (and to the extent that) it falls outside that range of
expectations. This is neatly consistent with our argument that, if the result reported in a negative
update had previously been included within a confidence interval, it is no longer ‘outlying” and

so s less likely to shift beliefs and undermine behavioural intentions.

We emphasise those two outcomes (belief in the statistics, and intentions to act based on them)
because, as noted in the previous section on the costs of reporting uncertainty, they are our
central concern in this study. But it is worth noting that we might expect the same logic to

operate with other outcomes such as trust in the messenger or in scientific claims more



generally. Communicators who expect a certain outcome but admit that things might end up
worse should face a (slightly) more forgiving public if and when that happens. By contrast,
communicators having to admit that they were wrong face a reputational hit (Freitag et al.

2023).

Because it is hard to test with the ‘one-shot’ studies that have dominated in research on
communicating uncertainty, evidence on this potential ‘insurance policy’ benefit is very scarce.
What we do know, courtesy for example of a one-shot study by Kreps and Kriner (2020) using
COVID-19 death tolls, is that people react badly to a treatment reporting that a given outcome
is worse than was previously estimated. What we do not yet know is whether, had that previous
estimate come with a confidence interval that encompassed that outcome, people would be at
least somewhat mollified. This is best tested by the two-stage design used in our study, in which

uncertainty is reported at the first stage and then the eventual data are reported at the second.

The current study

The rollout of COVID vaccinations provides an excellent opportunity to study both the costs
and benefits of reporting uncertainty. This is an unusually high-profile case of a government
policy requiring mass compliance but based on less than perfect information (Larson 2020;
Motta 2021; Dudley et al. 2021). There is an especially pressing need to understand whether,
and if so to what extent, being transparent about the uncertainties around the new vaccines
impacts take-up (Motta 2021; Petersen et al. 2021). Recent literature on COVID-19 vaccine
hesitancy suggests that patients appreciate being informed about the risks involved (Schwartz
2020). The DELVE Initiative (2020) recommended that ‘clear, transparent communication’ be
used to address ‘rational doubts and to enable informed decision-making’, and not to hide the

potential limitations of vaccines (see also van Bavel et al. 2020).

In practice, as lamented at the outset, such transparency is not common. While information
about uncertainty around the vital statistics of vaccines is provided by manufacturers and thus
available to those who sought it, it is not routinely included in government communications or
media reports. Of course, there are various reasons for reporting only point estimates without
confidence intervals. For present purposes, the question is whether reporting such uncertainty
would undermine vaccine willingness in the short term — or help to sustain it in the medium

term if the point estimates prove too optimistic.



Following Motta’s (2021) finding that safety and effectiveness are two principal drivers of
vaccine willingness, we make those the basis for our manipulations. In contrast to previous
work, we disentangle the two, exposing respondents to either safety or effectiveness statistics
and thus providing two parallel tests of our hypotheses. On both safety and effectiveness tracks,
the point estimates on these two criteria are held constant; what is manipulated is whether they

are accompanied by confidence intervals.

Before setting out our hypotheses, we should note three points about our confidence intervals
approach to reporting uncertainty. All three derive from its relative precision (cf. the vaguer
verbal approach of Kelp et al. (2022), for example). First, it is a direct application of the
theoretical point about ‘outlying” news. The point about locating negative outcomes within
confidence intervals is to render them no longer outlying. Second, the tendency in the public
towards negativity bias and risk aversion (Soroka, Fournier, and Nir 2019) means that there is
likely to be particular focus on the pessimistic end of the confidence interval. If that pessimistic
end is given a numerical expression, particularly one that is not a huge distance from the point
estimate, that gives worried citizens a firmer foothold and might make uncertainty easier to
cope with — thus reducing the costs of reporting it. The third point has more to do with cognitive
capacity. The precise meaning of confidence intervals is relatively complicated, needing at
least a basic understanding of probability distributions and inferential statistics. This might lead
some to doubt whether they are a helpful means of conveying uncertainty. But there is a much
easier means of understanding them — as the range between the worst and best case scenarios
— which, while not correct, serves as a reasonable heuristic. Hence Daoust and Bastien (2021)
make a convincing theoretical case for them helping people to grasp uncertainty — and, as noted
above, a convincing empirical case that they do nothing to undermine faith in the reliability of

the statistics.

One thing is to understand the method of presenting uncertainty; another is to understand why
uncertainty is there in the first place. The acceptance and processing of a confidence interval
may be readier among those who know — or learn — why, especially in the early days of clinical
trials based sometimes on restricted samples, the rates of effectiveness and the risk of side-
effects can be estimated only imprecisely. To test this conjecture, another innovation in our
experiment is that there are two uncertainty treatments: the basic version, simply reporting
confidence intervals, and the expanded version in which there is also an explanation of the
reasons why an exact estimate makes less sense than a range. We refer to this as a conjecture

rather than a formal hypothesis given that there is little research on sow to explain the reasons

10



for uncertainty, and our expanded treatments are effectively therefore pilot tests of potential
wordings. Nonetheless, our general expectation here is that the explained version elicits a more

positive response from respondents.

As already noted, existing research points to heartening null findings when it comes to the
effect of reporting uncertainty intervals on trust in information and its source. Ours is a new
and acid test given both the unusual public salience of COVID-19 and the extension from trust
in sources to planned behaviour — here, vaccination intentions. Nonetheless, that previous work

gives grounds for optimistic hypotheses about the costs of reporting trust.

H1 (No costs Hypothesis): Providing a confidence interval around estimates of vaccine

safety/effectiveness does not significantly weaken:

a. willingness to have the vaccine

b. perceptions of the vaccine’s safety/effectiveness

The more novel hypothesis here concerns the potential benefits of reporting uncertainty. These
are likeliest in situations where estimates have to be adjusted downward. Our hypothesis is
that, if that adjustment goes below the initial estimate but remains within its confidence
interval, the audience reaction to the bad news is dampened. As before, we test the same
hypothesis in parallel for updates on safety and effectiveness and test it for both vaccine

intentions and perceptions of that safety or effectiveness.

H2 (Benefits Hypothesis): When an initial estimate of safety/effectiveness is corrected

downward, providing a confidence interval around that estimate increases:

a. willingness to have the vaccine

b. perceptions of the vaccine’s safety/effectiveness

The psychological mechanism driving H2 is the negativity bias referred to earlier. If
respondents presented with a range of outcomes anticipate a result towards the more pessimistic
end of that range, they will have less Bayesian-style updating to do when the disappointing
new data come in. We can test for that mechanism by asking about perceptions of the updated
data and the extent to which they fall below what respondents had been led to expect. If our
logic holds, then:

11



H3 (Mechanism Hypothesis): Respondents who had seen confidence intervals around
estimates of safety/effectiveness will be less likely to say that the update revealed the vaccine

as less safe/effective than expected.

Data

We tested our hypotheses via a two-stage experiment embedded in an online survey. The
survey was fielded on 22 December 2020, when medical trials were ongoing and prominent in
the media, risks were salient, and there were big question marks around the effectiveness and
safety of the vaccines coming up for government approval. Hence, while the questions were

about a hypothetical vaccine, the context made this a highly realistic exercise.

The sample was of 2,165 UK residents recruited via the Prolific platform (Peer et al. 2017).
This sample size gives the experiment considerable power to detect the costs and benefits of
reporting uncertainty. Like other Prolific samples, this one is more diverse than many
convenience samples but is still unrepresentative of the UK adult population in various (related)
ways. The complete sample characteristics are reported in section A of of the Supplementary
Material accompanying this article. In line with the advice of Miratrix et al. (2018, 275), we do
not weight the data for the experimental analysis. Typically, the whole sample was available
for analysis because we rarely included a “don’t know” or other non-response option, wanting
instead to encourage respondent effort and to avoid any biases from differential non-response
across experimental conditions. The only exception is the mechanism questions which asked
respondents about change between the manufacturers’ initial estimate and subsequent reports
of safety or effectiveness. (This is why the Ns in Table 3, which is based on those questions,

are very slightly smaller than the full sample bases reported in Table 1.)

Design

The survey questionnaire (reported in full in Supplementary Material section D) opened with
some general questions about COVID-19, including general vaccination intentions, trust in key
actors, concern about the pandemic and personal experience of the virus. Then came the two
stages of the experiment, separated by a battery of socio-demographic items. These act as a
buffer to make the information update a little more realistic, and the priming from Stage 1 a

little lighter, than if the two stages had been adjacent.
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[TABLE 1 ABOUT HERE]

The experimental design is set out in Table 1. The crucial treatment is uncertainty and has three
levels: a simple point estimate not conveying any uncertainty (‘point estimate’), a point
estimate along with a range in which the true estimate is likely to fall (‘confidence interval’),
and a point estimate with a range and an explanation why the point estimate could not be exact
(“CI and explanation’). In contrast to earlier studies (Petersen et al., 2021; Kelp et al., 2022),
we disentangle the effect of exposure to safety and effectiveness statistics by allocating
respondents to one of two tracks, showing respondents either safety or effectiveness statistics.
In other words, we cross-manipulate the uncertainty treatments with the two different domains
of uncertainty. There was also a pure control condition — respondents asked about initial
willingness to take the vaccine without receiving any data about safety or effectiveness — but,
since our focus is on the effect of reporting uncertainty, our comparisons are focused on the

three conditions of that manipulation.

The experiment has two stages. Respondents are first prompted to suppose they are offered a
COVID-19 vaccine. Next, they are shown some information from the manufacturers about
either how effective (in terms of percentage reduction in the transmission rate) or how safe (in
terms of the probability of serious side effects) the vaccine is estimated to be. From this point,
respondents are randomly assigned to one of the three uncertainty conditions in Table 1. As
recommended by Dhami and Mandel (2022), the uncertainty information is delivered
numerically but not graphically: we report confidence intervals in the treatment texts rather
than on a graph (cf. Daoust and Bastien, 2021). The additions in the explained uncertainty
treatment differ a little across the two tracks, reflecting the slightly different reasons for
technical uncertainty in the two cases. In the effectiveness treatment, the addition focuses on
random sampling variance and on biases in the test sample; the safety treatment includes
parallel wording on sampling bias but also an acknowledgment that side effects could emerge
too slowly to be captured in the trials. Given the potential difficulties in understanding these
treatments — particularly the more elaborate ‘explained uncertainty’ condition — we fielded a
second survey aimed specifically at testing comprehension. The reassuring findings of that
survey, showing widespread understanding even of the more involved treatments, are in

Supplementary Material section C.
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To test the No Costs Hypothesis (H1) at this first stage, we ask respondents how likely they are
to get this vaccine and how safe or effective (depending on which track they were on) they feel
it is. There are of course numerous drivers of vaccination intentions — many of them unrelated
to the threat assessments that we manipulated here (Friedman 2019) — and many respondents
will have entered the experiment with strong motivations for accepting or rejecting the
information we provided (Taber and Lodge 2006). This is not disruptive to our purpose of
gauging whether reactions vary across the randomly assigned treatment conditions.
Nevertheless, that comparison is made cleaner by trying to iron out any pre-experimental
differences in vaccine-relevant predispositions across those conditions, and so our regressions
include controls for relevant dimensions of trust — in the NHS, in vaccine manufacturers, and
in Prime Minister Boris Johnson — as well as age, gender, COVID history and self-reported

vulnerability.

[TABLE 2 ABOUT HERE]

The second stage (see Table 2) is based on a putative update from the manufacturer on the
vaccine’s record after a few months of use. On both safety and effectiveness tracks, the updated
results are presented as calculations rather than estimations and involve results that are at the
negative limit of the previously reported range. There is no additional uncertainty manipulation
at this stage; our interest is in the effect of the Stage 1 treatment on reactions to the Stage 2
information. To test the Benefits Hypothesis (H2) we therefore repeat the questions about the
perceived safety or effectiveness of the vaccine, vaccination intention and confidence in that
decision. (These questions were not asked of those in the ‘No update’ condition, which is

shown in Table 2 for completeness but is not used in the analysis here.)

It 1s worth making a couple of remarks about this approach. While a between-subjects design
1s more common for one-shot information treatment experiments (and is therefore our approach
for analysing Stage 1), using repeated measures within the same experiment is well suited to
testing the effect of an information update (e.g. Tappin et al. 2020; Dixson et al. 2022; Zhou
and Shen 2022; see Clifford et al. 2021 for a more general endorsement of this method). It is
especially apt in a context where the information is explicitly an update on those things — the

effectiveness and safety and thus the attractiveness of the vaccine — that are asked about a
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second time around. The potential biases with swiftly repeated measures, namely memory
effects and consistency biases, are not problematic because, with new information provided, it
is clear to respondents both why the question is being repeated and why belief change would
be as reasonable as belief consistency. In any event, even at Stage 2, our primary analysis
remains a between-subjects comparison: that is, not the total amount of belief change, but the
differences in belief change across the uncertainty conditions. If there were any residual biases
from a repeated-measures approach, there is no reason why they would affect the uncertainty

and no-uncertainty conditions differently, and so our core comparison is robust.

Results

Since the key outcome variables are on numerical (0-6) scales, it is reasonable to test our
hypotheses using OLS regression. Full models are provided in section B of the Supplementary
Material. Figure 1 reports our test of H1. For the safety and effectiveness tracks in turn, it
graphs the effect of receiving either of the uncertainty treatments relative to the no uncertainty
(point estimate) condition in Stage 1, when the vaccine is first introduced. In each graph there
are two dependent variables corresponding to the two parts of H1: a) vaccination intentions and

b) acceptance of the statistics — that is, perceived safety or effectiveness.

[FIGURE 1 ABOUT HERE]

First, then, does adding a confidence interval to the safety or effectiveness estimates drive down
vaccination intentions? It does not. Neither the stand-alone confidence interval nor the fuller
explained uncertainty version carried any cost in terms of vaccination intentions. If anything,
the results fall on the benefits side. This was true for both tracks, confirming our first ‘no costs’
hypothesis (H1a). Turning to perceptions of vaccine safety and effectiveness (H1b), our results
are again largely null but with one exception: in the ‘safety’ track, the explained confidence
interval treatment had a small but just about significant negative impact on perceptions of safety
(of 0.16 points along the seven-point scale). One reason why the explanation may have dented
safety perceptions is that it explicitly mentions the possibility of side effects later on. However,
since the confidence intervals for the two uncertainty treatments themselves overlap, we should

hesitate before concluding that that explanation in itself has an effect. Hence, we accept our
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second ‘no costs’ hypothesis (H1b) for the effectiveness track and only marginally and

conditionally reject it for the safety track.

Overall, then, communicating uncertainty seems to carry minimal cost in the short run and,
crucially, does nothing to dent vaccine willingness. We now turn to the Stage 2 update to
examine what happens if, once data on a new vaccine emerge, the level of effectiveness drops
to the bottom or the probability of serious side effects climbs to the top of those respective
confidence intervals. Does acknowledging uncertainty offer a benefit by buffering against bad

news?

The first thing to check is whether overall the update had the expected negative impact on
vaccine intentions and perceptions of safety and effectiveness. Across the sample, paired-
samples t-tests recorded statistically significant declines in all three dependent variables,
although vaccination intentions fell by less (0.14 points) than the estimates of safety (0.24) or
effectiveness (0.27) which were more directly informed by the update. None of these declines
is particularly sharp, however, which may already be a hint that the uncertainty treatments
prepared respondents for the new information and thereby helped to sustain willingness to

accept the vaccine.

[FIGURE 2 ABOUT HERE]

A more direct test is provided by Figure 2. It does the same as Figure 1, reporting the effect of
having seen an uncertainty treatment on vaccine intentions and perceived safety and
effectiveness — but this time the Stage 2 responses on those outcome variables. On the
effectiveness track, there is clear support for H2a: those who have received either uncertainty
treatment are significantly more likely to want the vaccine after the Stage 2 update than those
who had seen a point estimate prediction that proved over-optimistic. With that same outcome
variable of vaccine intentions, the results are similar but not quite significant on the safety
track. On balance, though, there is encouraging support for the first part of our benefits
hypothesis, H2a. There is rather little support for H2b, by contrast. Even though the update
more directly concerned the safety and effectiveness variables, there is little sign — except in
the borderline case of the explained confidence interval on the effectiveness track — that those
receiving an uncertainty treatment maintained more positive evaluations of the vaccine after

the update.
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H3 is intended to test the mechanism through which reporting uncertainty at Stage 1 delivers
benefits at Stage 2. While those benefits have now been revealed as conditional, there is enough
support for H2a to make H3 worth testing. Table 3 presents two simple crosstabulations, each
time pairing the uncertainty treatment with a post-update question asking respondents whether
the manufacturer’s update had revealed the vaccine as more safe/effective or less safe/effective
than expected. Two points are clear from the tables. The first is the support in each case for
H3. Those seeing an uncertainty range that encompassed the updated figures were
disproportionately likely to say that the vaccine was as safe or effective ‘as expected’ rather
than ‘a little less’ safe or effective. (These differences are the main drivers of the significant
chi-squared tests for each crosstabulation.) Second, there is an explanation here for the
generally more muted or null results on the safety track: that is, not only is the treatment effect
in the crosstabulation less strong but the safety update generally left respondents more
unmoved overall, with quite a few even in the point-estimate condition (36 per cent) reading
the update ‘as expected’. Perhaps 6 in 10,000 seemed like such a small proportion that it is
similar to the 2 in 10,000 originally estimated.

[TABLE 3 ABOUT HERE]

Conclusion

There is a strong ethical and democratic case for transparency in the public communication of
science — including reporting the uncertainty surrounding scientific forecasts. Alongside those
arguments, here we make an instrumental case for communicating uncertainty. It has two
planks. The first is that reporting uncertainty carries little cost in terms of trust in data and
willingness to act on it — in this case, to have a COVID-19 vaccine. The second is that it may
offer benefits down the line. In this case, having reported uncertainty around initial estimates
helps to sustain vaccination intentions when those estimates have to be corrected downward.
And our data isolates the cognitive mechanism driving this: the pessimistic lower reaches of
those uncertainty intervals become part of people’s expectations such that, when the update

comes in, it is less likely to be an unpleasant surprise.
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This study thus contributes to a small but growing literature adding empirical backing to the
normative case for political communicators to present proposals and make claims in a less
bombastic fashion. They should know that acknowledging uncertainty need not erode trust and
legitimacy but may in fact bolster them. From a policy perspective, two other findings are
worthy of comment. One is the similarity of results across our basic and explained uncertainty
treatments. Not only can people handle uncertainty but they grasp its implications without
needing elaboration. This is crucial for communicators given the time and space needed for
that elaboration. Simple confidence intervals — even expressed verbally numerically (and hence
more economically than via a graph) — prove an intuitive means of conveying the likely range
of outcomes. All of this is consistent with studies showing that clarity and brevity often prove
sufficient. Heavier informational treatments often have minimal impact on vaccine intentions,

even if they leave audiences feeling more informed (Kerr et al. 2021; Loomba et al. 2021).

The second is the fact that the benefits of reporting uncertainty are more limited in the safety
context. Overall, the data suggest that respondents simply do less cognitive processing of the
treatments in the safety track — perhaps they are feeling rather than analysing risk (Slovic 2010).
The upbeat point is that, even in the safety context, there are no costs of reporting uncertainty:
any heightened sense of anxiety does not create an inability to cope with uncertainty. This is
important since talking about safety is not really avoidable for policymakers. If side effects

emerge, no democratic government can contain that information.

There are three limitations of our study worth noting here, each relating to a different facet of
external validity. One concerns the nature of our sample and specifically the high levels of
vaccine willingness on show. This is partly contextual: the British public was relatively
vaccine-willing anyway and sleeves in December 2020 were being enthusiastically rolled up
as the roll-out got under way. But it may also reflect the particular willingness in a relatively
educated and liberal sample. It is conceivable that a more vaccine-hesitant sample would have
baulked at the uncertainty that these respondents took in their stride. That said, given that
vaccine intentions were much less politicised in the UK (as in much of Europe) than in the US,
with all mainstream parties strongly promoting the vaccination campaign (Klymak and
Vanders 2022), sampling bias seems unlikely to have made a big difference to the effects

recorded here.

Second, we could only examine vaccination intentions, not actual vaccination decisions. While

this is a common limitation given the expense and difficulty of panel studies, it is true that the
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ideal design would track respondents across the real time during which new information —
whether about the safety and effectiveness of a vaccine, or about any politically salient outcome
— emerges. In a survey experimental context like this, indeed, vaccination intentions could be
seen more as an attitude or feeling about the vaccine than as an intention highly proximate to
behaviour. However, this does not undermine our findings because we were interested in
exactly those feelings — and how they were affected by the communication of uncertainty.
Many other factors could subsequently intervene in the real world, pushing people towards or
away from a vaccine, but that is a point about attitude-behaviour disjuncture rather than a

criticism of survey experiments per se.

Third, the COVID-19 pandemic represents (thankfully) an unusual case in terms of the nature
and salience of the predictions being communicated. Vaccine effectiveness and safety matters
a great deal to governments and citizens alike. The statistics being reported have direct
implications for behaviour — unlike, say, economic forecasts which might influence consumer
behaviour at the margins but are probably less immediately relevant. What is unclear pending
further research is the implications of this for generalizing our findings. It could be that the
heightened anxiety in this case triggers more cognitive processing of the uncertainty
information (Mackuen et al., 2010). In that case, our advice would be less clear-cut in situations
where the incentive for grasping and coping with uncertainty is weaker. A rival reading is that
this case represents a stiff test of the case for communicating uncertainty. If citizens can
respond sensibly to this information even in such a febrile context, then we will recommend

reporting it as a general rule.
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Figure captions

Figure 1. Effect of uncertainty treatments (relative to point estimate condition) on Stage 1
vaccination intentions and perceived safety/effectiveness (n(safety track) = 1320;

n(effectiveness track) = 1306)

Figure 2. Effects of uncertainty treatments (relative to point estimate condition) on Stage 2
vaccination intentions and perceived safety/effectiveness (n(safety track = 817; n(effectiveness

track) = 810)
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Tables

Table 1: Treatment groups at Stage 1

Safety track

Effectiveness track

Point
estimate

Suppose you were offered the
COVID-19 vaccine.

Our tests show that ... 2 in 10,000
will develop more serious side
effects.

The most common serious side

effect is Bell’s Palsy, a freezing of
muscles on one side of the face.

(N=273)

Suppose you were offered the COVID-
19 vaccine.
Our best estimate of the effectiveness
of the vaccine is 90% effective.

What that means is that our vaccine

reduces transmissions of the virus by
90%.

(N=271)

Confidence
interval

To be more exact, we estimate that
between 1 and 6 out of 10,000
people will experience serious side
effects.

(N=272)

To be more exact, our tests show that
the true effectiveness level is very
likely to fall between 83% and 97%.

(N=269)

Confidence
interval and
explanation

We cannot be exact in these
circumstances for two reasons.

One reason is that we have only
been able to follow our volunteers
for a few weeks. It is possible that
they will develop side effects later

on.

Another reason ... is that those
tested were not a perfect reflection

of the UK population.

(N=272)

We cannot be exact in these
circumstances for two reasons.

One reason is that... any results based
on a sample of people come with a
margin of error....

Another reason ... is that those tested
were not a perfect reflection of the UK

population.

(N=270)

Control

Suppose you were offered the COVID-19 vaccine.

(N=538)
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Table 2: Treatment groups at Stage 2

Safety track Effectiveness track
No update - -
Suppose that the vaccine has been in | Suppose that the vaccine has been in
use for a few months and the use for a few months and the
manufacturers update their results. manufacturers update their results.
Negative Based on the data we have now
update

collected, we calculate that the

vaccine causes serious side effects ...

in 6 out of 10,000 cases.

Based on the data we have now
collected, we calculate that the
vaccine is 83% effective.
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Table 3. Assessments of manufacturers’ updates of safety (upper panel) and effectiveness
(lower panel), by uncertainty condition. Cells report row percentages.

Safety Track
Treatment condition Alot Alittle Aboutas A little A lot N
less less expected more more
% % % % %
Point estimate (%) 7 45 36 9 4 256
Confidence interval (%) 5 35 46 10 3 252
CI plus explanation (%) 6 32 48 11 3 256
Effectiveness Track
Treatment condition Alot Alittle Aboutas A little A lot N
less less expected more more
% % % % %
Point estimate (%) 4 80 11 5 1 256
Confidence interval (%) 2 59 30 9 0 259
CI plus explanation (%) 0 57 32 9 2 258
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