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Climate science is an umbrella term referring to scientific disciplines studying aspects of the
Earth’s climate. It includes, among others, parts of atmospheric science, oceanography, and
glaciology. In the wake of public discussions about an appropriate reaction to climate
change, parts of decision theory and economics have also been brought to bear on issues of
climate. The philosophy of climate science is a new sub-discipline of the philosophy of
science that began to crystalize at the turn of the 21st century when philosophers started
having a closer look at climate science. It comprises a reflection on almost all aspects of
climate science, including observation and data, methods of detection and attribution, kinds
of uncertainties, model ensembles, and decision-making under uncertainty. The philosophy
of climate science operates in close contact with science itself and pays careful attention to
the scientific details.
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1. Climate and Climate Models

Global climate models (GCMs) are representations of the Earth’s climate system. Climate
science aims to develop GCSs that integrate as much scientific knowledge as possible.
Nowadays there are dozens of global climate models under continuous development by
national modelling centres like NASA, the UK Met Office, and the Beijing Climate, and by
smaller institutions. For these models typically the Earth is divided into grid cells (in 2021 the
horizontal grid scale is around 150km). The dynamics of the climate is then conceptualised
as flows of physical quantities such as heat or vapour between the cells. Mathematically,
these flows are described by equations. One also often tries to replace processes that are
too small-scale to be physically represented in the model by adding a simplified process (one
then says that parameterisations have been included in the model).

Since the resulting equations usually cannot be solved analytically, supercomputers are used.
It may take weeks or months in real time to simulate a century of climate evolution. In order
to compute a hypothetical evolution of the climate system, one also needs as input an initial
condition (a mathematical description of the state at the beginning of the simulation period)
and external conditions (factors such as the concentration of greenhouse gases, the amount
of solar radiation received by the Earth etc. that affect the system but are not directly
calculated by the simulations).



What is the climate that these models represent? Climate is a complex concept and how to
define climate and climate change is controversial. To start with, it isimportant to distinguish
climate from weather. Intuitively, the weather is about the state of the atmosphere. By
contrast, climate is a distribution of particular variables (called the climate variables) arising
for a particular configuration of the climate system. Climate variables concern domains like
the atmosphere, the ocean, glaciers, and ice shields (IPCC 2013).

This basic idea can be made precise in different ways. Definitions of climate fall into two
groups: those that define climate as a distribution over time and those that define climate
as an ensemble distribution. The former posits that climate is the empirically observed
distribution of the climate variables over a specific period of time. Climate change then is the
difference between the distributions of two time periods. The advantages of this definition
are its simplicity, its intuitive appeal and the fact that it is easy to estimate from the
observations (Lorenz 1995).

A major drawback of this definition is that it is insensitive to abrupt changes. Suppose that
in the middle of a period of time the Earth is hit by a meteorite and, as a consequence,
becomes a much colder place. It is obvious that the climate before and after the hit of the
meteorite is different. Yet, this definition does not tell us that this is so because it simply says
that averages values should be taken over a preset period. To alleviate these problems,
Werndl (2016) introduces the idea of regimes of varying external conditions. She then
defines climate as the distribution of the climate variables arising under specific regimes of
varying external conditions. The challenge here then is to say precisely what a regime of
varying external conditions amounts to.

The ensemble approach defines climate with respect to an infinite collection of virtual copies
of the climate system. This collection is called an ensemble of climate systems. Now consider
all virtual copies where the present values of the climate variables are compatible with the
values measured in the actual climate system. The climate at a time t is the distribution of
the values of the climate variables that arises when all copies in the ensemble are evolved
from now to that time t for the predicted path taken by the external conditions (Daron and
Stainforth 2013).

While useful for predictive purposes, this definition faces several challenges. First, we think
of climate as something out there in the world independent on our knowledge, but according
to this definition climate is dependent on our knowledge (because of the measurement
accuracy). Second, the definition is only about the future climate and it is unclear how the
present and past climate should be defined. But without such definitions it is unclear how to
think of climate change. Third, climate thus defined does not have any relationship to the
past time series of observations, which seems counterintuitive (Werndl 2016).

2. Detection, Attribution, Projection

The three key research uses of climate models are detection, attribution and projection.
Detection is the process of demonstrating that the climate has changed in some defined
statistical sense without providing a reason for that change. Attribution of climatic change



(once detected) is the identification of the causes of that change, such as anthropogenic
emissions of greenhouse gases and natural internal variability. A projection of future climatic
changes is a forecast given expected changes in greenhouse gas concentrations.

In the 2020s, detection of climate change is unequivocal in many aspects of the climate
system and particularly in temperature changes at large scales. The challenge for detection
is to define an appropriate null hypothesis (the expected behaviour in the absence of
changing external influences), against which the observed outcomes can be tested. In
practice, the best available null hypothesis is often provided by a state of the art GCM. As
stressed by Parker (2010), detection is robust across different models, and there is a variety
of evidence pointing to the conclusion that the global mean temperature has increased
beyond that which can be attributed to internal variability. However, the issues of which null
hypothesis to use and how to quantify internal variability, can be important for the detection
of subtler local climate change.

With detection becoming clearer , there is more focus on attribution to causal factors. An
important method for attribution is optimal fingerprinting. It seeks to define a spatio-
temporal pattern of change (fingerprint) associated with each potential driver (such as the
effect of greenhouse gases or of changes in solar radiation), normalised relative to the
internal variability, and then perform a statistical regression of observed data with respect
to linear combinations of these patterns. The residual variability after observations have
been attributed to each factor should then be consistent with the internal variability; if not,
this suggests that an important source of variability remains unaccounted for. Parker (2010)
notes that fingerprint studies rely on several assumptions, chief among them linearity.

Attribution studies have also tackled the question of individual extreme weather events: it is
well-known that events such as hurricanes or heatwaves in general cannot be directly said
to be “caused by climate change” but it is possible to statistically analyse the degree to which
a similar event is more or less likely in a changed climate (van Oldenborgh et al. 2021). In the
interpretation of attribution results, there is a tendency to focus on whether or not the
confidence interval of the estimated anthropogenic effect crosses zero. This results in
conservative attribution statements, reflecting public discourse where “attribution” is often
understood as confidence in ruling out non-human factors, rather than as giving a best
estimate or relative contributions of different factors (Lloyd and Oreskes 2019; Lusk 2017).
As Parker (2010) argues, there is higher confidence in attribution results when the results
are robust and there is a variety of evidence, as there is for the finding that late twentieth-
century temperature increase was mainly caused by greenhouse gases.

Currently the most urgent task for climate models is projecting future climatic change to
inform decisions about mitigation and adaptation, and other climate-related decisions.
“Projection” is a technical term referring to a forecast that is conditional on a particular
forcing scenario (and other conditions such as land use), specified either by the amount of
greenhouse gas emissions and aerosols added to the atmosphere or directly by their
atmospheric concentrations (Werndl 2018).

If using modelled projections to inform high-impact decisions, it is necessary to understand
how accurate they are likely to be. There is no general answer to the question of the



trustworthiness of model outputs. Variously one might consider the ability to successfully
reproduce past data (Oreskes et al. 1994; Stainforth et al. 2007a; Katie Steele and Werndl
2013), expert judgement about the potential limitations of models (Thompson et al. 2016),
model-based understanding of fidelity of the internal process representations and physical
understanding of the theoretical behaviour of the climate system with which we expect
models to be consistent. None of these constitute sufficient criteria. Parker (2009) urges a
shift in thinking from confirmation to adequacy for purpose: models can only be found to be
adequate for specific purposes, such as for global mean temperature projection in 2100, but
they cannot be confirmed wholesale for all variables. Katzav (2014) cautions that adequacy
for purpose assessments are of limited use, and that climate models can at best be confirmed
as providing a range of possible futures.

Given these difficulties at global scale, there are further questions about the use of models
as providers of detailed information about the future local climate. The question of whether
high-resolution projections such as those generated by the United Kingdom Climate Impacts
Programme (Sexton et al. 2012; Sexton and Murphy 2012) are trustworthy has sparked
ongoing debate. Frigg et al. have urged caution (2014; 2015), where Winsberg (2018) and
Winsberg and Goodwin (2016) criticise these arguments as overstating the limitations
imposed by mathematical considerations. Meanwhile some agencies continue to produce
detailed regional projections, and others are exploring different information provision
including storyline approaches, which are based on information from climate models but
without assigning detailed probabilities to outcomes (Shepherd 2019).

Another problem concerns the use of data in the construction of models. The values of model
parameters are often estimated using observations, a process known as calibration. When
data have been used for calibration, the question arises whether the same data can be used
again to confirm the model. Scientists and philosophers alike have argued that such double-
counting is illegitimate (Lloyd 2010; Worrall 2010). Steele and Wernd| (2013) oppose this
conclusion and argue that on Bayesian and relative-likelihood accounts of confirmation
double-counting is legitimate. Furthermore, Steele and Werndl (2018) argue that model
selection theory presents a more nuanced picture of the use of data than the commonly
endorsed positions. Frisch (2015) cautions that Bayesian as well as other inductive logics can
be applied in better and worse ways to real problems such as climate prediction.

3. Understanding Uncertainty

Uncertainty features prominently in discussions about climate models, and yet is a concept
that is poorly understood with different authors disagreeing on what is meant by
“uncertainty” and on how to classify different kinds of uncertainty (for different proposals
see, for instance, Stern and Smith (2011) and Spiegelhalter and Riesch (2011)). Setting
matters of classification aside, one of the main challenges is to measure and quantify
uncertainty in climate projections. Model ensembles play a crucial role in this. Multi-model
ensembles are sets of several different models which differ in mathematical structure and
physical content. Such an ensemble is used to investigate how predictions of relevant
climate variables vary (or do not vary) according to model structure and assumptions.



A model-result is robust if all or most models in the ensemble show the same result. If, for
instance, all models in an ensemble show more than four degree increase in global mean
temperature by the end of the century when run under a specific emission scenario, this
result is robust across the specified ensemble. Does robustness justify increased confidence?
Lloyd (2015) argues that robustness arguments are powerful in connection with climate
models and lend credibility to core claims. Parker (2011), by contrast, argues that agreement
does not warrant the conclusion that relevant claims are likely to be true. One of the main
problems is that if today’s models share the same technological constraints posed by today’s
computer architecture and understanding of the climate system, then they inevitably share
some common errors. Indeed, such common errors have been widely acknowledged (see,
for instance, Knutti et al. (2010)).

When ensembles do not yield robust predictions, then the spread of results within the
ensemble is sometimes used to estimate quantitatively the uncertainty of the outcome. In
Fifth Assessment Report of the IPCC, for instance, result of CMIP5 ensemble are used
produce probabilities for the climate sensitivity and increase in global mean temperature
under various emission scenarios to lie in certain ranges. A problem with this approach is
that current ensembles are “ensembles of opportunity”, grouping together existing models.
Even the best ensembles are not designed to systematically explore all possibilities. The IPCC
acknowledges this limitation (see the discussion in Chapter 12 of IPCC (2013)) and thus
downgrade the assessed likelihood of ensemble-derived ranges (see Thompson et al. 2016).

A more modest approach regards ensemble outputs as a guide to possibility rather than
probability. On this view, the spread of an ensemble presents the range of outcomes —
referred to as a “non-discountable envelope” — that cannot be ruled out (Stainforth et al.
2007b). While less committal than the probability approach, also non-discountable
envelopes raise questions. Why is it that the results in the envelope cannot be rules out?
Do results which cannot be ruled out indicate possibilities? If not, what is their relevance for
estimating lower bounds? Furthermore, it is important to keep in mind that the envelope
does not indicate the complete range of possibilities, making particular types of formalised
decision-making procedures impossible. For a further discussion of these issues see Betz
(2015).

The most prominent framework for communicating uncertainty to policy-makers is the
IPCC’s, which is used throughout the Fifth Assessment Report, is explicated in Mastrandrea
et al. (2011). The framework appeals to two measures for communicating uncertainty. The
first, a qualitative “confidence” scale, depends on both the type of evidence and the degree
of agreement amongst experts. The second measure is a quantitative scale for representing
statistical likelihoods (or more accurately, fuzzy likelihood intervals) for relevant
climate/economic variables. A discussion of this framework can be found, for instance, in
Wiithrich (2017).

4. Climate Decisions Under Uncertainty

What is the appropriate reaction to climate change? How much should we mitigate? To what
extent should we adapt, and what form should it take? Should we build larger water reserves



and other “fortifying” infrastructure? Should we adapt houses, and our social infrastructure
more generally, to a higher frequency of extreme weather events like droughts, heavy
rainfalls, tidal surges and heatwaves? The decisions that we make in response to these
guestions have consequences affecting people at different places and times. Moreover, the
circumstances of many of these decisions involve severe uncertainty and disagreement,
concerning not only the state of the climate (as discussed above) and the broader social
consequences of any action or inaction on our part, but also what significance or value we
should attach to these consequences. These considerations make climate decision-making
both important and hard.

The standard model of decision-making under uncertainty, deriving from Savage (1954),
treats actions as functions from possible states of the world to consequences, these being
the complete outcomes of performing the action in question in that state of the world. All
uncertainty is quantified by a single probability distribution over the possible states, where
the probabilities in question measure either objective risk or the decision maker’s degrees
of belief (or a combination of the two). The relative value of consequences is represented by
an interval-scaled utility function over these consequences. Decision-makers are advised to
choose the action with maximum “expected utility” (EU); where the EU for an action is the
sum of the probability-weighted utility of the possible consequences of the action. It is our
contention that this model is inadequate for many climate-oriented decisions, because it
fails to properly represent the multidimensional nature and severity of the uncertainty that
decision-makers face.

Empirical uncertainty. There are two issues with confining all empirical uncertainty to a
precise probability function over the state space. The first is that it is rather unnatural for
complex decision problems. For instance, a mitigation decision problem might be usefully
modelled with a state-space partition in terms of possible increases in average global
temperature. In that case, the likelihood of the states would be conditional on the mitigation
option taken; moreover, the consequence arising in each of the states would depend on
further uncertain features of the world, not least the details of regional climates. The second
issue is that using a precise probability function can misrepresent the severity of uncertainty.
For instance, one may contend that the position of the scientific community is best
represented by a precise probability distribution over average global temperature states,
conditional on some mitigation option. But precise probabilities over the detailed outcomes
associated with an option and each state, describing, ultimately, impacts on human welfare,
is much less plausible. In response to this, many philosophers and statisticians advocate the
use of sets of probability functions to represent uncertainty of varying severity, whether the
uncertainty is due to evidential limitations or expert disagreement (see, e.g., Walley 1991).
Roughly, the more severe the uncertainty, the more probability functions over the space of
possibilities are needed to conjointly represent the epistemic situation.

Ethical Uncertainty. Decision makers face uncertainty not only about what will or could
happen, but also about what value to attach to these possibilities. A major source of ethical
uncertainty is how to distribute the costs and benefits of mitigation and adaptation amongst
populations in different regions of the world. Such issues are “idealised away” in many
policy-assessment models, including the global mitigation cost-benefit analyses of Stern
(2007) and Nordhaus (2008). Other features of the value function used in these models have



nevertheless been fiercely debated, in particular, the “pure rate of time preference” (see,
Greaves 2017). This and other ethical uncertainty may be represented analogously to
empirical uncertainty — by replacing the standard precise utility function with a set of
possible utility functions.

How should a decision-maker choose amongst the courses of action available to her when
she must make the choice under conditions of severe uncertainty? One strategy is to reduce
the severity of uncertainty by making further judgments of plausibility or confidence in
candidate probability or utility functions. For instance, when these functions derive from
different models or experts, the decision maker may regard some of these as more reliable
than others, or else may simply discount some models or experts as insufficiently reliable.
Variations on this approach can be found in Klibanoff et al. (2005), Gardenfors and Sahlin
(1988), Hill (2013), and Bradley et al. (2017). If pursuit of the first strategy does not fully
resolve the decision maker’s uncertainty about what precise probability estimates to draw
on, she can use an “imprecise” decision rule that generalises the idea of maximising expected
utility. Numerous proposals for rules of this kind can be found in the decision theoretic
literature (see Gilboa and Marinacci (2012) and Bradley (2017) for surveys). A prominent
class of them recommend choosing cautiously in situations of severe uncertainty (cf., the
“Precautionary Principle” discussed in, e.g., Steele (2006)). For instance, the influential
Maxmin-EU rule recommends picking the action with greatest minimum expected utility
(Gilboa and Schmeidler 1989). Other rules weigh caution against other considerations or
instead achieve the same effect as caution by recommending actions that achieve
satisfactory outcomes “robustly”, i.e., relative to every probability estimate in the set of
those deserving consideration (see, e.g., Ben-Haim 2001).
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