POSITIVE BIAS

Recognizing and Correcting Positive Bias:

The Salient Victim Effect

Emily M. Zitek !
Laura M. Giurge 2

Isaac H. Smith 3

!'School of Industrial and Labor Relations, Cornell University, United States
2London School of Economics and Political Science, United Kingdom

3 Marriott School of Business, Brigham Young University, United States

Article accepted for publication at Journal of Experimental Social Psychology.

This article may not exactly replicate the final version published in the APA journal.

Corresponding Author: Emily Zitek, School of Industrial and Labor Relations, Cornell
University, Ives Faculty Building, Ithaca, NY, 14853, United States. Email:

emily.zitek@cornell.edu



mailto:emily.zitek@cornell.edu

POSITIVE BIAS 2

Abstract
People seem to have stronger disapproving reactions when they have unfairly suffered from bias
than when they have unfairly benefited from it (i.e., they seem less concerned when they have
experienced positive bias). Is this because people do not care about the consequences of bias if it
has positively affected them, or is it because they fail to notice positive bias? We argue that it is
the latter, and that increasing awareness of a victim who has been harmed can “remove the
blinders” of the beneficiary of bias. Across seven pre-registered studies of American participants,
we tested the effect of a salient victim on people who have experienced positive bias. Our results
show that when a victim has been made salient, beneficiaries of bias are more likely to recognize
and condemn the positive bias, and they are also more likely to act to correct it. We found this
salient victim effect when people reflected on their own positive treatment in society, when they
benefited from favoritism in interpersonal interactions, and when they imagined benefiting from
nepotism. The effect emerged with both direct and indirect manipulations of the victim.
Moreover, the presence of a salient victim spurred more action in those who experienced positive
bias even when there was a personal cost. We discuss the contributions of our research to the
fairness, morality, and bias literatures.
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Recognizing and Correcting Positive Bias: The Salient Victim Effect

Biases related to age, race, socio-economic status, gender, familiarity, and even physical
appearance can result in the unjustified mistreatment of others. However, while we often focus
on the victims of such bias, there are also many beneficiaries of bias. Consider unqualified
employees who receive a competitive promotion because their boss is a close friend, or drivers
who get a “warning” instead of a speeding ticket because they have the “right look.” These
people have experienced what we label positive bias (i.e., receiving an unmerited favorable
outcome due to preferential treatment), and although most people endorse fairness as a
foundation of morality (Graham et al., 2011), recipients of positive bias seem unlikely to push
back against it. For example, students often complain that they were graded too harshly because
their teacher is “playing favorites,” but they rarely (if ever) complain that they were graded too
leniently for the same reason. Is this seeming moral hypocrisy due to people’s lack of caring that
others are harmed by biases if they themselves have benefited, or is it that they fail to
recognize—or perhaps are willfully ignorant—that they are benefiting from an unfair positive
bias in the first place? In this paper, we provide evidence for the latter, arguing that positive bias
can remain hidden in people’s ethical blind spots (see Sezer et al., 2015). Drawing on the Theory
of Dyadic Morality (TDM; Schein & Gray, 2018), we argue that one way to help people
recognize—and then act to correct—positive bias is by making the victim(s) of positive bias
salient.
Reactions to Bias

People subjected to unfair, negative events such as underpayment, disrespect, or biased
treatment often have intense reactions. They not only experience negative emotions such as

anger, but they may also exhibit a stress response (Dion & Earn, 1975; Jamieson et al., 2013;
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Mikula et al., 1998; Miller, 2001; Richman & Leary, 2009; Tabibnia et al., 2008). Victims of
biased treatment and other injustices might try to retaliate, compensate for the negative outcome,
or otherwise take action to correct it (e.g., Barclay et al., 2005; Walster et al., 1978; Zitek et al.,
2010). For example, victims of bias in the workplace might confront the biased individual if they
think this person can change, which can lead to positive outcomes (Rattan & Dweck, 2018). In
short, there is clear evidence that victims of biases (and other injustices) are bothered by what
has happened to them and often seek to somehow address the perceived injustices.

However, we do not expect beneficiaries of bias to respond in the same way as victims of
bias. People process and react differently to positive and negative events (e.g., Baron & Hershey,
1988; Baumeister et al., 2001; Davidai & Gilovich, 2016; Rozin & Royzman, 2001; Taylor,
1991), including events that are inequitable (e.g., Mowday, 1996; Shore, 2004). For example,
people do not seem to have as strong of a desire to correct inequity when they have received too
much rather than too little (e.g., Austin & Walster, 1975; Gray et al., 2014). An undeserved
outcome feels different if it is positive for the recipient rather than negative (Feather & McKee,
2009). To directly test how people react to positive versus negative bias, we conducted some
pilot studies (see the Supplemental Online Materials, SOM).

In Pilot Study 1, we asked some participants to imagine that they had to pay /ess for a
hotel room because the hotel manager didn’t think they “looked like” they would do anything
destructive (i.e., positive bias). These participants rated the hotel manager’s behavior as fair and
ethical. However, when other participants were asked to imagine that they had to pay more
because they “looked like” they would do something destructive, they considered this to be quite
unfair and unethical, even though the same method (predicting someone’s behavior based on

their appearance) was used in both cases to make the decision about the cost of the room (see
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also Pilot Study 2). In line with these results, other researchers have also argued that positive bias
is often invisible to the beneficiaries (Phillips & Lowery, 2018). Because positive bias confers
welcome benefits, and because people want to believe they are moral individuals who have not
contributed to any unfairness (Dunning, 2007; Mazar et al., 2008), a beneficiary of bias is likely
motivated to ignore the bias (see Gino et al., 2010). From this perspective, it isn’t that
beneficiaries of bias do not care about the victims; they just may not realize that anything
immoral has happened or that anyone has suffered unfairly. To better understand why positive
bias might be hard to recognize, we turn to TDM (Schein & Gray, 2018).

According to TDM, an act will be morally condemned if it violates a norm, triggers
negative affect, and results in dyadic harm where an intentional agent causes harm to a
vulnerable victim (see also Gray et al., 2022; Nichols, 2002; Schein et al., 2016). Positive bias
might be hard to recognize (and condemn) because beneficiaries of bias do not identify a norm
violation, feel any negative affect, or notice any harm.

First, recipients of positive bias will likely generate an explanation for why their positive
outcome was fair, which may cause them to fail to identify a norm violation. Indeed, people
often find a way to justify their good outcomes, even when undeserved (Ellard & Bates, 1990;
Gaucher et al., 2010). They do so by making internal attributions for these outcomes (i.e., the
self-serving bias; Mezulis et al., 2004) or otherwise thinking about them in ways that help
maintain their belief in a just world (Hafer & Bégue, 2005). For example, upper class individuals
might bring up their hardships or hard work to make their privilege seem merited (Phillips &
Lowery, 2020).

Second, positive outcomes elicit positive affect, which leads to less rumination and less

desire for corrective action than negative affect does (e.g., Gray et al., 2014; Moberly &
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Watkins, 2008). Negative emotions highlight the potential immorality of the situation
(Avramova & Inbar, 2013), and without these negative emotions, the bias might be missed.
Indeed, people filter their experiences through their emotions: When people are in a positive
mood, they are more likely to see the world through “rose-colored glasses” (Clore, 1994; Van
Kleef, 2009) and thus less likely to question the fairness of the favorable outcome that put them
in a positive mood.

Third, egocentric biases (e.g., Gilovich et al., 1998) may prevent beneficiaries of bias
from noticing any harm done to others because their own outcome was positive. Indeed, in Pilot
Study 1 (see SOM), participants who imagined experiencing positive bias from the hotel
manager failed to recognize the potential harm to others due to the hotel manager’s behavior.
People do not think as carefully about an outcome they like as compared to one they do not like
(e.g., Ditto & Lopez, 1992; Ditto et al., 2009), and, as a result, they might not realize that
someone else was harmed when they receive an unmerited favorable outcome. Without any
noticeable harm, people will be less likely to view the action as unethical (Gino et al., 2008).
Recognizing Positive Bias

Given that people seem to be less likely to recognize and condemn positive bias, an
important question emerges: When wil/ people recognize it, given that they are motivated (often
unconsciously) to keep positive bias in their ethical blind spots? When someone benefits from
bias, there is often a victim lurking in the background (e.g., when someone receives a promotion
from a family member, there are others who miss out on that promotion), but people may need to
have their attention drawn toward this victim to recognize that they benefited from positive bias.
We argue that a salient victim makes it more likely that people will identify a norm violation,

feel negative affect, and notice the harm of positive bias, and thus, in line with TDM (Schein &
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Gray, 2018), become aware that something potentially immoral has happened (i.e., they will
recognize the unfairness due to positive bias).

First, a salient victim likely demonstrates that there was a norm violation whereby some
people received unmerited advantages over others. Consistent treatment across individuals is a
key component of fairness judgments (e.g., Adams, 1965; Cropanzano et al., 2007; Matta et al.,
2017), and when victims of bias become salient, people might be more likely to realize that not
everyone was treated in the same way.

Second, a salient victim increases the likelihood that a beneficiary of bias will experience
negative affect (e.g., Erlandsson et al., 2015; Kogut & Ritov, 2005). Whereas people usually feel
good when they receive a positive outcome, they often also feel bad for others who receive a
negative outcome. People might feel sadness, distress, anger, sympathy, or empathic concern in
response to the victim’s poor outcome (e.g., Zitek & Jordan, 2021), or guilt because of their
benefits relative to the victim’s (Brockner et al., 1986; Mattila et al., 2013).

Third, a victim focuses the beneficiary of bias on the harm of the situation. Research on
egocentrism shows that people often think about things from their own perspective and fail to
adjust for the perspective of others (e.g., Bohns, 2016; Gilovich et al., 1998; Gilovich et al.,
2000; Giurge & Bohns, 2021). We assert that highlighting a salient victim can help individuals
overcome their egocentric biases and take the perspective of others when it comes to positive
bias. This, in turn, may make people more likely to perceive the original action (e.g., the family
member’s promotion over unrelated yet more qualified individuals) as biased and unfair. Indeed,
research confirms that recognizing harm done to others can prevent people from morally

disengaging in situations of self-interest (Kish-Gephart et al., 2014).
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In short, people often engage in motivated blindness, whereby they disregard the
unethical behavior of others that they are benefiting from (Gino et al., 2010; Sezer et al., 2015).
A victim may prevent this motivated blindness by making it difficult for people to overlook the
norm violation, not feel bad about what happened, or miss the harm. Integrating the above
research and reasoning, we hypothesize that people will be more likely to recognize positive bias
when the victims who have been harmed by their good fortune are made salient.

Taking Corrective Action

Of course, to counteract positive bias, people need to do more than just recognize it—
they also need to speak up about it or take other action to correct it. Beneficiaries of bias may be
reluctant to take corrective action, as they may not want to irritate or embarrass someone who
helped them or lose out on the positive treatment they received (see Carlson et al., 2022).
However, failing to counteract positive bias may constitute moral hypocrisy (Batson &
Thompson, 2001)—acting in a manner inconsistent with espoused moral values. Sometimes
moral hypocrisy may be unintentional, a form of self-deception (Batson et al. 1999), wherein
people fail to recognize that their behavior violates their moral values. At other times, moral
hypocrisy can be intentional, as people perceive that the benefits of violating their values
outweigh the costs, leading them to act in ways contrary to their values (Batson & Thompson,
2001). We expect that a salient victim will increase a person’s awareness of positive bias
(reducing unintentional moral hypocrisy) and, subsequently, amplify the costs of not
counteracting it (reducing intentional moral hypocrisy).

Once the salient victim gets people to recognize that they have unfairly benefited from
bias, they may be more likely to take corrective action because of their desire to maintain a

positive moral self-view (Aquino & Reed, 2002; Dunning, 2007; Mazar et al., 2008). Fairness is
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a widespread and nearly universal moral value (Graham et al., 2011; Peterson & Seligman,
2004). Not speaking up about (and even benefiting from) unfairness can cause ethical
dissonance, a psychological discomfort arising from an inconsistency between one’s behavior
and one’s moral values (Barkan et al., 2012). A salient victim may make it hard for people to
avoid comparing their behavior to a relevant moral standard (Batson et al., 1999). Thus, we
argue that a salient victim makes beneficiaries of bias recognize the moral problems inherent in
the situation, and as a result, they will be more likely to take action to solve the problems (see
also Jones, 1991)—and therefore less likely to engage in unintentional moral hypocrisy.

Moreover, after the salient victim has made the positive bias readily apparent, the costs of
ignoring the bias increase (Batson & Thompson, 2001), making the beneficiaries feel like they
must counteract the bias to avoid being or appearing immoral or hypocritical (Batson et al.,
1999; Batson & Thompson, 2001; Lonnqvist et al., 2014; Monin & Merritt, 2012). The victim
may compel people to act because it makes it harder for them to make self-serving justifications
for why inaction is okay (Shalvi et al., 2015), or because they believe that others will now expect
them to do the right thing. The negative personal and public consequences of not taking
corrective action thus increase, making intentional moral hypocrisy more costly.

Consistent with the above points on the relationship between recognizing and correcting
unfairness, research has shown that people are more likely to support action to reduce economic
inequality when they perceive the inequality as an injustice (Dietze & Craig, 2021). Relatedly,
when people are made aware of their own biases, they try to correct the problem by acting more
unbiased (Perry et al., 2015), and we expect that they might also try to correct the problem when
they notice bias in others. Research has documented that people are sometimes willing to take a

stand against immoral behavior even at a cost to themselves (Cao et al., 2019; Fehr & Gatchter,



POSITIVE BIAS 10

2002), and this might happen for positive bias when there is a salient victim. Specifically, we
hypothesize that the presence of a salient victim will lead individuals who benefit from positive
bias to be more likely to take corrective action because they will have a higher likelihood of
recognizing the bias in the first place, which increases the cost of not addressing it.
Overview of Studies

In seven pre-registered studies, we examined our proposed salient victim effect on
people’s likelihood of recognizing and acting against positive bias across a variety of situations.
In Study 1, we examined whether White Americans exposed to salient victims of racial profiling
are more likely to report that they have benefitted due to their race. In Studies 2a, 2b, and 2c, we
examined whether people are more likely to recognize positive bias and take action to correct it
in interpersonal interactions, even at a cost to themselves. In Study 3, we examined whether an
indirect mention of a victim (through an emphasis on the zero-sum nature of a situation) has a
similar effect as the more direct mention of a victim (through a victim anecdote) on recognizing
positive bias and speaking up about it. Finally, in Studies 4a and 4b, we examined why salient
victims lead to recognition of positive bias and corrective action. Specifically, and following
TDM, we examined how a norm violation, negative affect, and obvious harm all play a role in
raising awareness of positive bias and triggering action to correct it. Overall, understanding how
to get people to recognize and act when they experience positive bias can help make societies
fairer.
Transparency and Openness

We pre-registered the sample sizes, hypotheses, analyses, and exclusion processes for all
studies reported in this paper, and we note a deviation to one pre-registration in a footnote (see

SOM for additional pre-registered analyses). We aimed to have about 100 participants per cell,
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following recent recommendations (Brysbaert, 2019), and we did not analyze our data until after
data collection had been completed. We report all manipulations, measures, and exclusions for
each study. All study materials and data are available at:
https://osf.io/rmhw7/?view_only=3e3d1ba6b0924c30a5694400856fac53.

Study 1

In this study, we tested the effect of a salient victim on recognizing positive bias in one’s
societal treatment. Specifically, we were interested in whether White individuals would be more
likely to report that they had benefitted from bias after reading about victims of potential racial
profiling in traffic, retail, and travel scenarios.

Method

This study was pre-registered at: https://aspredicted.org/QK6 RPS. We recruited 875
White participants from the United States (439 men, 422 women, 14 other; Mage = 39.5, SDage =
13.5) via Prolific. Despite the filter, 13 participants did not identify as White in our demographic
survey, and they were excluded from the analyses. Because we had a secondary interest in
examining moderation by political orientation, we chose this sample size to give us adequate
power to detect an average-sized interaction in our field (see Aguinis et al. 2005).

All participants read short descriptions of the duties of traffic police, retail store
employees, and TSA workers (e.g., “Traffic cops are tasked with stopping cars that are speeding
or are otherwise breaking the law”). In the control condition, participants were not provided with
any additional information. In the salient victim condition, participants were provided with an
anecdote about a salient victim of what may have been racial profiling in each of the three
situations. These anecdotes were pulled from online blurbs or from personal communications

with victims. For example, for the traffic police anecdote, participants read the following:
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A Black man named Robert was pulled over for speeding despite not driving over the
speed limit. The state trooper who pulled him over then searched his car for drugs even
though Robert was not doing anything suspicious. Robert had to stand out in the rain
while his car was searched. The state trooper did not find anything illegal.

After each of the three blurbs, participants were asked to rate on a scale from 1 (not at
all) to 7 (very much): “To what extent do you think you have personally benefited because of
your race in terms of how you are treated when driving [shopping] [traveling]?”” We took the
mean of participants’ three responses as our measure of bias recognition (o = .92).

Finally, participants responded to several questions about themselves. Given that moral
judgments can vary by one’s political orientation (Graham et al., 2011; Van de Vyver et al.,
2016), we also wanted to examine whether the salient victim effect is stronger among liberals
than among conservatives in this context. Thus, we included a question where participants rated
their political orientation on a scale from 1 (very liberal) to 11 (very conservative). Our sample
leaned somewhat liberal (M = 4.14, SD = 2.96).

Participants also reported the frequency with which they drive, shop in retail stores, and
travel in airports (never to very often). In line with our pre-registered plan, we excluded
participants who said that they never drive, shop in retail stores, or fly from our analyses (as they
would not have the opportunity to experience positive bias in these domains), leaving a final
sample of 697 participants. A sensitivity analysis revealed that we had at least 80% power to
detect a salient victim effect of d = 0.21 or larger.

Results and Discussion
As predicted, White participants in the salient victim condition were more likely to

recognize the positive bias they had experienced in their own lives (M =4.91, SD = 1.80),
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compared to participants in the control condition (M =4.31, SD = 1.88), #(695) = 4.26, p <.001,
d=0.32,95% Clg=[0.17, 0.47]. To determine whether the condition effect was moderated by
political orientation, we ran a regression predicting bias recognition from condition (-1 = control,
1 = salient victim), political conservatism (centered), and their interaction (see Table 1). Political
conservatism was negatively related to bias recognition in this context of race-based bias, but
there was no evidence that political orientation moderated the salient victim effect. Thus, the size
of the salient victim effect did not seem to change based on the political orientation of the
participants. Because this study had a limited number of conservative participants (N = 144), we
report a meta-analysis in SOM of conservatives across three separate studies (N = 287). The
meta-analysis revealed that there is a significant salient victim effect for conservative
participants, Z=3.17, p <.001, d = 0.38, 95% Clq =[0.15, 0.62], supporting the idea that the
salient victim effect occurs for people who hold different political views.

Table 1

Coefficients for a Linear Regression Model Predicting Bias Recognition in Study 1

b [95% CI] t )% Partial »
Constant 4.61 [4.50, 4.72] 79.98 .000
Salient victim v. control 0.3210.20, 0.43] 5.50 .000 204
Political conservatism (centered) -0.351-0.39, -0.31] -17.96 .000 -.563
Victim*conservatism interaction 0.01 [-0.03, 0.04] 0.33 743 .012

Notes. N=697.

In sum, this study provides initial evidence for the salient victim effect. White
participants recognized that they might have benefited from positive bias more when there were
salient victims of racial profiling mentioned, and this effect seemed to occur for people of

varying political views. Although these results may have been enhanced due to the potential
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demand characteristics of our design, prior research has shown that it is not always easy to get
White individuals to acknowledge their privilege (e.g., Phillips & Lowery, 2018); therefore, we
are encouraged by these findings. While this study focused only on recognizing positive bias, the
next studies will look at whether participants also take action to correct positive bias when
presented with a salient victim.
Studies 2a, 2b, and 2¢

In our next three studies, we tested whether the salient victim effect replicates when
people experience positive bias in the moment. We further examined the important question of
whether a salient victim leads people to act against such bias. It is often difficult for people to
speak up or take other action against bias for various reasons, such as pressures to be polite or
concerns about how the perpetrator will react (e.g., Czopp & Monteith, 2003; Rehg et al., 2008;
Swim & Hyers, 1999). In the case of positive bias, it can be especially hard for the recipients to
say or do anything about it, as doing so might cause them to lose out on their positive outcome or
harm the person who tried to “help” them. We set up the following three studies to simulate this
dilemma: Participants were given more than their fair share of something desirable due to their
similarity with a decision maker, and we examined how they reacted. Past research has indicated
that people receive advantages from those who have similar demographic characteristics and
interests (Phillips et al., 2022). Thus, this seemed like an important type of positive bias to study.
Study 2a: Undeserved Lottery Tickets
Method

This study was pre-registered at: https://aspredicted.org/blind.php?x=ej4pc6. We
recruited 250 participants from the United States (119 men, 125 women, 6 other; Mag. = 31.3,

SDqge = 11.6) via Prolific. As a cover story, we told participants we were interested in
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“examining the teacher-student relationship and how it influences performance in a word game.”
Then, participants were ostensibly matched up virtually with two other Prolific users (who were
not actually there). One supposed group member was assigned to the teacher role, and the other
two people (including the real participant) were assigned to the student role. Participants were
asked to answer some get-to-know-you and would-you-rather questions that would be shared
with their teacher (e.g., “What is your birth month?”” and questions from West et al., 2014, such
as “Would you rather be extremely lucky or extremely smart?”’). Afterwards, participants saw
their teacher’s responses, which were programmed to be very similar to their own.

Participants then completed a word game where they were told to find as many words as
possible in a Boggle-style letter matrix in one minute. Participants learned that their teacher had
been instructed to give out 20 lottery tickets across the two students based on how well the
students performed on the word game. These lottery tickets would give participants a chance to
earn a financial bonus.

After participants finished the word game, they waited about 20 seconds while their
teacher ostensibly graded their work. They then received a message from their teacher stating
that their initial score had been increased by five points, along with a justification indicating that
the participant was the recipient of positive bias. In the control condition, the teacher told the
participant (with “X” representing the actual number of words they listed): “You listed X words,
but I’ll bump your score up to a X+5. I don’t think I’'m supposed to do this, but you seem cool
and we had a lot of similar answers on teh [sic] would you rather questions. Fun!” In the salient
victim condition, the teacher’s message started off the same, but then the teacher said: “The other
student I’'m grading seems lame. They said their favorite hobby is ant farms. So I’ll just take

some tickets from them, so you can have more.” In both conditions, the teacher ended with “I
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'9’

hope you win the lottery!” to remind participants of the connection between their score and the
lottery tickets. We intentionally included informal writing and typos to enhance believability.

Participants were then given an opportunity to send a message back to their teacher in an
open-ended text box (otherwise they could type N/A). After this, participants were asked to
respond to 10 items about the word game and their teacher (1 = strongly disagree, 7 = strongly
agree). Most were fillers, but three of these items made up our bias recognition scale (all reverse-
scored; a = .84): “The scoring process worked well,” “The teacher’s interaction with me was
appropriate,” and “The lottery tickets were allocated fairly.” Then participants were asked if they
would like to send any comments or concerns about the study, the word game, or their
interaction with the teacher to the researcher through another text box. Finally, participants
reported demographic information and were asked to guess the purpose of the study in a final
text box.

To assess participants’ willingness to speak up about the bias, we asked a research
assistant blind to condition and hypothesis to code participants’ first two open-ended responses
(the message to the teacher and the message to the researcher) for whether the participants
questioned or complained about the score increase or directly asked the teacher not to bump up
their score. Thus, participants were given a score of a ‘1’ on this variable if they spoke up to
either the teacher and/or the researcher (e.g., “Hey Taylor, I appreciate the help, but I would
prefer to be scored based on performance rather than similarity in personality,” and “Thanks, but
you don't have to. I don't want to take points from the other person.”), and a ‘0’ if they spoke up
to neither party.

We also asked the research assistant to code participants’ open-ended responses for

suspicion (details in SOM). As pre-registered, we excluded data from participants who were
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coded as suspicious, leaving a final sample size of 209. A sensitivity analysis revealed that we
had at least 80% power to detect effect sizes of d = 0.39 and ¢ = .14 or larger for each of our two
dependent variables.

Results

As predicted, participants in the salient victim condition were more likely to recognize
bias (M =4.33, SD = 1.59), compared to participants in the control condition (M = 3.43, SD =
1.46), ©(207) = 4.26, p < .001, d = 0.59, 95% Clqs = [0.31, 0.87]. Also as predicted, participants in
the salient victim condition were more likely to speak up about the bias (25.3%), compared to
participants in the control condition (11.8%), x* =6.32, p =.012, ¢ = .17.

We then tested for mediation of the effect of the salient victim on speaking up through
bias recognition (see Table 2 for the regression coefficients). According to the bootstrapping
method for mediation with 10,000 iterations (Hayes, 2017), bias recognition was indeed a
mediator (indirect effect = 0.62, 95% CI =[0.29, 1.14]). Thus, participants’ higher likelihood of
speaking up about the bias after being presented with a salient victim was explained by their

greater likelihood of recognizing the bias.

Table 2

Coefficients for Logistic Regression Models Predicting Speaking Up in Study 2a

b [95% CI] zZ p b [95% CI] VA p
Constant -2.93[-1.69,-4.18] 4.63 .000 -5.16[-6.90,-3.41] -5.78 .000
Salient victim v. control 0.92[0.19, 1.66] 246 014 0.40[-0.41, 1.21] 097 334
Bias recognition 0.69 [0.39, 0.99] 4.54 .000

Note. N=209
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Study 2b: Biased Offer in an Ultimatum Game
Method

This study was pre-registered at: https://aspredicted.org/1F1_JGN. We recruited 301
participants from the United States (151 men, 150 women, Mage = 41.1, SDage = 13.1) via
Connect, an online platform offered by CloudResearch. As a cover story, we told participants we
were “interested in how and why people make decisions in an ‘ultimatum game,’ both in terms
of their own proposals and whether they accept or reject other people's proposals.” We then
explained what an ultimatum game is. Like in Study 2a, we had participants answer questions
about themselves (e.g., their demographic information, their hobbies, etc.) that would ostensibly
be sent to an ultimatum game decision maker. Participants were then presented with an
allocation decision that they had to accept or reject. They were told that the decision maker had
to divide a 50-cent bonus between two other participants either randomly, evenly, or based on
the participants’ characteristics. This decision maker had chosen to allocate 40 out of the 50
cents to the participant based on their characteristics.

In the control condition, the decision maker sent a message that said, “I am [X age] and I
want to help out someone who is of my same generation!” (We set it so that the decision maker
was two years older than the participant to make them seem around the same age.) In the salient
victim condition, the decision maker said the same thing but added, “I gave less to the person
who was a different age.” We also reminded participants in this condition in a couple other
places that the other recipient would get a smaller amount (see more on our OSF page).

Participants were then asked if they would accept or reject the proposed bonus allocation
(our measure of corrective action). If participants accepted the proposal, they would get 40 out of

the 50 cents. If participants rejected the proposal, the bonus allocations would be made
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randomly, and the decision maker would be penalized.! After making this decision, participants
were asked to rate how much they agreed with various statements about why they decided to
accept or reject the proposal (1 = strongly disagree, 7 = strongly agree). Three of these items
made up our bias recognition scale (all reversed; a = .88): “The decision maker made an
appropriate decision given the available information,” “The decision maker had good reasons for
their allocation,” and “The decision seemed fair overall.”

Finally, participants were provided with two open-ended text boxes that asked if they had
any comments about the study and if they had a guess about the purpose of the study. As pre-
registered, we excluded data from participants who were coded as suspicious, leaving a final
sample size of 297. A sensitivity analysis revealed that we had at least 80% power to detect
effect sizes of d =0.33 and ¢ = .11 or larger for each of our two dependent variables.

Results

As predicted, participants in the salient victim condition were more likely to recognize
bias (M = 3.44, SD = 1.47), compared to participants in the control condition (M = 2.87, SD =
1.39), #(295) = 3.45, p <.001, d = 0.40, 95% Cla =[0.17, 0.63]. Also as predicted, participants in
the salient victim condition were more likely to reject the proposal (13.4%), compared to
participants in the control condition (3.4%), x> =9.72, p =.002, ¢ = .18.

We then tested for mediation of the effect of the salient victim on rejecting the proposal
through bias recognition (see Table 3 for the regression coefficients). According to the
bootstrapping method for mediation with 10,000 iterations (Hayes, 2017), bias recognition was

indeed a mediator (indirect effect = 0.57, 95% CI =[0.21, 1.10]). Thus, participants’ higher

' We included this part to try to simulate the fact that taking action against positive bias can sometimes harm the
person who displayed the positive bias. Some participants mentioned in their comments that they would have
rejected the allocation if they were not going to harm the decision maker.
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likelihood of rejecting the biased proposal after being presented with a salient victim was
explained by their greater likelihood of recognizing the bias.
Table 3

Coefficients for Logistic Regression Models Predicting Rejecting the Proposal in Study 2b

b [95% CI] zZ p b [95% CI] VA p
Constant -3.35[-4.24,-246] 7.37 .000 -7.17[-9.10,-5.25] -7.31 .000
Salient victim v. control 1.49[0.48, 2.50] 2.89 .004 1.20[0.10, 2.31] 2.14  .033
Bias recognition 0.99 [0.64, 1.35] 5.55 .000

Note. N =297
Study 2c: Biased Task Allocation
Method

This study was pre-registered at: https://aspredicted.org/NSW_4F5. We recruited 194
undergraduates from a large university in the Northeastern United States (80 men, 112 women, 2
other; Mage = 19.1, SDage = 0.92) who completed this study for extra credit in their class. As a
cover story, we told participants that we were interested in “how people assign tasks to others,
and then how people perform on those tasks depending on what tasks they were assigned.”
Participants started by rating how interesting various tasks sounded to them. Then they were told
that they would be matched up with two other participants in the lab room, and of the three, one
would be the decision maker and two would be recipients. In reality, all participants were
assigned to the recipient role, and as in our previous two studies, all interactions across
“participants” were pre-planned. To make the groups seem realistic, we had participants take the
study at the same time as other people. There were a few time slots where a single participant
took the study, in which case the experimenters were instructed to make it seem like there were

other people in the lab room (as participants could not see everyone else).
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Participants then answered questions about themselves, like those in Study 2a, that would
ostensibly be sent to their decision maker, who then had to allocate experimental tasks across the
two recipients. Participants learned that the decision maker had to choose how to allocate a
humor perceptions task (4.7/5 stars), a word game task (4.8/5 stars), a letter counting task (2.1/5
stars), and a safety video task (1.8/5 stars), and that their decision maker gave them the two
higher rated tasks. They then received a message from the decision maker. In the control
condition, the decision maker said, “I chose to give you the two fun tasks becuase [sic] we had a

'9’

lot of similar answers on the get to know you quesions [sic]!” In the salient victim condition, the
decision maker said the same thing except also added, “The other person will get the two boring
tasks.” There were also additional mentions of the victim in this condition.

For our measure of corrective action, participants were then asked if they would like to
accept the allocation and do both higher rated tasks, or if they would like to reject the allocation
and do one of the higher rated tasks and one of the lower rated tasks. If they rejected the offer,
their decision maker would have to do both lower rated tasks. To avoid demand effects that were
possibly present in our previous studies, we did not include a bias recognition measure in this
study.

Participants then went on to complete either both fun tasks or one fun task and one boring
task (depending on whether they accepted or rejected the proposal) and some demographic items.
Finally, in an open-ended text box, participants were asked to report whether they had a guess
about the purpose of the study and if anything seemed strange to them. As pre-registered, we
excluded data from participants who were coded as suspicious based on this text box, leaving a

final sample size of 178. A sensitivity analysis revealed that we had at least 80% power to detect

effect sizes of ¢ = .15 or larger for the effect of condition on corrective action.
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Results

As predicted, participants in the salient victim condition were more likely to reject the
biased allocation (18.2%), compared to participants in the control condition (6.7%), x~ = 5.45, p
=.020, 9 =.17.

Discussion

In these studies, a salient victim led participants to be more likely to recognize that they
benefited from bias (Studies 2a—2b) and take action to correct the bias (Studies 2a—2c¢). In the
control condition, even though the decision maker indicated that participants were getting a good
outcome that was more than their fair share (more lottery tickets than earned, more than 50% of a
shared bonus, or more than 50% of the fun tasks), participants usually did not protest. However,
when the victim who would suffer from the bias was highlighted, participants were more likely
to act against the positive bias, through speaking up or rejecting the proposal. Participants may
have felt more compelled to act once they were aware of the unfair positive bias (Jones, 1991),
as not acting might have made them feel like a moral hypocrite (Batson & Thompson, 2001).
Participants were more likely to correct the positive bias in the salient victim condition even
though doing so would be at a cost to themselves (i.e., fewer lottery tickets, a potentially worse
bonus allocation, and fewer fun tasks) and possibly also their decision maker.

Although we found promising results in these behavioral studies, there were also
limitations. While we assume that people need to recognize positive bias before they will correct
it, and our mediation results were consistent with this, it is important to note that mediation
analyses are limited (Bullock et al., 2010), and we cannot be sure of the causal order between
bias recognition and corrective action. In Studies 2a and 2b, we asked the bias recognition

questions (mediator) affer participants had the opportunity to take some corrective action (DV)
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because we did not want to influence their behavior by hinting at the unfairness of the bias
through our questions. Also, while we tried to make the interactions seem as realistic as possible,
some participants were still suspicious that they were fabricated and were therefore excluded
from the analyses presented above. As pre-registered, we also analyzed the data without any
exclusions for suspicion, and we obtained the same patterns of results (see SOM).
Study 3

In Studies 1-2¢, we manipulated the victim in a direct way. In Study 3, we examined
whether an indirect manipulation of a victim—where participants are reminded of the limited
number of people who can benefit (i.e., an emphasis on the zero-sum nature of the situation)—
has a similar effect on participants’ likelihood of recognizing bias and speaking up about it.
Method

This study was pre-registered at: https://aspredicted.org/blind.php?x=848iw6. We
recruited 405 participants from the United States (214 men, 191 women; Mage = 39.8, SDage =
12.68) from CloudResearch’s approved mTurk participant list. Participants were first asked to
imagine that they had worked at a company for six months and were the second-best salesperson.
This company gives out bonuses for outstanding performance, but “only employees who have
worked at the company for at least a year are eligible for the bonus.” Participants also found out
that their cousin oversees the committee that makes the decisions about the bonuses. Despite
their ineligibility due to the tenure rule for bonuses, participants learned they were selected for a
bonus anyway. Thus, the scenario implied that the cousin may have violated the tenure rule on
behalf of the participant because they were family (i.e., positive bias via nepotism). The
additional information participants received varied by condition according to a 2 (direct mention:

salient victim v. not) x 2 (indirect mention: zero-sum v. not) between-subjects design.
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For the direct mention of the victim, we manipulated whether a specific victim was
emphasized or not, like in previous studies. Half of the participants received no information
about the other people who did or did not receive a bonus (the control condition). The other half
(the salient victim condition) read:

Your cousin also tells you who the other winners are. You realize that your senior

colleague who has been working at the company for eight years and who is the third best

salesperson in the company will not be one of the five people getting the bonus this year.

This senior colleague did not receive the bonus last year either despite excellent

performance then.

For the indirect mention of the victim, we manipulated whether there were a limited
number of bonuses or not (i.e., whether it was a zero-sum situation). In the non-zero-sum
condition, participants read: “The company will give out bonuses to however many employees
meet the criteria.” In the zero-sum condition, participants read: “The company will give out five
total bonuses to the top five employees who meet the criteria.”

Participants then rated the extent to which they agreed with the following statements (1 =
strongly disagree, 7 = strongly agree): “The decision feels unfair,” “The decision to give me the
bonus has negative consequences,” “I deserved the bonus (reversed),” “The committee was
justified in giving me the bonus (reversed),” “It feels wrong to accept the bonus,” “The
committee made a biased choice,” and “I received the bonus because of favoritism.” We took the
mean of these seven items as a measure of bias recognition (a = .90). Participants then responded
to a 5-item scale of speaking up about the bias (o = .89; e.g., “I would tell the committee that

they did not have to break the rule for me;” see all items on our OSF page).
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At the end of the study, participants answered demographic items and a memory attention
check asking who assigned the bonuses (i.e., the cousin). As pre-registered, participants who
incorrectly answered the memory question were excluded, leaving a final sample of 384
participants. A sensitivity analysis revealed that we had at least 80% power to detect effect sizes
of n?=.018 or larger for each of our two dependent variables.

Results and Discussion

Results of a 2 x 2 factorial ANOVA on bias recognition revealed a significant main effect
of the direct mention of the victim, F(1, 380) = 44.19, p < .001, n?> = .10: Participants were more
likely to recognize bias when they read about the person who did not receive the bonus (the
salient victim) than when they did not read about this person. There was also a significant main
effect of the indirect mention of the victim, F(1, 380) = 12.86, p <.001, > = .03: The bonus
decision was rated as more biased when there was a zero-sum situation as opposed to when there
was not. There was also a significant interaction, F(1, 380) = 5.09, p = .025, 1> = .01 (see Figure
1). The direct mention of the victim led to a greater likelihood of recognizing bias, both in the
zero-sum situation, #380) = 3.15, p =.002, d = 0.45, 95% Clq = [0.16, 0.73], and in the non-
zero-sum situation, #380) = 6.20, p <.001, d =0.91, 95% Clq = [0.61, 1.21]; however, the salient
victim effect was larger in the non-zero-sum situation.

Results of a 2 x 2 factorial ANOVA on speaking up revealed a significant main effect of
the direct mention of the victim, F(1, 380) = 6.38, p = .012, n?> = .02: Participants said they were
more likely to speak up when they learned of the salient victim. There was also a significant
main effect of the indirect mention of the victim, F(1, 380) = 7.31, p = .007, n?> = .02:
Participants said they would speak up more in the zero-sum situation. There was also a

marginally significant interaction, F(1, 380) = 3.67, p = .056, n> = .01 (see Figure 2). The direct
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mention of the victim did not lead to a greater likelihood of speaking up in the zero-sum
situation, #(380) = 0.44, p = .661, d = 0.06, 95% Cl4 = [-0.22, 0.34], but it did in the non-zero-
sum situation, #(380) = 3.09, p = .002, d = 0.45, 95% Cla = [0.16, 0.74].

Figure 1

Means and 95% Cls for Bias Recognition per Condition in Study 3
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Means and 95% Cls for Speaking Up per Condition in Study 3
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We then conducted a mediation analysis to examine whether the two main effects found

for speaking up (i.e., the direct mention of the victim and the indirect mention of the victim)
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were explained by greater bias recognition (see Table 4 for the regression coefficients).
According to the bootstrapping method with 10,000 iterations, bias recognition mediated the
relationship between the direct mention of the victim and speaking up (indirect effect = 0.29,
95% CI=10.20, 0.40]). Bias recognition also mediated the relationship between the indirect
mention of the victim and speaking up (indirect effect = 0.16, 95% CI=[0.07, 0.25]).2
Table 4

Coefficients for Linear Regression Models Predicting Speaking Up in Study 3

b [95% CI] t p b [95% CI] t p
Constant 4.92[4.76,5.07] 6191 .000 1.59[1.08,2.11] 6.07  .000
Salient victim v. control 0.20 [0.04, 0.36] 2.53 .012 -0.09[-0.23,0.04] -135 .179
Zero-sum V. not 0.21 [0.06, 0.37] 2.70 .007 0.06 [-0.08, 0.19] 0.83  .405
Salient victim X zero-sum  -0.15[-0.31,0.00] -1.91 .056 -0.05[-0.18,0.08] -0.78 .433
Bias recognition 0.68 [0.58, 0.78] 13.08 .000

Notes. N = 384. Coding: salient victim =1, control = -1; zero-sum = 1, non-zero-sum = -1

Overall, Study 3 showed that people were more likely to recognize positive bias if there
was either a specific victim mentioned (the direct victim manipulation) or if the zero-sum nature
of the situation was emphasized (the indirect victim manipulation), and this heightened bias
recognition seemed to account for participants’ greater likelihood of speaking up after both types
of victim indications.? Thus, there are multiple ways of producing the salient victim effect. While
the direct victim manipulation relied on giving participants detailed information about the victim
(as opposed to no information), the results from the indirect manipulation were similar when we

simply told participants that there were limited bonuses (as opposed to no limit). This suggests

2 There were some differences between the pre-registration and what we ended up focusing on in our write-up.
Please see SOM for the other pre-registered analyses.

* Although we believe that people need to recognize positive bias before they can act against it, we again note that
mediation analyses are limited (Bullock et al., 2010), and we cannot be sure about the causal order of our variables.
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that the specific information given about the victim likely does not drive our effects. In short,
drawing attention to the harm in either way (a victim anecdote or a zero-sum emphasis) seemed
to remove the blinders and compel people to act against positive bias, whereas having neither led
to the least bias recognition and to the least speaking up about the bias.
Studies 4a and 4b

In our final studies, we wanted to examine why the salient victim effect occurs. We have
argued that a salient victim increases awareness of harm, demonstrates that a norm violation took
place, and produces negative affect, which, following TDM, would lead people to recognize and
condemn the positive bias (and then subsequently take corrective action). To test if this is indeed
the case, we examined bias recognition and corrective action after exposure to a salient victim in
special circumstances when these factors were reduced. Specifically, we asked participants to
imagine that they had been given a promotion they were not ready for by their father (positive
bias via nepotism), and we examined whether people were as likely to recognize the bias and
reject the undeserved promotion when there was a victim who experienced less harm (Study 4a),
when there was less evidence of a norm violation (Study 4b), or when negative affect was
reduced (Study 4b).
Study 4a
Method

This study was pre-registered at: https://aspredicted.org/9TQ_ HXF. We recruited 302
participants from the United States (152 men, 150 women; Mage = 37.88, SDage = 12.14) from
Connect. We asked participants to imagine that they work at a company where their father is the
boss. Their father has to retire earlier than expected and wants to promote them to fill his

position. To demonstrate further that there was bias involved, we told participants, “You were
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not expecting to move up this quickly, and you aren’t sure if you are ready. However, your dad
tells you that he is confident that you will do a good job.” What participants read next varied by
condition. In the control condition, participants were not given any other information. In the
salient victim condition, participants read, “You realize that your colleague Taylor, who has been
working at the company longer than you and who is a very good employee, won’t be getting the
promotion.” In the salient victim with reduced harm condition, they read the same thing plus,
“However, you also know that Taylor was recently offered an appealing job at a different
company and therefore has another option.”

Participants then responded (1 = strongly disagree, 7 = strongly agree) to a question
asking, “How likely are you to accept the promotion?” and the 7-item bias recognition scale used
in Study 3 but with minor edits to fit the context of this study (o = .89). At the end of the study,
participants answered demographic items and a memory attention check asking who offered
them the promotion. As pre-registered, participants who incorrectly answered the memory
question were excluded, leaving a final sample of 293 participants. A sensitivity analysis
revealed that we had at least 80% power to detect effect sizes of d= .33 or larger for each of our
two dependent variables.

Results

The results of a one-way ANOVA showed differences across conditions in bias
recognition, F(2, 290) = 6.78, p = .001, n* = .05, and accepting the promotion, F(2, 290) = 11.47,
p <.001,n?>=.07. As predicted, participants in the salient victim condition were more likely to
recognize bias (M = 4.48, SD = 1.10), compared to participants in the control condition (M =
3.90, SD = 1.22), #290) = 3.44, p < .001, d = .49, 95% Cla = [0.21, 0.77], and to participants in

the reduced harm condition (M = 3.99, SD = 1.22), #290) = 2.85, p = .005, d = .41, 95% Cly =
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[0.13, 0.69]. Also as predicted, participants in the salient victim condition were less likely to
accept the promotion (M = 5.10, SD = 1.68), compared to participants in the control condition (M
=5.90, SD = 1.18), #290) = 4.09, p < .001, d = 0.58, 95% Cls = [0.30, 0.87], and to participants
in the reduced harm condition (M = 5.93, SD = 1.18), #(290) = 4.20, p < .001, d = 0.60, 95% Clq
=[0.32, 0.89].

We then examined whether the lower likelihood of accepting the promotion in the salient
victim condition (v. the other two conditions) was explained by greater bias recognition using the
bootstrapping method for mediation with 10,000 iterations (see Table 5 for the regression
coefficients). Indeed, bias recognition mediated the effect when comparing the salient victim
condition to the control condition (indirect effect = 0.29, 95% CI=[0.13, 0.46]), and to the
reduced harm condition (indirect effect = 0.24, 95% CI=[0.08, 0.42]).

Table S

Coefficients for Linear Regression Models Predicting Accepting the Promotion in Study 4a

b [95% CI] t p b [95% CI] t p
Constant 5.10 [4.83, 5.37] 36.93 .000  7.33[6.74,7.93] 2425  .000
Control (1) v. 0.800.41, 1.18] 4.09 .000 0.51]0.15, 0.86] 2.83 .005
salient victim (0)
Reduced harm (1) v. 0.83[0.44, 1.21] 420 .000 0.5810.23, 0.94] 3.24 .001
salient victim (0)
Bias recognition -0.50 [-0.62, -0.38] -8.10  .000
Notes. N =293
Study 4b
Method

This study was pre-registered at: https://aspredicted.org/LFY S37. We recruited 400
participants from the United States (204 men, 195 women, 1 other; Mage = 39.7, SDage = 11.89)

from Connect. Participants were asked to read and imagine that they were in the same scenario
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from Study 4a (i.e., participants read that they were offered a promotion by their father). We then
randomly assigned participants to one of four conditions.*

The control condition and salient victim condition were the same as in Study 4a. In the
salient victim with reduced norm violation condition, participants read everything from the
salient victim condition plus a final comment that said, “However, this is a family firm, and it is
common in this company and similar others to prioritize family members.” In the salient victim
with reduced negative affect condition, as an add-on to the salient victim condition, participants
instead read, “However, you’re not even sure if Taylor would like doing this new job anyway, so
you don’t feel bad.”

Participants then answered the exact same DV's and other questions as in Study 4a. As
pre-registered, participants who incorrectly answered the memory question were excluded,
leaving a final sample of 388 participants. A sensitivity analysis revealed that we had at least
80% power to detect effect sizes of d = 0.29 or larger for each of our two dependent variables.
Results

The results of a one-way ANOVA showed differences across conditions in bias
recognition, F(3, 384) = 2.94, p = .033, n* = .02, and accepting the promotion, F(3, 384) = 14.94,
p <.001,n%=.11. As predicted, participants in the salient victim condition were more likely to
recognize bias (M =4.30, SD = 1.14), compared to participants in the control condition (M =
3.89, SD = 1.06), 1(384) = 2.63, p = .009, d = .38, 95% Cl4 =[0.09, 0.66], to participants in the
reduced negative affect condition (M = 3.94, SD = 1.03), #384) = 2.26, p = .025, d = .32, 95%
Cla =[0.04, 0.61], and to participants in the reduced norm violation condition (M = 3.93, SD =

1.15), 1(384) = 2.34, p = .020, d = .34, 95% Clq = [0.05, 0.62]. Also as predicted, participants in

4 See SOM for the results of our manipulation checks.
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the salient victim condition were less likely to accept the promotion (M = 5.19, SD = 1.47),
compared to participants in the control condition (M = 6.13, SD = 1.02), #(384) = 5.80, p <.001,
d=0.83, 95% Clq =[0.54, 1.12], to participants in the reduced negative affect condition (M =
5.96, SD =0.98), 1(384) =4.72, p < .001, d = 0.68, 95% Cla = [0.39, 0.96], and to participants in
the reduced norm violation condition (M = 6.11, SD = 1.00), #(384) = 5.65, p <.001, d = 0.82,

95% Clq =[0.53, 1.10]. See Figure 3 for a visual display of these results.

Figure 3

Means and 95% Cls for Both DVs per Condition in Study 4
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We then examined whether the lower likelihood of accepting the promotion in the salient
victim condition (v. the other three conditions) was explained by greater bias recognition using
the bootstrapping method for mediation with 10,000 iterations (see Table 6 for the regression
coefficients). Indeed, bias recognition mediated the effect when comparing the salient victim

condition to the control condition (indirect effect = 0.18, 95% CI=[0.04, 0.34]), to the reduced
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negative affect condition (indirect effect = 0.16, 95% CI=1[0.02, 0.31]), and to the reduced norm
violation condition (indirect effect = 0.16, 95% CI=[0.02, 0.32]).>
Table 6

Coefficients for Linear Regression Models Predicting Accepting the Promotion in Study 4b

b [95% CI] t P b [95% CI] t P
Constant 5.19[4.96,5.42] 4474 000 7.10[6.64,7.55] 30.67 .000
Control (1) 0.94[0.62,1.26] 5.80 .000 0.76[0.47,1.05] 5.12 .000

v. salient victim (0)
Reduced norm violation (1)  0.93 [0.60, 1.25] 565 .000 0.76[0.47, 1.06] 5.11  .000
v. salient victim (0)
Reduced negative affect (1)  0.77 [0.45,1.09] 4.72 .000  0.61[0.32,0.91] 4.12  .000
v. salient victim (0)
Bias recognition -0.44 [-0.54, -0.35] -9.26 .000
Notes. N = 388.

Discussion

Studies 4a and 4b provide information about why a salient victim produces more bias
recognition and corrective action. Consistent with TDM, it seems that a salient victim highlights
the harm, produces negative affect in the beneficiaries, and shows that there was a norm
violation. When the salient victim does not cause these reactions, people do not recognize
positive bias or act against it to the same degree.

General Discussion

In a series of seven pre-registered studies, we found that people recognize and act against
positive bias (i.e., receiving an unmerited favorable outcome due to preferential treatment) more
when there is a salient victim. People who experience positive bias may not even realize that
anything unfair has happened or that others may have been harmed by the treatment they

benefited from (Pilot Study 1). However, a salient victim can break this tendency and lead

5 See SOM for an additional study aiming to examine the role of negative affect and norms.
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people to recognize when they are beneficiaries of bias (Studies 1-4b), and even encourage them
speak up or take other action to correct the bias (Studies 2—4b). This suggests that when people
accept positively biased treatment without complaint, they are not merely indifferent to the
negative consequences; they might just not be sufficiently aware that they received biased
treatment that harmed others.

The salient victim effect occurred when participants considered their own real-life
positive outcomes (i.e., when they were potential beneficiaries of racial bias), in ostensible
interpersonal interactions, and in hypothetical scenarios. The salient victim effect emerged for
both direct and indirect mentions of the victim, and it was robust to different reasons for the
positive bias (i.e., participants were White, they were similar to the decision maker, or they were
related to the decision maker). Consistent with TDM, a salient victim seems to have its effects
because it gets people to identify a norm violation, feel negative emotions, and notice harm. In
sum, the salient victim has powerful effects across situations, even leading people to be more
likely to give up positive outcomes they received due to positive bias. Although there is research
showing that the way inequity is framed can affect how people react to it (e.g., Dietze & Craig,
2021; Jun et al., 2022; Lowery et al., 2009; Lowery et al., 2012; Rosette & Koval, 2018), we take
a step back and examine how to get people to recognize that there was any inequity in the first
place. This research adds to the growing bodies of literature on how victims can affect moral
judgments and behaviors across a variety of contexts (e.g., Jenni, & Loewenstein, 1997; Jordan
& Kouchaki, 2021; Small & Loewenstein, 2003).

Theoretical and Practical Contributions
Overall, our paper and our introduction of the salient victim effect make three main

theoretical contributions. First, most research on justice and morality (e.g., Barclay et al., 2005;
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Mikula et al., 1998; Zitek et al., 2010), bias awareness (e.g., Daumeyer et al., 2019; Perry et al.,
2015), confronting bias (e.g., Burns & Monteith, 2019; Rattan & Dweck, 2010; Rattan & Dweck,
2018), and inequitable outcomes (e.g., Hebl et al., 2002; Milkman et al., 2015) has focused on
the negative or disadvantaged side of inequity (e.g., recipients of undeserved negative events or
perpetrators/victims of negative bias). Much less research has focused on the positive or
advantaged side, even though both disadvantaging and advantaging mechanisms produce
inequity (Phillips et al., 2022). We expand past research by examining one advantaging
mechanism—positive bias—which is an understudied yet common form of bias in society.

Second, our research presents a way to help people recognize when a positive outcome is
biased and unfair, which has sometimes proven difficult in past research due to people’s
tendency to justify their positive outcomes (e.g., Ellard & Bates, 1990). Although some
researchers argue that privilege may be invisible to those who benefit from it (e.g., White
individuals; Phillips & Lowery, 2018), we demonstrate that a salient victim can help make
privilege more visible (see Study 1). Moreover, consistent with the idea that moral intensity and
increased moral awareness are important for moral behavior (Jones, 1991), we also found that
bias recognition predicts a greater likelihood of taking corrective action, even when the
individual might suffer as a result. Our research thus reveals an important cue—a salient
victim—that can help people recognize and act against the biases they benefit from, and
potentially enhance social justice in the process.

Third, contrary to prior research on the pitfalls of zero-sum thinking (e.g., Davidai &
Ongis, 2019; Norton & Sommers, 2011; Sirola & Pitesa, 2017, Wilkins et al., 2015), we
demonstrate that there is a circumstance where zero-sum thinking can be beneficial. Specifically,

in Study 3, participants were more likely to recognize positive bias and speak up about it when
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we told them that bonuses were limited (i.e., when we emphasized that it was a zero-sum
situation). Thus, positive bias is a case where it helps for people to realize that when one person
wins, someone else loses.

From a practical perspective, small acts of positive bias are easy to ignore, but they can
build up over time, producing toxic cultures (Sull et al., 2022). As demonstrated in our research,
salient victims help beneficiaries recognize and act against positive bias, which can reduce harm
and increase fairness in society. For example, at the height of the #BlackLivesMatter movement,
after hearing victim anecdotes, many White celebrities and corporate leaders concluded that
positive bias helped them get their jobs, and some even stepped down from their positions so that
Black individuals could fill them (e.g., Hatmaker & Lunden, 2020; Zlotnick, 2020).

Beyond examples of rectifying positive bias by transferring specific opportunities from
one person to another, there are many other possible advantages of having people recognize and
act against positive bias. For example, an organization that minimizes the effects of positive bias
might be seen as higher in organizational justice, which is associated with various positive
consequences, including increased job performance and commitment among employees (e.g.,
Cropanzano et al., 2007). Moreover, individuals who speak up about the positive bias they have
benefitted from may be trusted more, as they demonstrate their commitment to fairness by
calling out potentially unethical behavior within their organizations (Kennedy & Schweitzer,
2018). Individuals who try to correct positive bias may also be perceived as allies to
disadvantaged individuals, and as a result they may help organizations become more inclusive
(Melaku et al., 2020).

Limitations and Future Directions
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Notwithstanding the contributions of this research, our studies are not without limitations
that could inspire future directions. Although we have focused on people’s own outcomes, a
failure to recognize positive bias may also emerge when people are judging the outcomes of
others, or when they are making decisions about others. Indeed, Phillips and Jun (2022) showed
that observers judge a biased action as less problematic when it is framed positively (focusing on
the people who benefit rather than on those who lose); for example, people are less likely to
perceive “favoring men” (v. “disfavoring women”) as discrimination. Other scholars have
discussed the bounded ethicality of decision makers like employers who engage in favoritism
without realizing that they are being unethical (Banaji et al., 2003; Gino et al., 2010). Making a
victim salient could induce unaffected third parties to act against positive bias or help decision
makers avoid engaging in positive bias in the first place. Future research could examine how the
salient victim effect applies in these other contexts.

An additional limitation is that we do not conclusively know whether people are more
likely to act against positive bias after being exposed to a salient victim because they personally
want to be moral (Mazar et al., 2008) or because they do not want others to judge them as
immoral (Batson & Thompson, 2001; Lonnqvist et al., 2014). That is, does recognizing positive
bias (due to salient victims) help people overcome moral hypocrisy because it increases the
personal costs (i.e., moral self-view) or the public costs (i.e., public moral image) of hypocritical
behavior? It is likely a combination of both, and future research should explore these paths
further.

Moreover, we currently have a limited understanding of factors that undermine or
enhance the salient victim effect. We found some initial evidence that the salient victim effect

may exist across political orientations in the surprising case of positive bias due to race (see
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Study 1 and the two replication studies in SOM). In an additional study (Supplemental Study 2 in
SOM), we examined whether narcissism or moral disengagement moderated the salient victim
effect, but neither did. Despite the lack of evidence for the moderators we have explored, we
believe many are likely. For example, it is possible that participants from countries other than the
United States would react differently to positive bias, as fairness perceptions tend to vary across
national cultures (e.g., Schifer et al., 2015). It is also possible that already disadvantaged groups,
who may see themselves as victims, might be less likely to show the salient victim effect, as they
might perceive that the benefits they received through positive bias are a fair way to make up for
their past victimization (see also Zitek et al., 2010).

Relatedly, we would like to acknowledge that the rate of acting against positive bias in
our studies was not very high. Although the salient victim caused people to be more likely to
give up their personal benefits, many people still wanted to keep their lottery tickets, bonus, good
tasks, and even their hypothetical job offer. Because self-interest can overpower moral integrity
(Batson & Thompson, 2001), we imagine that it would be even harder to get people to give up a
larger reward (e.g., a large bonus or a real job offer). Indeed, other research confirms that people
might not be as likely to correct an inequity if they have more to lose from doing so: For
example, NBA players will miss a free throw after an incorrect, beneficial foul call, but only if
their team is already winning (Haynes & Gilovich, 2010). Future research should examine how
to use the salient victim effect as a real-world intervention to get people to recognize and correct
positive bias, and whether the effect can be strengthened so that people act against positive bias
even when they have a lot more to lose.

Finally, information about victims might sometimes lead to a threat response, which may

explain why social movements (e.g., #MeToo, #BlackLivesMatter) elicit support from some
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individuals but resistance from others. For example, past research has shown that when White
Americans read about the advantages they experience in society over Black Americans, they are
not more likely to report that they believe in White privilege (Phillips & Lowery, 2015). Maybe a
key element in our studies is that participants did not feel blamed for their advantages (see Fath
et al., 2022, for more on threat and White privilege). More research is needed to address these
and similar questions.
Conclusion

As a first step toward ensuring that our world is fair, it is imperative that people
recognize and react when they are victims of bias and when they are beneficiaries of bias. Our
research provides initial evidence that we are more likely to recognize when we benefit from
positive bias, and to act against such bias, when a victim of that bias is made salient—i.e., the

salient victim effect.
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