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Standards are coming. Are education technology
companies prepared?

In this blog, LSE Visiting Fellow Dr Velislava Hillman asserts that the newly proposed IEEE
Standards for an Age-Appropriate Digital Services Framework should be seen as a stepping
stone towards the development of meaningful frameworks and standards for governing and
regulating the edtech sector.

When regulation is not in place, what’s at stake?

When Mithridates VI, the ruler of northern Anatolia between 120-63BC created the
‘mithridatium’, a medicine made from more than 50 ingredients (!), it was considered a cure
from all illnesses for centuries. It wasn’t until 1540 in England that mithridatium and other medicine were subjected
to evaluation under the Apothecaries Wares, Drugs and Stuffs Act. And it took several centuries, and numerous
catastrophic events, including the 1950s thalidomide disaster, for rigorous global standardisation to be introduced.

When many in the education technology (edtech) industry boast about improving learning through personalised
programs based on artificial intelligence (Al), algorithmic analytics and more data collection from students (while
some researchers even prod on personalising education along genetic lines!), one cannot help but worry about the
consequences of this still largely unregulated market.

What are the risks of Al in education?

Many edtech products today have gone past the offer of mere access to content and connectivity. Data collection
and algorithmic modeling propel user profiling and control in ways students and even their teachers may not be
aware of and understand. Edtech applications for learning, instruction and assessment use nudging and hyper-
nudging technologies to influence and manipulate users. Google’s search engine results have long used this
manipulative technique — steering users to click through the first page and not go beyond it even though all choices
are available and no obvious harm is in the way. Google’s algorithmic configuration is set to prime the users, and
that priming is engineered by Google’s architects without users’ knowledge.

Similarly, the Al-based edtech platform Century Tech uses hyper-nudging techniques, steering students towards
what to learn and how. The platform steers students’ behaviour in a predictable way; they merely react to the
nudges and stimuli. Thus, the platform presents a ‘soft’ form of behavioural control precisely because one cannot
become consciously aware of being manipulated. Meanwhile, the technology builds a substantial data reservoir of
detailed knowledge about students (more than they are aware). How this data reservoir is deployed to regulate, by
design, what students learn is anyone’s guess precisely because of the lack of clear standards and regulations of
such mechanisms.

Many edtech products make direct links with neuroscience, looking at wiring students with technologies that can
monitor their moods and stress levels, collect their personal thoughts, track their heart rates and gaze, and collect
biological, neural and behavioural data. Symanto is a psychographic text analytics tool whose Al is used in
universities to monitor student behaviour and support their achievement and mental well-being. Other software
claiming to help students with personal and emotional struggles include Solutionpath, Stream and Gaggle, to
mention a few. These companies gather metrics on attendance, library use, grades, online learning activities,
students’ search history and more. The collected data is used to make inferences about students and decide
whether they are ‘well’ or not.

Date originally posted: 2022-03-16
Permalink: https://blogs.Ise.ac.uk/parenting4digitalfuture/2022/03/16/standards/
Blog homepage: https://blogs.Ise.ac.uk/parenting4digitalfuture/


https://blogsmedia.lse.ac.uk/blogs.dir/86/files/2019/12/Velislava-Hillman-photo.jpg
https://www.lse.ac.uk/media-and-communications/people/visiting-and-associate-staff/velislava-hillman
https://engagestandards.ieee.org/Childrens-tech-design-governance.html
https://www.who.int/medicines/technical_briefing/tbs/Drug_Regulation_History_Present_Future.pdf
https://www.amazon.co.uk/Poison-King-Legend-Mithradates-Deadliest/dp/0691150265/ref=asc_df_0691150265/?tag=googshopuk-21&linkCode=df0&hvadid=310814775587&hvpos=&hvnetw=g&hvrand=12723022046520991143&hvpone=&hvptwo=&hvqmt=&hvdev=c&hvdvcmdl=&hvlocint=&hvlocphy=9072509&hvtargid=pla-521016897557&psc=1&th=1&psc=1
https://www.thetimes.co.uk/article/the-ai-revolution-can-supercharge-learning-in-school-xnv0vql8r
https://blogs.lse.ac.uk/parenting4digitalfuture/2021/11/03/algorithmic-injustice/
https://blogs.lse.ac.uk/parenting4digitalfuture/2021/06/30/rights-in-data-driven-education/
https://www.cambridge.org/core/books/genetics-ethics-and-education/00FA978D8D9ECF27A0E288385A55212A
https://www.tandfonline.com/doi/pdf/10.1080/1369118X.2016.1186713?needAccess=true
https://www.vice.com/en/article/n7wxvd/students-are-rebelling-against-eye-tracking-exam-surveillance-tools
https://panorama-www.s3.amazonaws.com/files/panorama-student-survey/User-Guide.pdf
https://www.ukauthority.com/articles/coventry-university-uses-ai-to-monitor-student-wellbeing/
https://www.solutionpath.co.uk/knowledge/student-support-blog/

Parenting for a Digital Future: Standards are coming. Are education technology companies prepared? Page 2 of 2

No one knows who is behind these inferential decisions; what happens once a student is marked as ‘unwell’; who
makes use of these evaluations; and how they may impact them later in their lives. Gaggle, for instance, hires part-
time workers to monitor students’ content. Indeed.com provides reviews from Gaggle’s ‘safety representatives’.
While these merit special attention and further research, the reviews suggest that to work as a safety representative
at Gaggle is a low-wage job; considered a ‘side gig’. One reviewer says: ‘The basic lowest level representative
(which you will start at) only has access to review documents. It’s a[s] simple as reading a sentence and
determining if it is urgent or harmful content. If you put in the hours and prove a near 100% accuracy rate then you
will be given additional responsibilities.” Not only are such technologies as Gaggle, Symanto or Century
unregulated; they do not show substantial evidence of benefiting students. The lack of regulation leaves a blank
cheque for businesses that have capacities for human surveillance and manipulation.

Lack of standards favours businesses, not individuals

Access to edtech is often equated to enhancing learning. But time and again, evidence shows that although some
marginal improvement exists, the technologies favour the already well-off: less so the most disadvantaged and
displaced populations. Acknowledging that there are numerous opportunities technologies can afford for learning,
clear standards and frameworks are needed to help unpack not only which edtech products contribute to the
educational processes and how, but also who benefits from them and in what way. Lack of regulation around the
transparency of edtech products, their objectives and effects, leaves the customer in the dark with a ‘medicine’ that
promises to heal all ills. So far, no one knows the ingredients, except for the edtech companies’ own engineers.
Moreover, concerning the lack of regulation and standards, the industry maintains a laissez-faire attitude.

Regulation begins with meaningful quality standards: this must begin now

We mustn’t wait for disasters to happen in education to draw out meaningful standardisation and benchmarking.
Today, a third of the Internet’s users are children, but the digital technologies market continues to boast designs
that do not anticipate child users. Simply forbidding them from using technologies is like forbidding them to ride a
bicycle on the street. Appropriate standards must guide engineers, data scientists, user experience designers,
marketers and developers in their product development and optimisation.

One step in this direction is Institute of Electrical and Electronics Engineers’(IEEE) 2089-2021 standard developed
upon the SRights principles for children’s rights. The proposed framework sets out rules, terms and conditions that
ensure companies provide age-appropriate digital services in situations where their users are children. The
standard fills up “a gap between global efforts to ensure that young people are catered for by design in the digital
world, and a lack of practical guidance for how to achieve this”. However, such efforts must be envisaged for the
edtech industry, too. Moreover, further work is necessary towards creating a safe learning space with a dedicated
independent governing and regulatory body that ensures that the edtech industry adheres to such standards,
prioritises learners’ best interests and indeed contributes to pedagogy and curriculum.

Notes

This text was originally published on the Media@LSE blog and has been re-posted with permission.

This post represents the views of the authors and not the position of the Parenting for a Digital Future blog, nor of
the London School of Economics and Political Science.
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